PARTIALLY BALANCED
INCOMPLETE BLOCK DESIGN

BIBD is not available for all treatments as it has to
satisfy the following condition vr = bk, A(v-1) = r(k-1),
b>v.

Again lattice design is available only for the square
number of treatments and cubic number of treatments
while youden square design required large number of
replication size. So to have an IBD with all possible
treatments and a smaller replication size, we required
another class of incomplete block design. For such
design Bose and Nair (1936) introduce the concept of
PBIBD. Which is available for all possible number of
treatments and a smaller number of replication size.
Association Schemes



1% associate
1— 2,3,4,6,8,10
2—>134,78,9
3—1,2,45,910
4 —>1,2,35,6,7,
5—34,6,7,910
6 —>145,7810
[/ — 2,45,6,8,9
8—12,6,7,910
9—2,35,78,10
10 —» 1,3,5,6,8,9
-.n =6

2" associate
57,9
56,10
6,7,8
8,910
1,2,8
2,3,9
1,3,10
3,4,5
3,4,5
2,47
n, =3



SN +nN, =6+3 =9

v-1=10-1 =9

C.Np+no=v-1.

et there are v treatments denoted as 1,2, ...,v. These
treatments follow association scheme, If it satisfies
the following:

(i)For a given treatment 0, there are i associate treatments.
(ii) For a given treat 0, i associate treatments occur n; times
(111) Pair of treatments occurs together A; times. For any

two treatment, say, 6 and ¢, number of common treatment

between i associate of 6 and j™ associate of ¢ is constant
and Is denoted by pj; matrix which iIs given by



i Plli Pllr(n\
. pk _
P =
k k
\P mlL --- Pmm/
where Plij and Pj; 2 (k=1,2,..., m) are called association

matrix of 1% and 2™ ..., m Massociate classes and the whole
scheme is called association scheme.
Suppose treatments 1 and 2 are 1% associate then .
L Pp=3 P, =2 py=2 pp=1

1 2,3,4,6,810 2 %,3,4,7,8,9

5,7,9 ,6,10.

~. P;; =number of common treatment between 1(1),
and 2(1) ={3,4,8}=3
.. Py, = number of common treatment between 1(2),
and 2(2) ={5}=1

pl(? = Péll) = number of common treatment between
1(2) and 2(1) = {7,9} = 2.



1(1) and 2(2) common ={6,10} = 2

, P, P , 3 2
S O :( Tl izj " Py :( )
P P2 2 1

Now consider treatments 1 and 5 are 2"% associate .
(1) 1-(2,3,4,6,8,10) A (5,7,9) C
5—(4,6,7,3,9,10) B (1,2,8) D
2" associate

p2 =ANB={610,310} =4
02 =AND={28 =2
0221 =BnC={79} =2 p122 = p221
02 =CAD={g} =0
4 2
5 [ =
2 0



This shows that associate matrix are symmetric matrix
Now, p;, + Py, +P5 +P5 =3+2+2+1=8



Detinition:

Partially Balanced Incomplete Block Design (PBIBD)
An incomplete block design is said to be PBIB Design
If v treatments are arranged in b blocks, each block
contains k treatments (k<v), each treatment occur In

I blocks and a pair of treatments occur together in A;
blocks (1= 1,2,...,m), provided it follows the following
assoclation schemes .

e [n association scheme, there are i classes .

e For agiven treatment, say, 0, n; treatments occur in i
assoclate class

e [or any given treatment, say, 0, the remaining treatments,
if they are i" associate class, occur together in A; blocks.
e [or any two treatments, say, 6 and ¢, number of common

treatment between i™ associate of 6 and j" associate of ¢
IS constant and Is denoted by pj;; matrix.



Relation between BIBD and PBIBD.

f A1=Ao=...=A; =A then PBIBD becomes BIBD.
Difference between BIBD and PBIBD.
BIBD PBIBD

Pair of treatments occur A times Pair of treatments occur A; times

b>v dose not hold.

dose not hold association schemes Hold association schemes.
Parameters of PBIBD.

On the basis of association schemes, PBIBD has two

types of parameters.

(1) Primary parameters: v, b, r K,Ai (1=1,2,...,m)

(2) Secondary parameters: n.,pu 1#]=(1,2,...,V)
k=1,2,.

Parametrlc Relatlon

(1) vr = bk (u)Z” =v-1 (m)ZM r(k 1)




prove that > n, =v-1
For any PBIB Design with m™ association schemes

we know that Z B.=E,

now post multlply both said by E1
Z B,E, =E,E

vV —vl

Where B; Is a matrix of order vxv and Is called association
matrix since every associate, i.e., i’ associate has n; treatment.

m m
2 NE,=VE, =) n =V
=0 =0

m
=n,+» n=v  wheren, =1
I=1



1 ... 1] (1 (V) (M)
E,E, = o =] =

v —vl VEvl
_1 o 1_ VXV \1/ vx1 \V) vx1 \1/

Prove that: > n,A; =r(k—1)
=1
For any PBIB Design with m™ association scheme,

we know that: » B, =E,, (1)and
i1=0

NN'=> 4B (2

Where A; Is number of times a pair of treatments occur
together in i™ associate class. Now post multiply by E,;
of both said of (2).



~NNE, => ABE, -.N(NE,) =(Z A, BijEvl
1=0 =0

. NKE,, =) AnE, or, KNE, => nA4E,
i=0 =0
~krE, =Y nAE, = kr=) nA
1=0 i=0
= kr=n,4, + > N4
I=1

= > nA =kr—ngd, =kr—r =r(k-1)
=1



Example :-
v=b=4, r=k=2, A=1.
1% associate 2™ associate

12 1524 3
23 2—>1,3 4
34 3524 1
41 4—>1,3 2
VSN )
BO Bl BZ

Here,ny=2 . A1=1, np=1 Ay =0
In By, B1& By If the treatment Is present, writel,
otherwise O .



0100
000 1],

second associate

(0 0 1 0)

0 0 0 1

1 0 0 O
\O 1 O O)4><4

(3)

4
1

2

Now B; + B, +B3

0O 010

0 0 0 1

1 0 0O
0 1 0O

0 1 01

1 010

1 0 0 O
0 1 0O

0O 010

0 0 01




m

1 0 0O
/IOBO+Z/1iBi

0 010
0 0 0 1
01 00

— E44 :Evv

0 1 01
1 01 0

1111

1111

1 0 0 O
0 1 0 O
0 0 1 0
0 0 0 1

Now we want to prove, NN’



1 0 0 O

O
— O
o O
o O
I
(@\|
M
gy
'— O
+
" O
M
KllO
=
O_Ol
Z

0 1 01

1 010

1 010

0 2 0 O

0 0 2 0

0 0 0 2

A,B, =B, =2B, =



2
now, 4,B, +> 4B,
1=1

2 1 0 1
1 2 1 O
o1 2 1 (1)

1 01 2
1 2 3 4
1/1 0 0 1
Here, Incidentmatrix N=2|1 1 0 O
3101 10
410 0 1 1




110 0 2 1 0 1
0 1 10 1 210

N’ = ~ NN’ = (2)
0 01 1 01 2 1
100 1 101 2

from Zl) and(2)
NN'=4,B, + 4,B, + 1,B, here, 4, =r always

= B, + Zm: A, B,
=1

Classification of PBIB design:

Bose and Simamoto (1952) classified PBIB Design of two
associate classes In to following types on the basis of its
assoclation schemes.



Simple PBIB Design withA; =00r A, =0
Group divisible design.

Rectangular type PBIB Design.

Latin square type PBIB Design.

Cycle PBIB Design.

Again Bose introduced another type of PBIB Design
with two assoclate classes and named It as Partial geometry type
PBIBD. The remaining PBIB Design which do not fall under
these 6 categories on the basis of their association schemes &
other parameters are called PBIB Design of miscellaneous type.

Simple PBIBD Design:

A PBIB design with two associate classes Is said to be
simple PBIB Design, if either (i) .1 #0, A, =0 or
(iDA1=0, A, =0.
Group Divisible Design. (GDD):
GD Design is simplest class of PBIB Design. A PBIB Design
Is called GD Design if v = mm treatments are grouped In
to m arouns each of n treatments such that the treatment belonaina



to the same group is called 1% associate treatment and treatment
belonging to different group are called 2" associate treatments.
The following are the parameters of GD Design.

v, b, r, K A1, A2, P, M, N

L2 {here row wise all pairiscalled 1* associate but if we
Example-3 - L _

5 & take(1,4) whichisdifferent group soitis 2™ associate.
Here, m = 3 (3-rows), n =2 (each row has 2 treatments)
V=06=3%2=0.
Sov=mn, -.this i1s GD Design
Parametric relation:
n=n;+1 Ny =n-1
m = (ny/n) +1 n, = n(m-1)

, (Nn-2 0 , [ O n-1
Pi _( 0 n(m—l)j’ Pi _(n—l n(m—2)j’



Bose and Connor (1952) characterized group divisible deign
in to three category on the basis of characteristic root of NN’
matrix of GD Design.
(1) Singular group divisible design .(SGD Design).
(2) Semi regular group divisible design .(SRGD Design).
(3) Regular group divisible design .(RGD Design).

Singular group divisible design(SRGD)
A GD design is called singular group divisible if it satisfy the
following characteristic roots of NN’ matrix.

(1) r-A1 =0and rk —vi, >0,

otherwise, non singular group divisible designs.

Non singular group divisible designs are either semi
regular group divisible or regular group divisible designs.



Semi Regular group divisible design( SRGD):
A GD design is said to be SRGD design if the
characteristic root of NN’ matrix satisfy the following:

(1) r-A; =0 (i) rk - vi, = 0.
Regular group divisible design( RGD design):
A GDD is said to be RGD Design if the characteristics
root of NN’ matrix satisfy the following condition .

()r-A1>0 (1) rk - v, >0.
Example: ldentify the design.Write its parameter, obtain

C-matrix, NN’ matrix ,association matrix and show that.

NN'=ZZ:Bi/1i ZZ:Bi =E,,
=0 i=0



1

1 2 4 — ThisisanIncomplete Block Design
2 3 5

3 4 6 — v=b=6, r=k=3

4 5 1 Thisisasymmetrical IBD

5 6 2

6 1 3 — A =LA, =2,n=4n, =1

2,3,5,6, n 1,3,4,6
' S L -

Nz

| 1_2 1y , (40
“PiTle o) P70 o

This Is a PBIBD of two associate classes

n=n;+1 S.n=05,
- —+1 —+1 =—
I n m= 5 5

v=nm=5.6/5=6
this 1s not a aroun divisible desian.



r- A1 =1=2>0.

=9

rk — VAo

Incidence matrix N
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2 -3 -13 -2/3 -1/3 -1/3]
~1Y3 2 -1Y3 -3 -2/3 -1/3
~1Y3 -3 2 -3 -13 -2/3
~2/3 -1Y3 -13 2 -3 -13
~1Y3 -2/3 -1Y3 -3 2 -13
-3 Y3 -2/3 -3 -Y3 2

A,B, =1

_ R O kR b O
P O Fk kB O -
O F O - B
P P, O Fk Fkr O
P O Fk kB O -
O R Kk O K -




O 01 0 0 O

O 00 0 1O

0 00 0 0 1

1 0 0 0 0O
01 00 0 O
0O 01 0 0 O

3 00 0 0O
0 300 0O
0 0 3 00O
0 00 3 0O
0O 00 0 3 0

10 0O O 0 O 3]

:3'BO —

A4 B



=NN’

311211

1 311 21

2 11311
121131
112113

1 1 3 1 1 2

now, 4,B,+4,B, +4,B,
) 4B =NN'’

= Evv

111111

111111

111111
111111

111111

111111

>8
i=0

now, B, + B, +B,



Now

further C-matrix can be written as

3C
(6 -1 —-1)
-1 6 -1
-1 -1 6,

6 -1
1 6
1 -1
-2 -1
1 -2
-1 -1
6 0 0)
10 6 0
0 0 6

-1 -2 -1
-1 -1 -2
o -1 -1
-1 6 -1
-1 -1 ©
-2 -1 -1
1 0 0)
+{0 1 0]|-
0 0 1,

-1
-1
2
-1
-1
6_
11 1
111

11 1,



similarly

(—2 -1 -1)
-1 -2 -1|=-21,+1,-E,
=1 =1 =2,

.‘.C:{HB_E% _|3_E33}/3
_|3_E33 7'3_E33

1. Eigenvalue of C-matrix = 7/3 with multiplicity (3-1) =2
2. Eigenvalue of C-matrix = 7/3 with m =2

Q1 — Q2 — Q3 — Q4 =7/3.
Other eigenvalue will be obtained by solving this matrix.
If we consider n; =1 and n, =4 then n =2 and m = 3 so it becomes
group divisible designs. Againr-A;=3-2>0and rk—v A, 0,
so design is regular group divisible design.



Triangular TYPE PBIB Design.
A PBIB design with two associate classes is said to be Triangular,
If the number of treatments v = n(n-1)/2 and the association scheme
IS arranged In n rows and n columns such that :
(1) The position in the principle diagonal of the scheme are left blank.
(i) The n(n-1) /2 positions above the principal diagonal are filled
by the treatment numbers 1,2,...,n(n-1)/2
(i11) The n(n-1)/2 position bellow the diagonal are so filled that the
array Is symmetrical about the principal diagonal, and
(iv) For any treatment i the first associates are exactly those treatment
which lie in the same row as I.
n, =2n-4; n, = (n-2) (n-3)/2

LTl (n-3)
PiT (=3 (n-3)(n-4)/2
, | 4 2n —8
P = on_8 (n—4)(n—5)/2}




Triangular type PBIB design
A PBIBD design with two associate classes Is said to be
triangular, if the number of elements v = n(n-1)/2 and
the association scheme is an arrange of n rows and n
columns such that :
(1) The position in the principle diagonal of the scheme are
left blank.
(i1) The n(n-1) /2 positions above the principal diagonal are
filled by the treatment  numbers 1,2,....n(n-1)/2.
( 111) The n(n-1)/2position bellow the diagonal are so filled
that the array is symmetrical abut the principal diagonal.
(iv) For any treatment 1 the first associates are exactly those
treatment which lie in the same row as |.
Ny =2n-4; n, = (n-2) (n-3)/2

ey (o9
T (=3 (n-3)n-4)/2
, | 4 2n -8
P = 2n g (n—4)(n—5)/2}




LATIN SQUARE TYPE OF PBIBD :-

et a square array of n rows and n columns be formed with

n® treatments, numbering from 1 to n® so that two treatments
are first associate If they occur in the same row or the in same
column of the array and the second associates otherwise.

A design with the above array as association scheme is said to
belong to the subtype L .

Subtype Ls: If one can form a square array of n® treatments
numbers from 1 to n* and to impose a latin square with n letters
on this array, so that any two treatments are first associate if
they occur in the same row or column of the array or
correspondence to the same letter of the latin square and are
second associates otherwise.

In this design the secondary parameters are

-.np=L(n-1), np,=(n-1)(n-L+1)



Pij =1 —3L+n (L—1)(n—L +1)
(L-—1)(n-L+1) (h—L)(n—L+1)

p% = L(L-1) L(n—L)

L(n—L) (n—L)*+(L—2)

where L =2 and L = 3 for sub type L, and Lz respectively.

Cyclic PBIB Design
A non group divisible PBIB Design is called cyclic PBIBD
If the set of first associates of the treatment numbered I Is
obtained by adding iI-1 to the numbers in the set of first
assoclates of the treatment numbered 1 and subtracting
Vv whenever the sum exceeds V.



Example: Find out eigen value of example 1 write its
parameters The given design is

s

v=b=4 r=k=2.
nN=n+1=1+1= 2

m="2_ 11 :§+1 =2
n

Vv = mn = 2x2= 4 so the design belong to GD design.
r-x1=2-0=2>0

rk-vi,=2(2)-4(1)=0

This design is semi regular group divisible design



We have already proved that,
2
NN’ =» B/,
1=0
Now C-matrix Is given by
C =diag (r1.....1v) - NK'N’
NN’
k

rly - {r=r=r=..=r,=rina PBIB Design)

2

R NN 2 O
N B O -

OO F N B




Example:

1 > 4 2 3 5 6

© 1O © ©
<+ < O <
M N ™M ™
— «—= N <«
O © —
TT T
N M < o
o © <
N O

< 10 ©

— N ™

6 > 3 1 2 4 5



here, v=6,b=3,r=2, k=4, A1 =2.
Nnn=4n,=1,n=n+1=2
n 4

m=—%+1=—+1=3.
n 2

mn = 2(3) = 6.
V=6=mn and -\ = 2-2=0
. This 1s a singular group divisible design.

Incidence Matrix N can be written as

Block
1 2 3
1 1 0 1 _ _
t 2| 1 10 ,1101
r 3| 0 11 NFOLLO
I 10 1 1 1 |36
a 5| 1 1 0
t 6 O 1 1
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- 4C

" 6/4 -4 -4 —2/4 U4 -14
Y4 6/4 -U4 -VY4 —2/4 —14
_Y4 —UY4 /4 -UY4 —U4 —2/4
_2/4 —Y4 —Y4 6/4 -4 -14
Y4 —2/4 -UY4 -V4 6/4 -14
-Y4 Y4 -2/4 -Y4 Y4 6/4
6 -1 -1. —2 -1 -1

-1 -1 6 -1 -1 -2 _{7'3—533 —'3—533}
_|3_E33 7'3_E33




Here 0, =8/4=2and 06, = (8-1)/4 =7/4
Intrablock Analysis of a PBIBD
Let S; (t,) = sum of those treatments which are i"

assoclate of treatment t,

Let Sj(ty) = Zbautu = o element of B; t

and S; S; (t,) = sum of those treatments which are "

associate of i associates of treatment t, .
Lemma: Show that that for m-associate classes PBIBD.,

SiSi (to) = Zb,. (1)



Proof: B;B;t =(B;B;)t=> (p%B,)t (if we multiply two
u=0

associate treatments i and j" then product will give Y. p;
of the u associates u = 1() m.

= Z pljJI (Bu I)
u=0

hence ol element of B Bit is =2, Pj S.(t.) (1)
u=0
also Bj Bit= Bj (Bit)
= Bj { Si (tl) Si (tz)... Si (tae... Si (tv) }
hence o element of B; B; t is Z_;b;w Si(ty)

= sum of all those treats which are j™ associate of treatment
t, ( for the i associate group)

— Sj Si (toc) (2)



Hence from (1) and (2), S;Si(ts) = > p§ S, (t,)
u=0

Intra block Analysis of two associate PBIBD:
The reduced normal equation for the estimates of treatment

effects are Q=Ct

Where C = R-NK™* N’

Hence for 2-associate class PBIBD we get —
m=2 2

=rly -K'NN’ =rl, =k A,B, =rl, =k [4,B, + > 4,B;]
1=0 i=1

2 2
C=rl,—k7[rl,+> AB1=r@-k™)I,—-k™> 4B,
=1

=1

Q=Ct _[ra—kMI, — k—lizi B.I

2 2
=r(l- k_l)f— k_lZli Bt= rl— k_l)f— k_lzﬂ“isi (f)
i=1 =1

2
L Q=r-k™)t, —k™> A4S;(,) for some treatment say, s
=1



KQ = (k-Dt, - 3.5, (E.)

:r(k_l)fs _ﬂ“lsl(f )—/1232('6 ) (1)
we know that , for testing u, :t=0, E,,t=0
Elvt:O — SO(ts)+Sl(ts)+SZ(ts)_O
S, (L) =—t, — S, (t,)
Substituting S, (t,) in (1) we get,
k9 s:r(k _1)fs _}\‘181({3)_7\‘2[_{5 _Sl (Is)]
= [r(k _1) T 7\‘2]%5 T (7\“2 _}Ll)sl(is)
= AL, +BS,(f)  (2)
where , A=r(k-1)+4, and B=4,—-4,

If we put value of S; (t5) = -t —Sz(ts) In (1) then
S KQ =K = l)ﬁLMJt + (A =4,)9, ()]

= At, + BS, (t,)



where, A=r(k-1)+4, and B=1,-41,,
now summing over (2) for the treatments which are first
associate of treatment, we get

S,(kQ ) =As, (i,) +BS, (S, ({,)) (3)

SS(t )_Zplls (t)

= puS, (t )"‘ p1, S, (t) + PiiS, (E,)
=N, ts T p1181(t3)+ pll[_ts _Sl(ts)]
— (n1 - p121) fs "‘( plll - plzl)Sl(fs)
=pp, o+ py — Pa)Si(L) - Py =N, — Py, ]

hence (3% reduce to , X
Sl (kQ (t ) + B[plzts T (pll pll)Sl (Is)]



= Bpj, (f,) +[A+B(py;, — py)1S, (E,)]
=Cf. +DS,(t,)] (4
where C= Bp;, and D =[ A+ B(p;, — p3) ]
DkQ, = ADt, +BDS,(t,)
BS,(kQ,) = BCt, +BDS,(t.)

Dst - BSl(st) — (AD — BC) fs
= X.1, Where X = AD - BC

~ 1
g = IR, = (B8 ()]

Adjusted Treatment S.S. IQ == fSQS

Vv

- Y IDkQ, - BS, (kQ,)IC,



_ %{ZV:(Dka - le(st)]Qs}

s=1

1< ,D » B

D » B <
:_XSZ(kQS) —&Z(st)(Sl(st))

kX{DZ(kQ) —Bz(kQ )S,(kQ, )} (5)

s=1
The other quantities are to be obtained as usual.

ANOVA TABLE
source d.f. S.S. M.S.S. MSS S.S. d.f. source
1

Block (unadj.) b-1 E(Z B*)-C.F. sB/b-1 +  b-1Block(adj.)
1 2 .

Treat(adj)  v-1 (S) -1 2T ~CF. v-1 treat(unadj)

Error %Lj-v b+1)SSE SSE/df(E) ,t _ Error

Total bk -1 2.9 - bk-1

Total



ANALYSIS OF TWO WAY DESIGN
In each of block design the treatment are selected randomly
which called one way block design, I1.e. we remove the
heterogeneity of data in the one direction. Now one Is interested
to remove It In to two direction so we need blocking in two ways,
l.e., treatments are selected randomly in row and then treatments
are selected randomly in columns which we called row — column
design or two way heterogeneity of design or simply two way
design .

The model of two way design is given by:

V§) = ptra;+p+ri+ef) T ()

when Yik is yield due to j row and k™ column for i treatment.
H = general mean ; &; = effect of | row

B = effect of k" column : 7; = effect of i" treatment

\") 5
®i = random error in j row and k™ column for i" treatment .



Let there are n blocks arranged 1n u row and u’ column.

l; 1Is @a number of times v treatments are in u rows similarly,
mix denotes the number of times v treatments are randomly
allocated in u’ column. Each treatment is replicated r; times
and each block contains k treatments.
1=1,2,...v;3j=1,2,...u; k=1.2,...0°

|11 |12 Ilu I
|21 |22 I2u I Lot
| =] 2 ol BT
J [ ] [ ] [ ] [ ] IJ
: ST i and
Ivl Iv2 Ivu a rv

Total u" u’ --- U



mll m12 mlu rl
m21 m22 m2u r2
m; =
_mvl mv2 mvu'_ rv
u u u

Assumptions:
The model 1s linear.
The model iIs fixed effect.
The model Is additive.

The mog el 1Is homoschadastic.
(') ~N(0, o %) And E[y(')] =u+a;+p +1, ,var(y(')) o’

here #4,¢;, By, Tiare unknown parameters which are to be

estimated.
let R =(Ri_._Ry); C=(C;. Cy)



T =(T,....T,)

R; is i row, Cy is k™ column and Tjis i treatment effects.

Now E—Z,Lz,e.i'k)z LLL(y(') pu-a; =B 1) (2)

&, By and 7; are to be estlmated from (2) using least
square estimation.

G o2 T IT 0 e - fn) (D =0
ZZZV"“ZZZWZ& + 2B+ T

ijk ijk ijk

G= uu;¢+u2a +UZ,BK+ZUUT
_UUy+uZa +uZ,8k+z 3)




d —ZZZ(Y(" pu—a;—p —7)(=1)=0
2% i
:Zy(') —Zy+2aj +> B +Zk:ri

= R, :u,u+,u’a- +Z,Bk +Uu'r,

=R, =u'u+u'a, +Z,BK+ZIIJ T (4)

Z(y(" p—o;—p —1)(=) =0
:Zy(') —Z,quZaj +Z,Bk +Zri
) :U,Ll+ZOlj+U,Bk+UTi

:u,u+Z:05j+u,Bk+Z:mikfi (5)



=2 X0 —uma = A —r)(ED =0
:’ZZV’ RWPOXIEDW RN,
:>T _“””+“ZO‘ +UZﬂk +uu'r,
—ZUHZI,,Za +ZmlkZﬂk+Zml
:riﬂ+ZIijaj+Zk:mik,Bk+rifi (6)

Now , we have 1+u+u’+v normal equations. This normal
equations are dependent because if we sum over all | of (4),
sum over all k for (5) and sum over all v for (6), we reach at (3).

Hence the unknown parameters u, o , Bk , 1 can not be estimated.



To estimate this parameters one has to put some restrictions.

Let as convert this normal equation (3), (4), (5), (6) in the form

of matrix.

= 1O 0 ©

4

uu

/
UE,,

/
UE,,

/

r

/
Uk,
/
u'l,

Eu'u
L

Uk,

Euu

ulu
M

4

4

4

r
L
M
diag.(r,...r,)

The normal equation (7) can be expressed in the form

We have Var(y) = o In.
Var (A'y) = A'Vear(y)A=A'c" |, A=c"A'A

Y7
Lo
p
iy
Ay =AAY



G uu’ UE, UE,
var| B2 52| UEBa Ul Ey
C UE,, Euu ulu’
T [' L M

To test the parameters Hyg.. t =0

4

r

L/

M
diag.(r,....r,)

We assume that E;, =0, E;v f =0,Eit =0

From (7) we get,
G=uu'ft+UE, g +uE, B+r
=uu'a+rt

=[G ]
uu

(8)
R=UE, 2 +U1,d+E, f+Lt

= AU'E, +u'g¢+Lt

1 ' o
a=—[R—-a'E, —Lt
< u,[_ /,l ul —] (10)




g+ul,B+M

uu =

C=uE, u+E,
= [IUE ., + ué M (11)

,3 = E[Q_I[lUEu'l -M ’f]
- u

't

T =rfi+ L6+ MB+diag.(r,,....r,) T
T:L[l_l_LTR_I[lLEul LLt_FMQ_I[lMEu'l_
u u u
MM L+d|ag.(r, )1
u
=L§+MQ—[M+0“39 (r,er )t Lt—MMI
u u u' u
=L§ MQ_rG, 't +diag(r, ... r)f—LL’I— M't
u u uu’ uu’ u u
T- B ML IO lhiag(r,..r,) - = - MM, Iy
u u uu u u uu
LR MC G
Q | == = =
Ft | where Q . TRRETT



and F = diag (r1,...,1v) — ;

Evidently we get E;y Q =0
E(Q)=Ft

Var (Q)=c°F
E,wF=0"and FE,; =0

~.Rank (F) =v-1
when Rank (F) = v-1 all treatment contrasts are estimable



Test iy, :t=0

We have,
p=— Ll Lie '
uu’ uu’  uu
Q:;_ﬁEm_L}:i,[B_ﬁu,Eul_L’i]
u u
. C . Mt 1 . ,
E::_MEu'l_ — :_[Q_MUEul_M I]
u u
SSR (u',¢, 5,£)=0 Ay
_ uG+aR+pC+{T
:l:lG+B,B_l:lEluB_tL,B+9C_:_QElu'Q_tMg'l't_’-—r
u u







d.f. for SSE are = uu’—[u+u’—1+ Rank (F)]
= (u'-=1)(u-1) — Rank (F).
now under :u, :t=0, we get.

SSR (o) =0 A’y
=SSR (1”& , ")
B Q C G°
_I_ —_
u’ u uu
sum square due to : 44, :t =0 is

= SSR — SSR (o)
= 1Q

4

d.f. for SS due to ‘44 :t=0 are Rank(F) .

Hence the test for testing 44 -t =0 js

) i’Q/Rank(F)
~ SSE/[(u-1)(u' —1) — Rank (F)]




ANOVA TABLE : (Fortesting:H, :t=0)

Sources

Rows(unadj.)

Column(unadj.)

Treat(adj.)

Error
Total

d.f. S.S. M.S.S. F.
u-1 i,z Rf —CT

U=

1 2
-1 —» R -CT

u “

o g ['Q/R(F
Rank(F) LQ t'Q/R(F) tQ/ S( )
a b b/a(=S)
uu’-1 2.y —CT

On similar lines one can obtain test for testing (i) Hp : =0

(i) Ho: =0



Particular Designs :
Latin square designs
Definition: A LSD is an arrangement of v treatments in
v° plots arranged in v rows and v column that every treatment
occurs exactly once in each rows and each column.
Remarks: (1) These designs require equal number of treatments
and replication .In this case number of rows equal to number
of column equal to number of treatments.

(i1) A LSD with v treatments is a LSD of order v.
(111) A LSD with symbols in first row and first column in natural
order Is called a regular LSD and a LSD with symbols in first row

In natural order is called a semi-regular LSD.

Analysis:  Hy:t=0
u=v=u andL=E,, =M.
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_ LL" MM" rr’
F =diag (ry,...,rv) — - +
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=vl, -——- w = vl
V V
~.Rank (F) = v-1 )
Q=Ft
v, - ¥E,
=vt-E, t =vt
t=/v)Q
Adj. tr. S.S. = £Q
- YV)Q Q

vy
V

~+E, E,E.E, /W
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1 T,T_GG_GG+sz}
Vi vV vV v
B 2
1 T'T_G}
v vV

Adj.tr.S.S. =23 T? -G/,
Vi v

ANOVA TABLE : (For testing :H, :1=0)

Sources d.f. :SL_S M.S.S. F.
Rows v-1 ;Z R’ -TC
1 2
Column v-1 =Y C:-TC
Vo
ANEE
Treats v-1 gZTi —TC MST MST/MSE
Error + ) MSE
Total ve-1 iy -CT



. The test for testing: u, :t=0 ISF. = —
.4, .1=V C MSE

on similar line one can obtain test for sig. For testing (i) H, : a2 =0
(if) Ho: =0

Remarks : (i) We know that d.f. carried by SSE are (v-1)(v-2).
Hence d.f. carried by SSE of a LS of order v = 2 are (v-1)(v-2) = 0.
There fore for smaller number of treatments, d.f. for SSE of LSD
are very few. Hence LSD s are not suitable for smaller number

of treatments.

(i1) The analysis of LSD become very much complicated when

several plot yields are missing .
(i) LSD's less flexible.




CROSS OVER DESIGNS :-
We have seen that when number of treats are smaller , LSD's
are not suitable . In such situations Cross over designs are used.
These designs are widely used in animal husbandry.
Cross Over Designs resemble with LSD s from analysis
point of view , these are nothing but P replications of vxv LS's .
Thus variation from P replications is also eliminated from error s.s.
Let there be v treatments arranged in v rows and vp columns such
that there are p replications of vxv LS.

Hence we get.

u=v, w=vp; Li=1;1=12,...,v; j=12,.....v.

s L=Ew

Mk=1, 1=1,2,.....V. k=1,2,...... vp M = Eywp
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=T — ER EV(Vp)C ELELG
— vp Vv V(Vp)
:T—GEvl _GEVlQ EVlG
— vp V vp
_ _ GEvl
V
. LU MM
= diag. (ry,ro.....ry) u' u uu’
E E EvvaVVD EVVEVVEVV

:Vplv _ VV. VW
Vp Vv V(Vp)

Irr o= LElele,
=LE, L’




EVV EVV
_|_

p Toop
=Vvpl, — pE,, =vp[l, —%EW]
. Rank (F) = v-1
Q= Fi=vpll, - E,
=vpl,t - pE,t
=vpt
i=s
vp
Adj. tr. S.S. = Q = %DQIQ

:V_p[I - GEV/V] [I_ GEvl/V]






ANOVA TABLE : (For testing : x,
Sources d.f. S.S.

1
R 1 = | SR2 |-
o v vp(z j

1o~
Column  vp-1 QZCJ' ~-TC
1o
Treats v-1 ;ZTi ~TC
Error (v-1)(vp-2) -
Total vep-1 2.y —CT

hence fortesting Hy : t =0

{Vp;TZ CT}/(O 1)
Fc=

MSE




