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Chapter 1

Statistics in General

SECTION-A
Short Essay Type Questions

Q.1 Define statistics as given be Sir R.A. Fisher.
Ans, Sir R.A. Fisher defined statistics as, “The
science of ics is Ily a branch of applied
mathematics and may be regarded as mathematics
applied to observational data.”

Q.2 Give the definitions of statistics given by
A.L. Bowley, Lovint, W.A. Wallis and H.V. Robens
and C.H. Meyers.

Ans. The definitions given by statisticians named
in the question are quoted below:

A.L. Bowley:
(i) Statistics is the device for abbreviating and

classifying the statements and making clear
the relations.

(i) S is the sci of of

W.A. Wallis and H.V. Roberts: Statistics is not a
body of substantive knowledge, but a body of
methods obtaining knowledge.

Cecil H. Meyers: Statistics may be defined as a

. science of numerical information which employs

the processes of measurement and collection, cla55|-
fication, analysis, decisi king and

cation of results in a manner undl::slundnhle and
verifiable by other. -

Q.3 Give the statements given by A.L. Bowley
and William A. Spurr and Charles P. Bonini.

Ans,  A.L.Bowley: Great bers are not d
correctly to a unit, they are estimated.

William A. Spurr and Charles P. Bonini: Not all
numbers are sta.nsncal Lnganl.llms. for instance, are

mere at 5. S ical data are concrete

social phenomenon regarded as a whole in
all its manifestations.

Statistics is the numerical statement of facts
in any department of enquiry, placed in
relation to each other.

(iii}

Lovitt:  Statistics is the science which deals with
the collecting, classifying, presenting, comparing and
interpreting numerical data collected to throw light
on any sphere of enquiry.

t which bj

Q. 4. Quote statements about statistics made by
A.E. Waugh, A.L. Boddington, Whipple, Tippet, W.1.
King, Marshall, Yule and Kendall, R.A. Fisher, A.M.

Mood, Disraeli and Darrel Huf.

A.E. Waugh: The purpose of statistical methods is
to simplify great bodies of numerical data.

A.L. Bodding The of statistics is not
mere counting but comparison,
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Whipple: Statistics enables one to enlarge his
Horizon.
L.H.C. Tippet:
(i) Planning is the order of the day and without
lanning is i ivable.

(1) Statistics is both a science and an art.
W.I. King:

(i) The science of stalistics is a most useful
servant, but only of greal value to those who
understand its proper use.

(ii) The sci of is the hod of
judging collective, natural or social pheno-
mena from the results obtained by the analysis
of ion or collection of esti

Marshall: Statistics are the straw out of which I
like every other economist have to make bricks.
Yule and Kendall: Statistics is not a science, itisa
scientific method.

R.A. Fisher: Statistics is a branch of applied mathe-
matics which specialises in data.

A.M. Mood: Statistics provides tools and techniques
for research workers.

Disraeli: There are three Kinds of lies: lies, damned
lies and statistics.

Darrel Huf: A well wrapped statistics is better than
Hitlers biglie it misleads, yet it cannot be pinned on
you.

Q. 5. Which definition of statistics is idi

PROGRAMMED STATISTICS

(ii) Sraristical methods or functions: It covers
collection, tabulation, analysis and inter-
pretation of data, etc.

(iii) Descriptive statistics: Classification and
diagramatic representation of data.

(iv) Inferential statistics: To draw conclusion
about population on the basis of sample drawn
from it

(v) Applied statistics: It mainly covers popu-
lauon census, national income, production,

industrial quality
control, biostatistics, etc.
Q. 8. What are the limitations of statistics?
Ans. Broadly the limitations of statistics are:

(i} Statistics deals with quantitative data only.
Even gualitative information is converted into
numerical data by the method of ranking,
scoring or scaling,

(ii) Statistics is true on an average only.

(iii) Statistics deals with the masses, not an
individual. No statistics is applicable for a
single observation.

Statistical results are correct in a general
sense. They are always subject to certain
amount of error.

Statistics is only a means to draw conclusions
about masses or population but not a panacea
to all sort of problems.

(iv)

)

to be the best.

Ans. The definition of statistics given by R.A.
Fisher is considered to be the best and most exact.
Q. 6. Give in a few words the statistical perspective.
Ans, Statistical perspective is the invaluable
compendium which gather all the facts, figures,
objective survey and fascinaling remembrances to a
assimilable record.

Q7.

Ans. Following are the main divisions of statistics:

Mention main divisions of statistics.

(i} Mathematical or theoretical statistics: It
covers d:velopmcnl of slausucal dlsll‘ll:l.llloni

(vi) 8 can be
Q.9 What are different types of investigations?
Ans.  There are two types of investigations, namely:

(i) investigation through census method

(ii) investigation through sample methods.
Q.10
Ans. Census method means to include each and
every unit or object of the population under reference
for enquiry or observation. For example, to know
the national income, we have to include every
individual or unit which contributes towards the
national income.

Q. ‘.ll What is meant by investigation through
hod?

d in many ways.

What does census method imply?

experimental desig) I ete.

L



STATISTICS IN GENERAL

Ans. Insample method, an investigator has to select
some units from the population about which
conclusions have to be drawn and take observations
on the selected units, The results obtained from
sample values are applicable to the population as a
whole. For instance, to know the average age at
marriage, an investigator selects an adequate number
of married couples and arrive at an average age of
marriage which is idered to be the ge age
of marriage for the whole population.

Q. 12, What are four main functions of statistics?
Ans.  Four functions of statistics are:
(i) Collection of data;
(i) Presentation of data;
(1ii) Analysis of data; and
(iv) Interpretation of results.
Q. 13 Give different methods of collection of data.

Ans.  Following are the methods of collection of
data:

(i) Direct personal enquiry method;
(i)
(i}
(iv)
(v

Indirect oral investigation;

By filling of schedules:

By mailed questionnaires;

Information from local agents and corres-
pondents;

By old records; and

By direct observational method.

-

{vi)
(vii)
Q. 14 Name two kinds of statistical data and
describe them in brief,
Two kinds of statistical data are:
Primary data: Primary data are those which
are collected from the units or individuals
directly and these data have never been used
for any purpose earlier.
Secondary data: The data, which had been
collected by some individual or agency and
statistically treated to draw certain conclu-
sions. Again the same data are used and
analysed 1o extract some other information,
are termed as secondary data.

Q. 15 What are the requisites of a reliable data?

Ans.
i

(i)

Ans.  The requisites of a reliable data are:

(i) Tt should be complete;
(i) It should be consistent;
(iii) It should be accurate; and
(iv) It should be homogeneous in respect of unit
of information.
Q. 16 What precautions should be taken in the
planning of a statistical survey?
Ans. Following precautions are to be taken in the
planning of a survey:

(i) Purpose: First a clear-cut objective of the
survey should be spelled out.

(i) Scope of survey: Different aspects o be
covered to achieve the fixed objectives should
clearly be explained.

Definition of terms: All the terms involved in
a survey should be defined without ambiguity
so that no unit is likely to fall in more than
one category.

Stating the hypothesis: Hypothesis o be tested
from the data collected by way of survey
should be laid down in accordance with the
objectives of the survey.

Q. 17 Give briefly the characteristics of a good
questionnaire or a schedule.

(iii)

(iv)

Ans. Characteristics of a good questionnaire or a
schedule are:

(i) Number of questions should be such that it
extracts all information required for the report.
Each guestion should have almost all alter-
native answers.

The question should be clear and without
any ambiguity.

All questions should be mutually exclusive
in nature.

Some very personal questions be avoided.
Questionnaire or schedule should not be very
lengthy and time-consuming.

(i)
(iii)
(iv)

(v}
(vi)

Q. 18 Name five fields where statistics is inevitable.

Ans. Broadly five fields where statistics is inevi-
table can be named as follows:



(i) Scientific research;
(11} Economic analysis;
(iii) Planning;
(iv) Business and commerce; and
(v} Forecasting and projection.
Q. 19 Mention different kinds of statistical investi-
gations.

PROGRAMMED STATISTICS

Ans. The Formula is,

Average A.E. (unbiased) = Average error x Jn

where, n = number of items in the set and Average
error = The mean of the minimum and maximum
values which are likely to be left over or increased in
the process of rounding. For example, if we are

ding a value to the nearest 100, the chances are

Ans. Different kinds of statistical in ion

are:

i} Surveys or experiments;

(ii) Surveys through census or sample enquiry;
(i)
(iv)
)
(vi)

Confidential or open enquiry;
Direct or indirect enquiry;
Original or repetitive enquiry;
Regular or ad hoc enquiry; and

(vii) Limited or extensive enquiry.
Q. 20 What is an absolute biased error?
Ans.  When the figures are rounded straight way to
the nearest lowest unit of rounding or to the nearest
highest unit of rounding, the diff between
actual and estimated (rounded) values in the two
cases are called biased errors. For example, if we
round the value 357 to the nearest 100, the nearest

lower value is 300 and nearest higher value is 400.
In case I, Absolute biased error = 357 - 300 = 57.

In case II,
Absolute biased error = 357 — 400 = - 43,

I there are two or more values in & set, the sum of
absolute errors is taken,

Q. 21 What is an absolute unbiased error?

Ans. M the values are rounded as per the rules of
rounding, ie., a given value is rounded to nearest
lower value of the unit of rounding in case it is less
than half of the unit of rounding and to next higher
value of the unit of rounding if it is more than half of
the unit of rounding, it is called unbiased error. The
difference between the actual value and the estimated
(rounded) value is called absolute unbiased error. If,
there are two or more values in a set, then the sum of
the absolute unbiased error is taken.

Q. 22 How do you estimate an average unbiased
absolute error (ALE.).

that the lowest value which may be left out is O and
maximum value which may be added is 50. Hence,
the average error is (0 + 50)/2 = 25,

Q. 23 Enunciate the law of statistical regularity.
Ans. The law states that a reasonably large number
of items sclected at random from a large group of
items will, on the average, be representative of the
large group or population. This law is governed by
the theory of probability.

Q. 24 State the law of inertia of large numbers.

Ans. The law of inertia states that the large aggre-
gates are more stable than small ones. According to
Professor A.L. Bowley, great numbers and averages
resulting from them, such as we always obtain
measuring social phenomena have a greal inertia.
Q.25 What is the law of persisience of small
number?

Ans. Thelaw of p e of small states
that the ratio of the small number of ilems having

some distinguished ck istics to the total number
of units in the population ins ¢ even
hrough the popul sizeis i Ty i il

Q. 26 Give an example of the law of persistence of
small numbers.

Ans, Suppuse a school admits all good students.
Even then some students will be of poor intelligence.
The ratio of such students 1o the total number of
students will remain the same even if the number of
students in the school is doubled, trebled, etc.

Q. 27 State the law of decreasing variation?

Ans. Law of dec ing variation i that the
variation in a sample tends to reduce as the sample
size increases.

Q. 28 How is the law of decreasing variation helpful
in sample surveys?
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Ans. It is the law of decreasing variation which
puts an investigator on sound footing to decide about
the adequate sample size which is a true represen-
tative of the population.

Q.29 What db you und
of values or figures?

d by app

Ans. Toexpress a value or figure to a round figure
which is easy to wrile and understand is called
appraximation. This is mostly done from convenience
point of view. It helps in comparison of values
tremendously.

Q.30 Give different methods of approximation
with a brief description.

Ans. Different methods of approximation are:

(i) By adding figure: In this methods the given
value of figure is always increased to next
higher value of unit of rounding. For instance,
a value 21, 357.4 will be approximated to
21,358 up o unit place, 21, 360 up to tenth
place, 21,400 up to hundredth place and
22,000 up to thousandth place.

(ii) By discarding figures. It is a process just

Ans.
CITOrS:

(i) Errors of origin;
(i)
{iii)
(iv)

Following are the four sources of statistical

Errors of inadequacy;

Errors of manipulation; and
Errors of interpretation.

Q. 32 Explain briefly the possible error.

Ans.  In rounding of values to the nearest of units,
tens or hundreds or thousands, etc., a value less than
half of the unit of rounding is left over and greater
than half of the unit of rounding is increased to the
next higher unit. Thus, the possible erroris = 1/2 x
unit of rounding. For example, if the number 23
is rounded to the nearest ten, its value is 20 and
possible error is + 5. Hence the value will lie between
20 £ 5, ie., between 15 and 25.

Q. 33 What are different sources of primary data?

Ans. Data obtained from original experiments or
surveys, ie., the data collected by investigators or
enumerators is known as primary data. Also the
census data, data released in the Reserve Bank of

reverse to the adding figures. In this method
the given value is decreased to next lower
value of unit of rounding. For example, the
value 21,3574 is approximated to 21,357 up
to unit place, 21,350 up to tenth place, 21,300
up 1o hundredth place and 21,000 up to
thousandih place.

(iii) Approximation to the whole number: This
method is also known as rounding of figures
and is an usually accepted method. This
method is the best one as it minimises the
error of approximation. In this method, a
value is raised to the next higher value of the
unit of rounding if it is more than half of the
unit of rounding and is left over if it is less
than half of the unit of rounding.

Q. 31 What are different sources of statistical
errors?

India bulletins, data published by other authorities
in original form are considered as primary data.
Q. 34 What are different sources of secondary data?
Ans, Published thesis, h papers, project
reports, summarised census report, monthly abstracts
of CSO and different publications of trade and
commerce associations, etc., are the various sources
of secondary data.
Q. 35 What kind of defici
through editing?
Ans, Data are edited to remove mainly four
deficiencies which are:

(i) Completeness of data;

of data are checked

(i) Consistency of data;
(iii) Accuracy of data; and
(iv) Homogeneity of data.



SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:

10,

. The

The statement, “Not all numbers are
statistical; logarithms for instance, are merely
abstract numbers. Statistical data are concrete
bers, which objects”, was
given by and .
“Great numbers are not counted correctly to
a unit, they are estimated”, is the statement
of .
The definition, “Statistics is the science which
deals with the collection, classification and
tabulation of numerical facts as the basis for
explanation, description and comparison of
phenomena™, was given by .
“Statistics is a body of methods for making
wise decisions in the face of uncertainty™ is
the definition of given by
and .
Statistics is both, a

and an

‘The credit of the statement, “A statistician is
a practitioner of the art and science of
ics” goes to .

“The purpose of statistical methods is to
simplify great bodies of numerical data™ is
the statement given by .

The definition, “The essence of statistics is
not mere counting but comparison”, was given
by

“Statistics bles one to
enlarge his horizon™, goes in the name of
The statement, “Planning is the order of
the day and without statistics planning is
inconceivable” was given by

The author of the statement, “The science of
statistics is a most useful servant, but only of
great value to those who understand its proper
use”, was due to .

12,
13.

14.

15
16.

17

18,

19,

20

21.

]

2

28.

29,

PROGRAMMED STATISTICS

Statistics can prove

Use of statistical
in the hands of

The statement, “On average a factory labour
has become younger in 1991 as compared to
19817, is

Statistics deals with only
Statistical analysis helps in the

thods is most dang

of results,

Statistics is not applicable to
observation,

Not a but data are the subject-

matter of statistics.

Statistics are numerical of facts,
but all numerical statements are not

By statistics we mean quantitative data
affected to a marked extent by

of causes, (Yule & Kendall)
Statistics does not study -
Statistics is not a its a

Statistics are the straw out of which [ like
every other economist, have to make
(Marshall)

Statistics is the arithmetic of human
Planning on the basis of inadequate and
inaccurate statistics is than no
planning at all. (Third-Five-Year Plan,
Planning Commission).
Statistics is liable to be

The data collected from published reports is
known data.

Data obtained by conducting a survey is called

data.
Before analysis,

the data should be
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30.

3

32.

35,

4

g

41,

42.

43.

units are better than arbitrary
units.

are used in a mailed enquiry
method.
Mailed enguiry method cannot hy adopted if

the respond are

In personal enquiry method, the response is

better than method.

Py ing is paring a good
or

ial for p

Population figures p
Ci issi are data.

and | errors are

1f a quantity is such that all errors tend to be
in the same direction, they are called

blished by the Census

Select the correct alternative out of given ones:

Q.1

The statement, “Statistics is both a science
and an ant™, was given by:

{a) R.A. Fisher

(b) Tippet

(c) L.R. Connor

(d) A.L. Bowley

49,

7

Assigning number digits to various responses
whether quantitative or qualitative is called

A figure 16,318.7 rounded to the nearest tenth
place is

The figure 32,627 munded to the nearest
hundredth place is
The figure 32,627 approximated to the
thousandth place by the method of discarding
figure is

The figure 45,067 nppmnnmmd to thousandth
place by the method of adding figure is

The figure 13.85 rounded to one decimal
place is

50. The figure 13.75 rounded to one decimal
errors.
—_— place is .
Thc l:nurs“cu:rs:dmlﬁ cdlllc wmlnsnczzi;hc 51 GIDVernmenl cannot do proper planning
. without the help of .

. Formula for the of biased absol 52. Ot " n [ o " s or
error s . experiments are classified as .
Formula for the estimation of unbiased 53. To know the arca under cultivation of

bsolute error is wheat, the appropriate type of investigation
Biased relative error can be d by the is .

formula 54. To know the average yield of a crop, an
Unbiased relative error can be estimated by appropriate  investigation type will be
the formula .
A survey in which information is collected 55, The pendium which gathers all the facts
from each and every individual of the and fascinating memories in a assimilable
population is known as record is known as

SECTION-C
Multiple Choice Questions

Q.2 Who stated that statistics is a branch of

applied mathematics which specialises in
data?

(a) Horace Secrist

{b) R.A. Fisher

(c) Ya-lun-chou

{d) L.R. Connor



7 Who gave the

The word ‘statistics’ is used as:

(a) Singular

(b) Plural

(¢} Singular and plural both

(d) none of the above

“Statistics provides tools and techniques for
research workers”, was stated by:

(a) John 1. Griffin

(b) W.I. King

(c) A.M. Mood

(d) A.L. Boddington

Out of various definitions given by the
following workers, which definition is
considered to be most exact?

(a) R.A. Fisher

(b) AL. Bowley

() M.G. Kendall

(d) Cecil H. Meyers.

Who stated that there are three kinds of lies:
lies, damned lies and statistics.

(a) Mark Twin

(b) Disraeli

(¢) Darrell Huff

(d) none of the above

“A well pped
statistics is better than Hitler's ‘biglie’, it
misleads, yet it cannot be pinned on you”
(a) Mark Twin

(b) W.A. Neiswanger

(c) Darrell Huff

(d) G.W. Snedecor

Which of the following represents data?

{a) asingle value

{b) only two values in a set

{c) a group of values in a set

(d) none of the above

Statistics deals with:

(a) qualitative information

(b) quantitative information

(c) both (a) and (b)

(d) mone of (a) and (b)

Statistical results are,

Q12

Q.13

Q14

Q.15

PROGRAMMED STATISTICS

(a)
(b)

cent per cent correct

not ahsolutely correct

{c) always incorrect

(d) misleading

If *a’ is the actual value and ‘¢’ is its estimated
value, the absolute error is:

(a) a-e¢

(by la-el

(c) afe

(d) (a—ele

If *a’ is the actual value and *¢’ is its estimated
value, the formula for relative error is:

(a) ale

(b) (a - ele

(c) la-elle

(d) (a-e)a

Data taken from the publication, *Agricultural
Situation in India® will be considered as:
{a) primary data

(b) secondary data

(c) primary and secondary data

{d) neither primary nor secondary data
Mailed questionnaire method of enquiry can
be adopted if respondents:

(a) live in cities

(b} have high income

(c) are educated

(d) are known

The statement, “Designing of an appropriate
questionnaire itself wins half the battle™, was
given by:

{a) A.R. llersic

(b) W.I. King

{c) H. Huge

(d) H. Secrist

Statistical data are collected for,

{a) collecting data without any purpose

(b) a given purpose

(c) any purpose

(d) none of the above

Relative error is always:

(a) positive
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Q.18

Q.19

(b) negative

(c) positive and negative both

(d) zero

Statistical error refers to:

(a) Original value — Approx. value
(b} Actual value - Estimated value

Actual value - Estimated value

(e) -
Estimated value
@ Actual value - Estimated value
Actual value

Method of complete enumeration is

applicable for:

(a) Knowing the production

(b} Knowing the quantum of export and
import

(¢) Knowing the population

(d) all the above

A statistical population may consist of:

(a) an infinite number of items

(b) a finite number of ilems

(¢) either of (a) and (b)

(d) none of (a) and (b)

Which of the following example does not

constitute an infinite population?

(a) Population consisting of odd numbers

(b) Population of weights of newly born

babies

Population of heights of 15-year-old

children

Population of head and tails in tossing a

coin successively.

Which of the following zan be classified as

hypothetical population?

(a) All labourers of a factory

(b) Female population of a country

(c) Population of real bers between 0
and 100

(d) students of the world

A study based on complete enumeration is

known as:

(a) sample survey

(b} pilot survey

(c)

(d

Q.24

Q.28

Q.29

{c} census survey

(d) none of the above

If the actual value of a unit is 415 and its
estimated value is 400, the absolute error is:
(a) ~15

(b) 15

(c) 0.0375

(d) -0.0361 -

If the estimated value of an item is 50 and its

" actual value is 60, the relative error is:

(a) =20
(b) 0.16
(c) L2
(d) 0.20
Who originally gave the formula for the esti-
mation of errors?
(a) L.R. Connor
{b) W.L King
(c) A.L. Bowley
(dy A.L. Boddington
Boddington gave the formula for the esti-
mation of errors of the type:
(a) Absolute error biased
{b) Absolute error unbiased
{c) both (a) and (b)
(d) neither (a) nor (b)
Boddington’s formula for estimation of
absolute error (A.E) is:
(a) Total AE/n
(b) Average AE x Jn
() Total A.E/n
(d) Average AExn
(n = No. of items)
Boddington's formula for estimation of
relative error is:

(2) Total AEVR
(b) Average A.E/n

© Average A.Exn

e
Average A.E x Jn
e

(d)
[e = estimated value]
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Q. 30 Bowley's formula for absolute unbiased error
is:

(a) % Average (A.E)

2
(b} m (Average A.E)

{c) 2_3»/_;_ {Average A.E)

3
(d) ﬂ: (Average A.E)

Statistical results are:

(a) absolutely correct

(b) not true

(¢) true on average

(d) universally true

The statistical law(s) based on trial and error
methods isfare:

(a) law of statistical regularity

(b) law of inertia of large numbers

{c) both laws (a) and (b)

(d) none of the laws (a) and (b)

The figure 32,64,616.8 approximated to the
tenth place by the method of discarding figure
is:

(a) 32,64,6158

(b) 32,64,616

(c) 32,64,620

(d) 32,64,610

The figure 32,64,616.8 approximated to the
tenth place by adding figure is:

(a) 32, 64, 615

{b) 32,064,616

{c) 32, 64, 620

(d) 32, 64, 610

The figure 26,476 approximated to the
hundredth place by discarding figure is:

(a) 26,400

(b) 26,500

(c) 27,000

(d) 25,000

Q.31

Q.32

Q.33

PROGRAMMED STATISTICS

(a) 47,630

(b) 47,620

(c) 47,700

(d) 47,600

The figure 43,572.6 approximated to the
thousandth place by discarding figure is:

(a) 43,500

(b) 43,000

(c) 44,000

(d) 44,500

The value 43,572.6 approximated to the
thousandth place by adding figure is:

(a) 43,500

(b) 43,000

(c) 44,000

(d) 44,600

. The figure 45,986 approximated to the ten
thousandth place by the method of discarding
figure is:

(a) 40,000

(b) 46,000

(c) 45,500

(d) 45,000

The figure 45,986 approximated to ten
thousandth place by the method of adding
figure is:

(a} 50,000

(b) 46,000

(c) 40,000

(d) none of the above

Q.37

Q.38

ANSWERS

SECTION-B

(1) William A. Spurr and Charles P. Bonini (2) A. L.
Bowley (3) Lovitt (4) W.A. Wallis and H.V. Roberts
(5) science, art (6) C.H. Meyers (7) A.E. Waugh
(8) A.L. Boddington (9) Whipple (10) Tippet
(11) W.I. King (12) anything (13) inexperts (14)
acceptable (15) quantitative data (16) interpretation
(17) single (18) datum (19) statements; statistics

Q. 36 The figure 47, 616 approxi 1ol

place by adding figure is:

(20) multiplicity (21) individuals (22) scienlific
method (23) bricks (24) welfare (25) worse (26)
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misused (27) secondary (28) primary (29) edited Suggested Reading

(30) Physical (31) Questionnaires (32) llhtcl‘atc
(33) mailed enguiry (34) schedul

1.

Agarwal, B.L., Basic Statistics, New Age

International (P) Ltd. Publishers, New Delhi,

(35) primary (36) not same (37) biased ﬁSJ
(39) Average A.E x No. of items (40) Average A.E

» +/No. of items (41) Biased A.E/Estimated value
@) Unbinsed A.E
Estimated value

(45) 16,320 (46) 32,600 (47) 32,000 (48) 46,000
(49) 13.8 (50) 13.8 (51) statistics (52) primary

(43) census survey (44) coding

data (53) census hod (54) pl thod (55)
statistical perspective.
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Chapter 2

Classification, Tabulation and
Frequency Distribution

SECTION-A
Short Essay Type Questions

Q.1 What is meant by classification?
Ans. Classifi is the p of ar

(ii) To highlight items which possess or do not

things or items in groups or clasm ac.cotdm

p certain attributes or qualities.
(ili) To provide help in making comparison
[ items.

their resemblance and affinities and give exp

to the units of attributes that may subsist amongst
the diversity of individuals.

Q.2  What are the modes of classification?

Ans. Different modes of classification are:

(i) Geographical classification: classification is
according to place, area or region.
Chronological classification: Tt is according
to the lapse of time, e.g., monthly, yearly, etc.
Qualitative classification: Data are classified
according to the attributes of the subjects or
items, e.g., sex, qualification, colour, etc
Quantitative classification: Data are classified
according to the magnitude of the numerical
values, e.g., age, income, height, weight, etc.
Q.3 What are the objectives of classification?
Ans. Broadly, there are six objectives of classi-
fication:

(ii)

(iii)

(iv)

(i) To present the facts in a simple manner.

(iv) To find out mutual relationship between
certain measures and their effects.
(v) To present the data in a manner which is
suitable for further treatment.
(vi) To provide basis for tabulation.
Q.4 What do you understand by qualitative
classification?
Ans. [t is the classification on the basis of certain
attributes or some qualities of items which cannot be
measured quantitatively.
Q.5 Describe in brief different kinds of classi-
fication.
Ans. Different types of classification are:
(i) Classification according lo attributes.
(ii) Simple or wwo-fold or dichotomous classi-
fication
(iii) Multiple classification.
(iv) Quantitative classification, ie, the classi-
fication according to variate values.
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Q.6 What do you understand by multifactor
classification?
Ans. Classification criteria based on two or more
factors (attributes) is known as multifactor classi-
fication. In this type of classification, first the data
are classified into two or more classes on the basis
of one factor. For each component classification,
further classification is done on the basis of second
factor and so on.
Q.7 What do you understand by open end(s) in
group data?
Ans. If in grouped classes, the lower limit of the
beginning class is not specified and/or the upper
limit of the highest (last) class is not specified, it is
known as grouped data with open end class{es).
Q.8 What are different characteristics of classi-
fication? Describe each characteristic in five lines.
Ans. Different characteristics of classification are;
(i) Exhaustive: The classes should be such that
they cover every item of the set, ie, they
should also be complete and non-overlapping.
For instance, for marital status the classes
should be married, unmarried, widow,

" Fl r 1
v

(ii) Stability: Classification should be uniform or
standardised so that the results are comparable
at different occasions or in different studies.
Flexibility: Classification should be amenable
according to different situations or require-
ments of study.

Homaogeneity: The units of measurement of
all classes should be same. Also like units
only be accommodated in one class.
Suitability: Classification be done according
to the objective of the study only. For instance,
to study the financial status of people, it will
be useless to classify them according to their
skin colour or their hair colour, etc,
Arithmetic accuracy: The sum of number of
units in all classes should be egual to the
total number of units. Also in case of
observations, the sum of observations in all
classes should be equal to the sum of all
observations.

(iii)

(iv)

()]

(vi}

Q. 9 How can one determine the number of classes
for a frequency distribution?

Ans. In quantitative classification, the number of
classes depends upon the class interval. So a formula
was suggested by H.A. Sturges to determine the
class interval and also the number of classes. The
formula is,

i= L-§
1+3322loggn

where,

i = class interval

L = Largest observation

5 = Smallest observation
and  n = total number of observations in the set.
Also, the denominator, 1 +3.322 log,, n is equal to
the number of classes.
Q. 10 Describe in brief the grouping error.
Ans. If the classes are formed in such a way that
the frequencies are evenly distributed throughout
the class interval, it is justified to assume that the
frequencies are centered at the mid-value of the
class. But in cases where such an assumption is not
valid, it leads to error which is known as grouping
error. Grouping error affects the accuracy of the
results.
Q. 11 Clarify the difference between exclusive and
inclusive class intervals,
Ans. Following are the differences between
exclusive and inclusive class intervals:

(i) Inexclusive class intervals, the upper limit of

a class is the lower limit of the next class.

Also the upper limit of a class is not included

in that class.

(ii) In inclusive class intervals the upper limit of

a class instead is not the lower limit of the
next class. The lower limit is generally greater
by unit measurement.
In inclusive method, both the limits of a class
are included.
To simplify the calculation procedure,
inclusive classes are converted into exclusive
classes.

(iii)

)
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(v) Inclusive classes approach is suitable in case
of data given in whole numbers. In rest of
the cases exclusive class approach is suitable.

Q. 12 If mid-values of the classes are known, how
can the classes be formed?

Ans. Find the difference between two consecutive
mid-values. Subtract half of the difference from the
mid-value and again add it to the mid-value. The
values obtained on subtracting and adding half of
the difference are the lower and upper limits of the
class of which the mid-value has been used. If m is
the mid-value of a class and i is difference between
two consecutive mid-values, the lower and upper

class limits are [m - ‘5) and [m + -;-] respectively.

Q. 13 Illustrate exclusive and inclusive class
intervals,

Ans. In exclusive class intervals uppers limit of
the class is not included, e.g., in the class 10-20
those values are included which are 10 or more and
less than 20. Similarly in the inclusive class intervals,
both the limits of a class are included. The classes
may be of the type, 5 - 5.99, 10 - 14.99, etc.

Q. 14 Distinguish between real limits and apparent
class limits of a distribution in grouped data.

Ans. If the distribution is for a discrete variable,
the real and apparent class limits are same, e.g.,
5-10, 11-16, 17-22, ... since there is no recorded
value between 10 & 11, 16 & 17, etc.

But if the class intervals are exclusive, in that
case either the upper limit or the lower limit is to be
excluded since the value can be included in one
class only. For instance, let the classes be 5-10,
10-15, 15-20, etc. Suppose the upper limits are
excluded. In that case, the real limits are 5-9, 10-14,
15-19, etc. Of course there is no point in between 9
& 10, 14 & 15, etc. If the lower limits are excluded,
the real limits are 6-10, 11-15, 16-20, ete.

Q. 15 What do you understand by tabulation?
Ans, It is the of p ng data coll d
through survey, experiment or m:ord in rows and
columns so that it can more casily be understood
and can be used for further statistical analysis.

Q. 16 What are different parts of a standard table?

PROGRAMMED STATISTICS

Ans. ‘There are five parts of a table.
(i) Title, (ii) captions and stubs, (iii) Body; (iv)
Prefatorial, and (v) Source note.
Q. 17 What are the objectives of tabulation of data?
Ans. The objectives of tabulation are:
(i) To clarify the object of investigation.
(ii) To reduce complexity of data
(iii) To economise space
(iv) To depict the relation among data if it exists.
{v¥) To facilitate analysis of data.
Q. 18 What are the requisites of a standard table?
Ans. Requisites of a standard table are:
(i) It should be suitable for the purpose.
(ii) Clarity and completeness of table is necessary.
(iii) Table should be of adequate size.
(iv) Units of measurements should be specified.
(v) Logical arrangement of items.
(vi) Totals and sub-totals be given.
Q. 19 What are the main purposes of tabulation?
Ans. ‘The main purposes of tabulation are:
(i} To present the haphazard data in simple and
concised manner.
(ii) To save space.
(iii) To show the trend of data, if any.
(iv) To facilitate comparison of data.
(v} To detect errors and omissions of data, if
any,
(vi) To facilitate the pr
(vii) To know the source of data.
Q. 20 What is the difference between classification
and tabulation?
Ans. Classification is meant for arranging the data
into characteristics or groups where each group has
the number of item attached to it. In case of variables,
it is given in the form of frequency distribution,
Tabulation is the logical and systematic arrange-
ment of data in rows and columns. In a table, data
may be presented in modified form as well, e.g., in
per cent, proportion, total or average values, etc.

of statistical-analysi

Y
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Q. 21 What is an original table (classification
table)?
Ans. In an original table, the data are presented in
the same form in which they are collected.
Q. 22 What is a derivative table?
Ans.  In aderivative table the data are not presented
in its oﬁgmal form but the values based on original
obser are p d. For i , totals for
different classifi the means, p ge, ratios
or proportions, elc., are presented in a derivative table,
Q. 23 Distinguish b frequency and cumu-
lative frequency.
Ans.  Frequency: Number of times a variate value
is repeated is called its frequency.

Cumulative frequency: This is the number of
observations corresponding to less than (more than)

or equal to a specified value.

Q. 24 Diiferentiate between a time series and a
spatial series.

Ans. (i) Time series is an ordered data arranged in
sequence of time period. Time periods may be
weekly, monthly, yearly, quinquennially, decadal,
etc. Time series is also known as historic series. (ii)
Spatial series is one in which the data are arranged
according to the place or space. The place or space
may be localities, cities, states, countries, etc.

Q. 25 Explain briefly the stem and leaf display of
data.

Ans. Itis amethod of presentation of data in which
each value is divided into two parts, One part consists
of one or more leading digits as stem and remaining
of the digits as leaf.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:

1. Classification is the of facts that
are distingvished by some significant

2. For a good classification, the class should be
and

3. Classification can be done according to

4. Quantitative classification leads to

5. Yearwise recording of data of food production
will be called classification.

6. The census data published for citywise popu-
lation in India will be known as
classification.

7. The data recorded according to standard of
education like illiterate, primary, secondary,
graduate, technical, etc., will be known as

classification.

8. Distribution of families according to their size
will be classified as classification.

9. The difference between the upper and lower
limit of a class is called .

10. The average of the upper and lower limits of

a class is known as

11. There is a general asmmpuun that the class
frequency is 1 at the of
the class.

12. Departure from the assumption that the
frequencies are evenly distributed over the
class interval leads 1o €rTor.

13, Formula for determining the number of
classes was given by .

H.A. Swrges formula for damnmmg the

number of classes is

Number of classes depend on .

H.A. Sturges formula for finding out the class

interval is

The number of classes and class interval for

the distribution of marks from 0 to 100 of 50

students of a class should be and

respectively.

14.

15.
16.

17.



18.

19.

g 8 N REREE B

8

33,

Class boundaries are also called
limits.
Mid-values of the classes are also called

. Frequency density of a class is the frequency

of class.

. Inthe n'ud-valuc of a class interval i Ls 20 and
the diffe two ve mid-
values in 5, the class limits are
and

An arrangement of data in rows and columns
is known as

Tables help in of data.
Tabulation makes the data easily .
Tabulation foll

— facts cannot be presented in the
form of a table.

A general purpose table is also known as
or table.

of a large

A general table is a
amount of data,

The table which do not present the data but
the results of analysis are called

tables.

X Hca:lmgs of the columns of a table are known

. H:adlngs of the rows of a table are called

Thepownn uﬂhelnhlemwhnchdmam
is desi d as of a

table.
The manner in which the frequencies are
distributed amotding to variate values is
known as

Frequency distributions are often constructed
with the help of

Relative frequency is the ratio of a frequency
to the of the distribution.

36. P ge frequency is the multi-
plied by 100,

37. Frequencies added ly in an ordered -
series giving the number of items up to that
value are called .

38. A frequency distribution with upper limits
of cl and ponding cumulative
frequencies is known as type
distribution.

39. A frequency distribution with lower limits

41.

PROGRAMMED STATISTICS

of classes and corresponding cumulative fre-
quencies is known as type distri-
bution.

. The graphs of less than type and more than

type distributions intersect at
A grouped series, in which either the lower
limit of the first group or the upper limit of
the last group is missing or both, is called an

A series arranged in accordance with each
and every observation is knownas .
The distribution of frequencies according to
individual variate values iscalled
distribution.

A series of data with exclusive classes along
with the corresponding frequencies is called

distribution.

Given the following frequency distribution,
fill in the missing frequencies:

Class Frequency Cumulative
intervals Frequency
10-20 5 5
20-30 10 15
30-40 12 -
40-50 - -
50-60 7 -
60-70 4 52
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SECTION-C
Multiple Choice Questions

Select the correct alternative out of given ones:

Q.1

Q.4

Numerical data presented in descriptive form
are called

(a) classified presentation

(b) tabular presentation

(c) graphical presentation

(d) textual presentation

Whether classification is done first or tabu-
lation?

(a) Classification follows tabulation.

(b) Classification precedes tabulation.

(c) Both are done simultaneously.

(d) No criterion.

For the mid-values given below,

25, 34, 43, 53,61, 70

The first class of the distribution is:
(a) 24.5-34.5

(b) 25-34

(e) 20-30

(d) 20.5-29.5

In an excl ibution, the limits
excluded are:

(a) lower limits

(b) upper limits

{c) either of the lower or upper limit

(d) lower limit and upper limits both

A series showing the sets of all distinct values
individually with their frequencies is known
as:

(1) grouped frequency distribution

(b) simple frequency distribution

(¢} cumulative frequency distribution

(d) none of the above

A series showing the sets of all values in
classes with their corresponding frequencies
is known as:

(a) grouped frequency distributi

(b) simple frequency distribution

© « lative frequency distribut

(d) none of the above

type di

Q.7

17

If the number of students in a school is 200
and maximum and minimum marks earned
are 90 and 10 respectively, for the distribution
of marks, the class interval (rounded) is:
(a) 10
(b) 9
(c) 12
(d) none of above
[Given log, 2 = 0.3010, log, ;3 = 0.4771]
If the lower and upper limits of a class are 10
and 40 respectively, the mid-points of the
class is:
(a) 25.0
(b) 125
(c) 150
(d) 300
In a grouped data, the number of classes
preferred are:
(a) minimum possible
(b) adequate
{c) maximum possible
(d) any arbitrarily chosen number.
Class interval is measured as:
(a) The sum of the upper and lower limit
(b) half of the sum of lower and upper limit
(c) half of the difference between upper and
lower limit
(d) the difference between upper and lower
limit.

The class interval of the continuous grouped
data:

10-19

20-29

30-39

40-49

50-59
is:
@9% ®mI0

(c) 145 (D45

Q. 12 A grouped frequency distribution with
uncertain first or last classes is known as:
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Q.13

Q. 14

Q.15

(a) exclusive class distribution
(b) inclusive class distribution
(c) open end distribution

(d) discrete frequency distribution

The distribution,

Values Frequency
Less than 5 5
Less than 10 12
Less than 15 21
Less than 20 27
Less than 25 31
Less than 30 33
is of the type:

(a) inclusive class type

(b) exclusive class type

(c) discrete type

(d) none of the above

Data can be well displayed or presented by

way of:

(a) stem and leaf display

(b) cross classification

{c) two or more dimensional table

(d) all the above

A simple table represents:

{a) only one factor or variable

(b) always two factors or variables

(¢} two or more number of factors or
variables

(d) all the above

A complex table represents:

(a) only one factor or variable

(b) always two factors or variables

(c) two or more factors or variables

(d) all the above

The headings of the rows given in the first

column of a table are called:

(a) stubs

(b) captions

(c) titles

(d) prefatory notes.

The column heading of a table are known as:

(a) sub-titles

(b) stubs

Q.19

Q20

Q.21

PROGRAMMED STATISTICS
(c) reference notes
(d) captions
The series,
Place No. of accidents
per day

Delhi 10
Kolkata 15
Mumbai 18
Chennai 17
Indore 7
is of the type:
(a) Spatial
(b} Geographical
(c) Industrial
(d) Time series
The series,
Year Production of food

(M. Tonnes)
1987 160
1988 168
1989 170
1990 172
1991 174
1992 176
is categorised as:

(a) individual series

(b) continuous scries

(c) discrete series

(d) time series

The income of five persons is as follows:

Person Income
(Rs/Maonth)
MrA 1,700
Mr B 2,300
MrC 7,000
MrD 8,500
MrE 5,400

The above series is of the type:
(a) Individual series

(b) Discrete series

(c) Continuous series

(d) Time series
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Q. 22 The series,

Marks No. of Students
20-30 5

30-40 14

40-50 24
50-60 12
60-70 9

T70-80 2

is of the type:

(a) Discrete series

(b} Continuous series

(c) Individual series

(d) none of the above

A frequency distribution can be:
(a) discrele

(b) continuous

(c) both (a) and (b)

(d) none of (a) and (b)

Q. 24, In an individual series, each variate value:

Q.25

(a) has same frequency

(b) has frequency one

(c) has varied frequency

(d) has frequency two

‘Which of the following statements is troe?
(a) An individual series is a particular case
of discrete series

An individual series is a particular case
of continuous series

An individual series is a special case of
discrete and continuous series

(d) There is nothing like individual series
Frequency of a variable is always:

(a) in percentage

(b} a fraction

(c} an integer

(d) none of the above

The data given as, 5,7, 12, 17,79, 84, 91 will
be called as:

(a) acontinuous series

(b) a discrete series

(c) an individual series

(d) time series

The following frequency distribution,

(b)

{c

Q.30

Q.31

Q.32
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x @ 12, 17, 24, 36, 45, 48, 52
I 2,05 3 8 9 6 |
is classified as:

(a) continuous distribution.

(b) discrete distribution.

© Iative freq ——
(d) none of the above

In an ordered series, the data are:
(a) in ascending order

(b) in descending order

() either (a) or (b)

(d) neither (a) or (b}

The following frequency distribution,

ion

Classes Frequency
0-10 3
0-20 8
0-30 14
0-40 20
0-50 25

is known as:

(a) continuous frequency distribution

(b) discrete frequency distribution

(c) cumulative distribution in more than type
(d) cumulative distribution in less than type

Classes Frequency
0-15 17
0-10 8
0-5 3

is classified as:

(a) cumulative distribution in less than type

(b} cumulative distribution in more than
type

(c) discrete frequency distribution

(d) cumulative frequency distribution

Classification is applicable in case of:

(a) quantitative characters

(b) qualitative characters

(c) both (a) and (b)

{d) none of the above



ANSWERS

Section-B

(1) grouping; characteristics (attributes) (2)
exhaustive; mutually exclusive (3) attributes (4)
frequency distribution (5) Chronological (6)
geographical (7) qualitative (B) quantitative (9)
class interval (10) mid-value (11) mid-value (12)
grouping (13) H.A. Sturges (14) 1 + 3322 log,, n
(15) class interval (16) (L - 5) N1 + 3.322 log,, n)
where L = largest value, § = smallest value and n =
No. of values (17) 7 and 15 (18) mathematical (19)
class marks (20) per unit (21) 17.5 and 22.5 (22)
bulation (23) analysis (24) le (25)
classification (26) qualitative (27) primary or
reference (28) repository (29) specific purpose (30)
captions (31) stubs (32) body (33) frequency
distribution  (34) tally marks (35) total frequenqr
(36) relative freq y (37) lati
(38) less than (39) more than (40) median (4])
open end series (42) individual series (43) discrete
frequency (44) continuous frequency (45) freq = 14;
as, cu-freq-27, 41, 48,

SECTION-C
pd @b (3)d @ec (b (6)a
b Ba (9b (AOHd (Db (12)c
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(13) b
(19) b
(25)a
3Bhb

(14)d
2md
(26) ¢
(32)c

(15)a
21 a
2Ne

(16)ec (IT)a (18)d
22)b (23)c (24)b
(28)b (29)c (30)d
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Chapter 3

»

Diagramatic and Graphical

Representation

SECTION-A

Short Essay Type Questions

Q.1 What are the advaniages of diagramatic
representation of data?
Ans.  Following are the advantages of diagramatiz
representation of data:

(i) Diagrams give a bird’s-eye view of complex

data,

(ii) They have long lasting impression.

(iii) Easy 1o understand even by a common man.

(iv) They save time and labour.

{v) They facilitate comparison,
Q.2 Give the names of diagrams which are one-
dimensional.
Ans. Bar diagrams and line diagrams are one-
dimensional. Different types of bar diagrams are:

(i) simple bar diagram

{ii) multiple bar diagram

(iti) sub-divided or component bar diagram

(iv) percentage bar diagram.
Q.3 Name di which are wo-di
Ans. Rectangles, circles and pie diagrams are two-
dimensional diagrams.
Q. 4 What arc the diagrams categorised under three-
dimensional diagrams?

. 1

Ans, Cubes, cylinders and spheres are categorised

R * i
as nal diagr

Q.5 What types of diagram are known as non-
dimensional diagrams?

Ans. Pictograms are known as non-dimensional
diagrams.

Q. 6 What do you understand by bar diagram and
a sub-divided bar diagram?

Ans. A bar diag P the ofa
single factor according to time periods, places, items,
etc. But when the magnitude of the factor is given
with its sub-factors, each bar is further sub-divided
into components in proportion to the magnitude of
the sub-factors.

Yearwise Sales
Sales (Crore Rs.)
L I — |
= 1993 ]
=]
K 1892 ]
L1 ) e—
1990
Il 1 1 1
0 1 2 3 4 5

Fig. 3.1, Bar diagram
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Such a diagram is known as sub-divided bar
diagram.

Countrywise Tourist in Various Cities

PROGRAMMED STATISTICS

maintained between groups of bars drawn for periods
or places. Such a diagram is known as multiple or
compound bar diagram (Fig. 3.3).

Q.9 What do you understand by deviation bar
diagram?

Amns. Dx bar diagr are to show
the net deviations during various years or according
to different countries or places, etc. In the deviation
bar diagrams, positive deviations are shown to the
right side of the base line and negative deviations
are shown to the left side of the same base line. For

Y

No. of Tourist
Aga T TEEeTeN
Dehi T TR
L0 L L) —
Udaipur T T
Bangalore = em
Srinagar [ TEm M French
I 1 | 1
(1] 1 2 3 4 5

Fig. 3.2. Sub-divided bar diagram

Q.7 When do you prefer a multiple bar diagram
(compound bar diagram).

Ans. To depict a number of related factors for
comparison in various years or at a number of places,
multiple bar diagrams are preferable.

Q.8 What is a multiple bar diagram?

Ans. In a multiple bar diagram, adjoining bars are
drawn according to the number of factors and their
heights in proportion to the values of the factors in
the same order for each period or place. Each bar of
a group is shown by different patterns or colours to
make them easily distinguishable and this pattern is
retained in all the groups. A constant distance is

¥ 8

Fig. 3.3. Multiple bar diagram

the gaps t imports and exports, profit
and loss in different years or from different countries
can be very well displayed through deviation bar
diagrams (Fig. 3.4).

Net Results of a Company

Loss Profit

1985
1986 —
1987 [—
1989
1930 ———]
1991 —/—/

0

Fig. 3.4. Deviation bar diagram

Q. 10 Write a short note on duo-directional bar
diagrams.

Ans. Duo-directional bar diagrams are used to
exhibit the two aspects of a single factor at a glance
given for different periods or places. In this type of
diagram, one part of the bar remains above the base
line and the other below the base line. The heights of
the bars below and above the line are in proportion
to the values of the two aspect separately whereas
the bar as a whole represents the factor. For example,
we want to show the price of certain item in different
years. The price consists of two parts, the cost and
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the profit. So profit may be taken above the line and
cost below the line. It is a sort of sub-divided bar
diagram (Fig. 3.5).

Price of ltems

Price (Crore Rs.)

Area and Production of Paddy

Area Production

1990-91 —Tr————
1980-81 ———
1970-71 ——
1960-61 —T—
1950-51 —1

1 1 1 1 1 L 1 | L

80 60 40 20 O 20 40 60 80

Fig. 3.6. Paired bar diagram

suffer. The two components can be better displayed
by a sliding bar diagram. The base line may be

Fig. 3.5. Duo-directi

repr g the type of operations, kind of court
cases, etc. The percentage or numbers in the two

1 bar diag
Q. 11 Write a brief note on paired bar diagram.
Ans. When two related factors having different
units of measurements are to be displayed for
r.‘ompanson in various periods or places, paired bar
are suitable. In this d usually, the
pv.'nuds or places are shown in a strip and horizontal
bars for each factor are drawn to the right and left of
the vertical strip or vertical bars are drawn below
and above the horizontal strip. For instance, area
and production of paddy in different years in India
can be very well displayed through a paired bar
diagram (Fig. 3.6).
Q. 12 What are sliding bar charts? Explain in brief.
Ans. Sliding chart is a bilateral chart in which two
components of a factor are represented by two parts
of the bar. One part is on the left and the other is on
the right of the base line. The scale may be the
absolute numbers or in percentages. Such a chart is
suitable in situations such as a numbers arrested in a
criminal case or patients operated for different
di What p age or ber of suspects
have been cleared and what are still under trial. How
many patients are cured and how many of them still

comp cured and not cured, cases cleared and
not cleared may be changing from time to time. For
each type of operation crime (factor), a separate
sliding bar will be drawn.

Patients Operated

Not cured Cured

Heart 90% i

T.B. 80%
[go%]
Ulcer 85%

1 111 11
95 70 20 0 20 70 95

Flg. 3.7. Sliding bar chart

Q. 13 What is a broken bar diagram?

Ans. Often an investigalor comes across cases
where some figures are very large as compared to

u
-
[Gameer |
]
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others. In this situation, if the scale is chosen for
proper portray of small values by bars, the bars for
large values will expand to a unpalatable size. Again,
if the scale is chosen for proper display of large
values by bars, the bars for small value will become
non-existent. Hence, to remove this discrepancy,
broken bars are constructed.

First, a small scale is taken and bars are erected
at all periods or places up to the highest small values
and/or a round off value. Then with a gap another
base line and a new scale for large values is chosen.
Bars are constructed for remaining value on the new
base line. Such a bar diagram is known as broken
bar diagram. These diagrams be interpreted very
carefully to avoid any wrong conclusions.

Admissions in Various Subjects

1o
160 -

il

Phy Chem Comp M.E.

Flg. 3.8. Broken bar diagram
Q. 14 What is the basis of comparison in bar
charts?
Ans. The basis of comparison in bar charts is linear
or one directional.
Q. 15 What is the difference between bar diagrams
(charts) and column charts (diagrams)?
Ans. [In the bar diagrams, the bars are arranged
horizontally on a vertical base line, whereas in the
column charts, bar are arranged vertically on a
horizontal base line.
Q. 16 What are the differences between a bar
diagram and a rectangular diagram?

PROGRAMMED STATISTICS

Ans. The differences are:

(i) In bar diagram all bars are of equal width.

(ii) The width of bars in bar diagram is chosen
arbitrarily for qualitative characters like
places, states, countries, etc., or according to
the equal class intervals,
In a rectangular diagram, there is always a
variable and its magnitude, The width of the
rectangles are according to variate values and
heights of the rectangles are according to their
respective magnitudes.
In bar diagram, comparisons are based on
the heights of bars only whereas in rectangular
diagrams, comparisons are based on the area
of the rectangles.
Q. 17 Explain a line diagram in two lines.
Ans. A line diagram is a one-di 1 diags
in which the height of the line represents the
frequency corresponding to the value of the item or
a factor.

(iii)

(iv)

No. of on Week Doys
a5 +
30 |-
20_
" s:z:ca i
F22EY 4
Fig. 3.9. Line diagram

Q. 18 Explain in brief a pie-chart.

Ans. A pie-chart is a circular diagram which is
usually used for depicting the components of a single
factor. The circle is divided into segments which are
in proportion to the size of the components. They
are shown by different patterns or colours to make
them attractive (Fig. 3.10).
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India's imports from various
sources (per cent) 1985-86

17.1
T T
{] == [ =L

Fig. 3.10. Ple chart
Q. 19 Explain a histogram.
Ans. A histogram is a bar diagram which is suitabl
for frequency distributions with continuous classes.
The width of all bars is equal to class interval and
heights of the bars are in proportion to the frequen-
cies of the respective classes. In this diagram bars
touch each other but one bar never overlaps the
other (Fig. 3.11).

Distribution of Wages
350
00
£
=
g 200
3
= 100
® ggg888888¢88
§EEEEEEE
Wages/Month (Rs.)

Fig. 3.11. Histogram

Q. 20 Describe a frequency polygon.

Ans.  When the mid-points of the tops of the adja-
cent bars of a histogram are joined in order, then the
graph of lines so obtained is called a frequency
polygon.

Frequency Distribution of Wages

§M‘_% 1
Sl ] E e
RULHT

Fig. 3.12. Frequency polygon
Q. 21 Discuss a frequency curve in brief.
Ans. A frequency curve is a graphical representa-
tion of frequencies corresponding to their variate
values by a h curve. A t 1 fi
polygon represents a frequency curve.

Distribution of Marks
35
30
E
s 20
k]
-]
Z 10
®eogggssrsssg
Marks

Fig. 3.13. Frequency curve
Q. 22 What is a false line in reference to a graph?

Ans. When the variation in the magnitudes of a
variable is small as compared to the variate values,



the vertical scale chosen as zero at the origin fails 1o
depict the fluctuation prominently as desired by the
investigator. Hence a line parallel to abscissa (X-
axis) is drawn a little above it and the point joining
the ordinate { ¥-axis) is taken as origin which usually
represents the minimum value (an approximate value
by discarding figure) from amongst the magnitudes
to be taken on the vertical scale. Then proper scale is
h measuring di from this false base line.
Such a process makes the fluctuations conspi-
cuous. The graph so obtained is called gee whiz graph.
False line on the graph is usually shown by a saw-
tooth line.
Q. 23 What is the range curve (chart)?
Ans. To depict the spread of highest and lowest
values of a time series, the band formed by the line
graphs of highest and lowest values is known as
range curve. Range curve can also be represented
through bar segments drawn at each period which
are of magnitudes of the differences between highest
and lowest values, These bars start from the lowest
price and go up to the highest valve.
Q. 24 How do you draw a histogram when the
widths of all classes are not equal?
Ans. When widths of all classes of a frequency
distribution are not equal, heights of the bars are
taken in proportion to the frequency densily
(frequency per unit interval).
Q. 25 What is a ratio chart or a semi-logarithmic
graph?
Ans. It is a line graph obtained by plotting the
points (x, log ¥) in such a way that the x-values are
taken along X-axis on a natural scale and values
log y are taken along Y-axis. Hence, ratio chart is a
graph of the points (x, log y) plotted on an ordinary
graph paper. It is also called semi-logarithmic graph
in the sense that log-values are used only for y
(Fig. 3.14).
Q. 26. What do you understand by a graph?

Ans. A graph is a display of points and lines. In a
graph of paired values (x, y), so called the co-
ordinates of a point, are plotied on a graph paper by

PROGRAMMED STATISTICS
Yield Per Hectare of Kharlf Pulses
440~
430 -
@ 420 -
5 410~
3 w00
=
390 |-
380
370
360
I I ] i
B2 83 B4 85 86
Year

Fig. 3.14. Ratio chart

by straight lines in their sequence of occurrence.
The figore so obtained is called a graph. The graph
depicts the trend, fluctuations, variability, etc., very
prominently (Fig. 3.15).

Two or more graphs made on the same graph
paper having a common scale along X-axis and
Y-axis facilitate the comparison of data tremen-
dously.

Poputation and Avallability of Pulses

50

40

Pulses Per Capita (gms)
g
T

10 1 1 1 1
64 66 66 70 72
Population (Crores)

Fig. 3.15. Graph
Q. 27 Describe an ogive curve in brief.
Ans. It is graph plotted for the variate values and

suitably choosing the scales along X-axis (abscissa)
and Y-axis (ordinate). The plotted points are joined

their corresponding cumulative frequencies of a
frequency distribution. Its shape is just like elongated
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5. An ogive curve is prepared either for more than
type or less than type distribution.

50 [

n w e
o (=4 =1

No. of Students —>
3

0 T T T T
10 20 30 40 50 60

Marks —>»

Fig. 3.16. Ogive curve
Q. 28 What are the uses of ogive curve?
Ans.  Ogive curve is useful in finding out quartiles,
deciles, percentiles, etc.
Q. 29 At what point the ogives for more than type
and less than type distribution intersect?
Ans.  The ogives for more than type and less than
type distributions intersect at the median.
Q. 30 Explain briefly a Lorenz curve.
Ans. Lorenz Curve is a special type of cumulative
frequency curve which is used to portray the data w
indicate whether a factor is equally distributed in
relation to the other factor for certain segment of the
population. It was originally developed by M.O.
Lorenz and is named after him.
Q. 31 How can one draw a Lorenz curve?

Ans. Following steps are involved while drawing
a Lorenz curve:

. The variate values gmng mfmmmlon about
the seg of 1 are j d

2. Cumulative totals for the magnitudes or
frequencies of the two other factors are found
out separately.

Fig

4. Paired cumulative percentages are plotted on
a graph paper choosing same scale along axes
from 0 10 100.

5. Plotied points are joined by a smooth free
hand curve. This curve always starts from
the origin and terminates at the end point
(100, 100) (Fig. 3.17).
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Flg. 3.17. Lorenz curve

Q. 32 What is the importance of the Lorenz curve?
Ans. In casc of equal distribution of both the factors
in the segment of population, the graph will be a
straight line. But the Lorenz curve farther from
straight line shows the inequality of distribution of
Iwo factors.
Q. 33 How are the data portrayed by pictograms?
Ans. In pictograms, the data are displayed by the
pictures of the items to which the data pertain. A
single picture represents a fixed number. For
the population is shown by man, milk pruducuon by
milk cans, fleets of acroplane by the pmures of
aeroplanes, etc.

Population of India in 1993 is 89.6 crore. This
can be shown by a pictogram having the pictures of

. nine men, each man representing 10 crore. Picto-

grams are the least y type of diag
They are inaccurate too. Even then they are preferred
by no\ncc and dilettante people. Display of data

3. Cumulative totals are d as

'] P B

of their respective grand totals.

o was initiated by Dr. Otto Neurath
in 1923 (Flg. 3.18).
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equal to 10, the second circle would represent 20
and so on.

Columns (bars) are drawn on each period of the
circular dial whereas the length of the column,

w i RRRRS s oom
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Fig. 3.18. Pictograms

Q. 34 What are column charts with circular base
line?
Ans. It is a sort of bar diagram on circular base.
Such column charts are very attractive and appealing
to display monthly data of a year or hourly data of a
day, etc. In this diagram, the periods are taken on a
circle just like the dial of clock and equidistant
ic circles rep rtain frequency. For
instance, let the inner circle represent a frequency

No. of Accidents Per Hour

Flg. 3.19. Column chart on circular base

through ic circles, is equal to the
frequency of that period. Such a chart is known as
column chart on circular base (Fig. 3.19).
Q. 35 Describe briefly a step bar or column chart.
Ans. It is a technique for portraying components
divisions of an aggregate or components percentages.
In step bar chart, item names are taken along vertical
base line and bars are taken horizontally on an
arithmetic scale. In a step column chart, item names
are taken along a horizontal base line and bars are
taken vertically on an arithmetic scale. In this type
of charts, the next bar or starts where previ
bar or column ends. Step bar or column charts are
used as a substitute of pie-charts, although, these
charts are not as appealing as the pie-charts.

Employment in Public Sector

0 25 50 75 100 125 150 175 200
(Lakhs)
Central Govt. 30
Stale Govt. 60
Quas! Govt. 50
Local Bodies 15
Construction 10
Manutacturing 15
Electricity 10
Mining 10
Fig. 3.20. Step bar chart

Q. 36 What are overlapping bar or column charts?
Ans. These are digression designed multiple bar
or column charts. In this type of charts, one column
(bar) penetrates into the next column (bar) by half of
its width. Each column or bar is shown by different
patterns or colours. Of course, such charts save space
as the spread of group of col or bars is sizeably
reduced (Fig. 3.21).
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All India Production (M. Tonnes)

[ Rice
Bl Wheat
Il Pulses
40 b=
201
1980-81  1885-86 1990-81

Fig. 3.21. Overlapping bar chart
Q. 37 Write six lines about trilinear chart.

Ans. The trilinear charts enables to display three
variables simultaneously in the form of components
or elements of a quantity as a whole. It is a 100 per
cent chart, ie., the sum of the three components is
always equal to 100 per cent. The trilinear chart is
drawn in the form of a equilateral triangle by
caliberating each side in p divisions rangi

from O to 100. The ]mes are drlwn parallel to lhn
sides of the triangle in the manner of co-ordinates.

Q. 38 How do you define a chart, diagram or graph?
Ans, Itis technique for portraying numerical facts
through dots, lines, arcas, volumes, other geometrical
forms and symbols.
Q. 39 What are the advantages of charts, diagrams
and graphs?
Ans. Charts, diagrams and graphs facilitate the
presentation of quantitative values in a simple and
easily understandable form. They facilitate com-
parison and analysis of data. Graphs in particular
show fluctuations, trends and relationships between
the variables. In comparison to tables and textual
forms, charts and graphs are better and casily
understood by a commoner.
Q. 40 What factors are responsible for the choice
of a chart, diagram and graph?
Ans. The main factors responsible for the choice
of a chart or graph are:

(1) Objective of the display of data.

(2) Type of data.

(3) Size of chart or graph.

(4) Audience for whom a chart or graph is

prepared.
(5) Funds available.
(6) Predilection of the scientist.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:

1. Diag are her form of .

7. Frequency polygon can be drawn with the
help of .

8. diagram can be sketched for

2. Tt is comparatively ecasier to understand
than numerical figures.

3. The ogwu 0!' less I.han type and more than

geographical series.

Sub-divided bar diagram depicts the distri-
bution of of a factor.

Paired bar diagrams are suitable for the data

b

is suitable for

type distrib at < 10.
4. Histogram and historigram are . of two related factors having
5. In a histogram bars each other. units of measurements.
6. A histogram is for geographical 11 bar diag

classification.

1 .

showing the diff betweer
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pravisions and actual expenditure of PWD in
the last ten years.
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bar diagram is suitable.
Two related factors having different units of

12. Histograms can be drawn only for can be displayed suitably by
distributions. diagram,
13. Pie-chart is always 25. A graph of variate values and corresponding
4. S are m 1 frequencies is known as .
diagrams, 26. A smoothened frequency polygon is known
15. Cylinders are dimensional s o .
diagrams. 27. ‘The graph of the points (x, log y) is known as
16. g::lopms are 28. Ratio charts are also known as
& i charts,
17. A straight line in a graph indicates the 29, Lorenz curve was initially given by .
- ’ 3. Lorenz curve indicates the ____
18. A zig-zag graph shows the of a of distributions of two factors of a popu-
Senes. lation.
19. The heights of bars with unequal class 31. When Lorenz curve turns out to be a straight
intervals are proportional to . line, it its concluded that the two factors
20. In lar diagrams, ison is based have distribution.
on 3 of the gl 32. More the distance of Lorenz curve from the
21. Line diagram is suitable when :11(‘.‘(‘: are ne of eqillz:lmd};stnguufm. ;;‘::o ;:quﬁe‘
variate values in the freq) N .
distributions. 33. Pictograms are satisfactory.
22. Multiple bar diagram has a of 34 Fictograms = by —
bars for each year or place. 35. Column charts on circular base are just like
3. Eh:;:m th:.n one l’:wtqr is to be displayed 36. There is no zero base line in a semi-loga-
parison during various years, rithmic graph since .
SECTION-C
Multiple Choice Questions
Select the'correct alternative out of given ones: {b) to know the trend
Q.1 Charts and graphs are the presentation of (©) 10 know relati P
) (d) all the above
numerical facts by means of: i X
(a) points and lines Q.3 The purpose served by diagrams and chart is:
(b) area and other geometrical forms (a) simple presentation of data
(c) symbaols {b) to avoid tabulation
(d) ali the above {c) to avoid textual form
Q. 2 Graphs and charts facilitate: (d) all the above
{a) comparison of values Q- 4 Choice of a particular chart depends on:
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Q1

(a) the purpose of study

{b) the nature of data

(c) the type of audience

(d) all the above

Rectilinear co-ordinate chart is also referred
as:

(a) Cartesian co-ordinate graph

(b) rectangular graph

(e) both (a) and (b)

(d) none of (a) and (b)

Trilinear chart is used to portray simul-
taneously:

(a) two variables

{b) three variables

(¢) four variables

(d) any number of variables

The shape of a trilinear charts is that of a:
(a) cone

(b} cube

(c} equilateral triangle

(d) pyramid

Q.13

Q.15

k3]

(b) spheres

(c) pictograms

(d) all the above

Which of the statement is correct?

(a) Histograms and historigrams are similar

in look
{b) Cube and square diagrams are similar in
look

(¢} Pie-chart and ogives

(d) none of the above

Ogive curve occur for,

(a} more than type distribution

(b} less than type distribution

(c) both {a} and (b)

{d) none of (a) and (b)

In an ogive curve, the points are plotted for:

(a) The values and frequencies

(b) The values and cumulative frequencies

(c) Freq and ¢ lative frequencie:

(d) None of the above

A semi-logarithmic graph or ratio chart is
b d by plotting the points:

‘Which of the followings is a one-di ional

diagram?

(n) Bar diagram

(b) Pie-chart

(c) Cylinder

(d) A graph

Which of the followings is not a two-

dimensional diagram?

(a) Square diagram

(b} Multiple bar diagram

(c) Rectangular diagram

{d) Pie-chart

Which of the following statement is not

correct?

(a) The bars in a histogram touch each other

(b) The bar in a column chart touch each
other

(¢c) There are bar diagrams which are known
as broken bar diagrams

(d) Multiple bar diagrams also exist

Non-dimensional diagrams are also known

as:

(a) cubes

Q.16

Q.18

@ (%)

(b) {log x, log ¥}

(c) {x logy}

(d) [« log y/x)

Ogives for more than type and less than type
distributions intersect at:

(a) mean

(b) median

(c) mode

(d) origin

When the values are large in magnitude in a
chronological series and variation amongst
values is small, a graph is better drawn by
choosing:

(a) a false base line

(b) wide scale

(¢) narrow scale

(d) none of the above

In a bar diagram, the base line is:

(a) honzontal

(b) wvertical

(c) false base line
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Q.19

Q.20

Q.21

Q.22

Q.23

Q.25

Q.26

(d) any of the above

In a column chart. the base line is:
{a) horizontal

(b} wvertical

(c) at an angle of 45°

(d) false base line

In a column chart, bars are:

(a} horizontal

(b) wvertical

(c) slanting

(d) none of the above

In a bar diagram, the bars are:

(a) horizontal

{b) wvertical

(c) slanting

(d) none of the above

In case of frequency distribution with classes
of unequal widths, the heights of bars of a
histogram are proportional to:

(a) class frequency

(b} class intervals

(c) frequencies in percentage

(d) frequency densities

Yearwise production of rice, wheat and maize
for the last ten years can be displayed by:
(a) simple column chart

(b) subdivided column chart

(c) broken bar diagram

() multiple column chart

Profit and loss of a firm during various years
can be displayed through:

(a) simple bar diagram

(b) duo-directional bar diag

{c) deviation bar chart

(d) multiple bar diagram

When for some countries, the magnitudes are
small and for other, the magnitudes are very
large, to poriray the data, it is preferred 1o
construct:

(a) deviation bar diagram

(b) duo-directional bar diagram

(c) broken bar diagram

(d) any of the above

With the help of histogram we can prepare:

Q.28

Q.29

Q. 30

Q.31

Q.32
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(a) frequency polygon

(b) frequency carve

(c) frequency distribution

(d) all the above

Historigram is suitable for:

(a) time series data

(b) chronological distribution

(c) none of (a) or (b)

(d) both (a) and (b)

When we have the number of court cases of
different categories and information about
number of cases settled, the information can
be better portrayed through:

(a) sliding bar diagram

(b) histogram

{c) paired bar diagram

(d) column chart

To show the maximal and minimal values in
a time series, the suitable chart is:

(a) deviation bar diagram

(b) range curve

(c) historigram

(d) all the above

With the help of ogive curve, one can
determine:

(a) median

(b) deciles

(c) percentiles

(d) all the above

Lorenz curve is an indicator for the distri-
bution of two factors:

(a) being equal

(b) being unequal

(c) both (a) and (b)

(d) neither (a) nor (b)

Greater the distance of Lorenz curve from the
line of equal distribution:

(a) more is the inequality

(b} less is the inequality

(c) has to tell nothing about inequality

{d) none of the above

Pictograms are:

(a) very accurate

(b} least accurate
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(c) mostly used
(d) scientifically correct
Q. 34 Pictograms are generally used by:
(a) cartographers
(b) dilettante
(c) scientist
(d) all the above

Q. 35 Pictograms are suitable for the data in:

(a) counts

(b) intervals

(c) fraction

(d) none of the above
Q. 36 Pictograms are shown by:

(a) dots

(b) lines

(c) circles

(d) pictures

Q. 37 In a column chart on circular base, bars are:

{a) vertical
(b) horizontal
(c) slanting
(d) curved

Q. 38 If there is an increase in a series at constant

rate, the graph will be a:
(a) convex curve

(b) parabola

(c) concave curve

(d) a straight line from left bottom to right

lop

Q. 39 If there is a decrease in a series at constant

rale, the graph will be a:
(a) hyperbola

(b) astraight line from left top to right bottom

(¢) aconvex curve
(d) none of the above

Q. 40 A semi-logarithmic graph of a series in-
creasing by a constant amount will be a:

{a) straight line at angle of 45°
(b) a convex upward curve

(c) aconcave upward curve
(d) aconvex downward curve

Q. 41 The suitable chart to emphasise the difference
between two time series, of which one is at a

higher level, is:

Q. 42

Q.43

Q.44

Q.47

(a) range chart

(b) deviation bar chart

{c) paired bar diagrams

(d) band chart

When there is a pronounced skewness, the
desirable scale to plot the frequency distri-
bution is:

{a) arithmelic scale

(b) multiple scale

(c) logarithmic scale

(d) any of the above

When there are a large number of values in
an individual series, preference for portraying
the data goes to:

(a) bar diagram

(b) column chart

(¢) line chart

(d) scatter diagram

An alternative chart to pie-chart is;

(a) step bar diagram

(b) rectangular chart

(c) sphere

(d) none of the above

‘The graph of the successive points of a distri-
bution joined by straight lines in statistical
terminology is known as:

{a) frequency distribution

(b) frequency curve

(¢) trend

{d} cumulative distribution curve

A deviational or bilateral chart with 100 per
cent component columns is also known as:
(a) duo-directional chart

(b) floating column chan

(¢) sub-divided column chart

(d) range chart

Pie-chart represents the components of a factor
by:

(a) percentages

(b} angles

(c) sectors

(d) circles

The immigration and outmigration of people
in a number of countries and also the net
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migration can be better displayed by:
(a) duo-directional column chart
(b} gross-deviation column chart
{c) net deviation column chart

(d) range chart

Common form of rectilinear co-ordinate
graph is:

(a) band chart

(b) surface chart

(c) stratum chart

(d) all the above

Q. 50 An arithmetic chart can:

Q.51

Q.53

(2) have only one amount scale

(b) have multiple amount scale

() be without any amount scale

(d) none of the above

Itis necessary to find commutative frequencies
in order to draw a/an:

(a) histogram

(b) frequency polygon

(c) Ogive curve

(d) column chart

If we plot the points of a less than type or
more than type frequency distribution, the
shape of graph is:

(a) Ogive curve

(b) scatter diagram

(c) zig-zag curve

(d) parabola

Histogram is suitable for the data presented

as:

(a) continuous grouped frequency disti-
bution

(b) discrete grouped frequency distribution
(c) individual series

(d} all the above

A histogram can be drawn for the distribution
with unequal class intervals by considering:
{a) class frequency

{b) height of bars proportional to class
intervals

height of bars proportional to frequency
density

(e

Q.55

Q.57

Q.58

Q.59
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(d) all the above

In a histogram with equal class intervals;
heights of bar are proportional to:

(a) mid-values of the classes

(b) frequencies of respective classes

(c) either (a) or (b)

(d) neither (a) nor (b)

The data relating to the of reg
llopathic and | pathic doctors in six
different states can be most appropriately
represented by diagram:

(a) line graph

(b) histogram

() pic-diagram

(d) double bar diagram

Histogram can be used only when:

(a) class intervals are equal or unequal

(b) class intervals are all equal

(c) class intervals are unequal

(d) frequencies in class interval are equal.
The most appropriate diag to rep

the data relating to the monthly expenditure
on different items by a family is:

{a) histogram

(b) pie-diagram

(c) frequency polygon

(d) line graph

The gross income, taxes and net income of a
manufacturer during different years can better
be represented by:

(a) deviation bar diagram

(b) broken bar diagram

(c) paired bar diagram

(d) duo-di | bar diag|

Proportion of males and females in India in
different occupations in the year 2000 can
most properly be represented by:

(a) sliding bar diagram

(b) deviation bar diagram

(c) sub-divided bar diagram

(d) multiple bar diagram
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Chapter 4

Measures of Central Tendency

SECTION-A
Short Essay Type Questions

Q.1 What do you understand by measure of
central tendency?

Ans. [t is a single value within the range of data
which represents a group of individual values in a
simple and concise manner so that the mind can get
a quick understanding of the general size of the
individuals in the group. Since the value lies within
the range of data, it is known as a measure of central
tendency (value).

Q.2 Quote the statements about central values
given by John 1. Griffin, R.A. Fisher and A.L. Bowley.
Ans. The Statements of the prominent statisticians
about the central values are:

John L Griffin: An average may be thought of as
a measure of central value.

R.A. Fisher: The inherent inability of human to
grasp in its entirely a large body of numerical data
compels us to scek relatively few constants that will
adequately describe the data.

A.L. Bowley: Averages are statistical constants
which enable us to comprehend in a single effort the
significance of the whole.

Q.3 Name different measures of central values.
Ans. Different measures of central values are:

(i) Arithmetic mean; (i) Geometric mean; (iii)

Harmonic mean, (iv) Median; (v) Mode; (vi)
Quartiles, (vii) Octiles; (vii) Deciles; (ix)
Percentiles, etc.
Q.4 What are the properties of a good measure of
central tendency?
Ans. The desired properties of a good measure of
central tendency are:
(i) Itshould be based on all observations of a set
of values.
(ii) It should be rigorously defined.
(iii} Tt should be easily computable,
(iv) It should be least affected by extreme values.
(v) It should fluctuate least from sample to
sample drawn from the same population.
Q.5 What are the major classifications of
averages?
Ans. Major classifications of averages are:
(i) Mathematical averages—arithmetic mean,
geometric mean, harmonic mean.
(ii) Positional T lian, mode, quartiles,
quintiles, octiles, deciles, percentiles.
(iit)y C ial £ ing average,
progressive average, composite average.
What are the functions of averages?

Q.6
Ans. Various functions of averages are:
(i) Tt presents a simple and concised picture of
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large and complicated set of data.

(ii) It makes possible and easier to compare two
or more groups of data.

(ili) It provides a study of different groups of
data.

(iv) It facilitates the interpretation of data.

(v} It helps in taking decisions. For example,
one can tell whether the income of a family
is above or below the average income.

Q.7 What are the limitations of an average in
general?
Ans. The general limitations of an average are:
(i) A mean represents a group as a whole, not an
individual.
(ii) Often an average is a value which does not
exist in the set of data.
(iii) Sometimes an average gives a value which is
not feasible, e.g., average size of a family is
3.62.
(iv} An average is incapable to throw any light on
the constitution of the series.
Q. 8 Define arithmetic mean (average).
Ans.  Arithmetic mean (A.M.) of a set of data may
be defined as the sum of the values divided by the
number of values in the set. Its formula is, AM. =
Ix;/N fori=1,2,3,.., N

Q.9 What are the merils of arithmetic mean?
Ans. Merits of arithmetic mean are:
(i) It is easy to calculate.

(i) Ttis rigidly defined.

(iii) It is based on all observatians.

(iv) Observations are not to be arranged in order.

(v} It provides sound basis for comparison of
two series.
It can be calculated if partial calculations are
available.
Itis less susceptible to sampling fluctuations,
It is most suitable for further algebraic
treatment.

(vi}

(vii)
(viii)

Q. 10 What are the demerits of arithmetic mean?
Ans. Demerits of arithmetic mean are:
(i) Itis too much affected by extreme values.
(ii) Mostly it does not correspond to any value of
the set of observations.

ar

{iii) It cannot be calculated for frequency
distribution with open end classes.
(iv) It does not convey any information about the
spread or trend of data.
(¥) Itis not a suitable measure of central value in
case of highly skewed distribution.
Q. 11 Prove that the sum of deviations from mean
is zero. -

Ans. Suppose Xj,X3,...,X, are n observationsina

n
set. The sum of deviations from mean X ts}El{x_. -x).

i(-‘: ‘3)=£li 'if=i1, -n¥

i=] i=l i=1 i=l

n "
= Zx,— - Z =0
il il
Q. 12 Give the formula for calculating mean of a
set of values from coded data.
Ans.  The formula for calculating mean from coded
data is,

3
3 fixl

=gl

a+ r
2

xc

where, a is the constant value which is subtracted

from each observation and ¢ is a constant which

divides each value obtained after subtracting a.
Also f is the frequency of the value x and

xf =(x; —a)fe.
Q. 13 What is the effect of change of origin and
scale on arithmetic mean?

Ans.  Arithmetic mean is increased or decreased
by the constant value added or subtracted from each

Lo b
observation respectively. Also it is :llme of the

original mean if each observation is divided by ¢
and ¢ times the original mean if each observation is
multiplied by c.



Q. 14 What is the difference between sample mean
and population mean?

Ans. Population mean is based on the values of
each and every item of the population, whereas
sample mean is based on the values of items selected
in the sample from the population. If we have a
random sample, then the sampie mean is an estimate
of population mean.

Q. 15 There are (1 + 1) observations in a sample. If
X is the mean of the first n numbers and X, is the
mean of the last n numbers, prove that

P |
X2 =Xy "‘;[-".n -x)

Ans, Proof: By Formula,

- |
% -;[x, Xyt X, )
- 1
B o=—(x t bt x,)
n
1
= =[xy 42y F Xy Xy F X —Xy)
n
| 1 -
=—(xy +xpte 2, )+ = (5 - 1))
n n

=542 (5 =)
Q. 16 Express weighted mean in brief,
Ans. If xj,x,, ..., x; are the values having weights
Wy, Wy, ..., Wy respectively, the weighted mean,
f - WIII +W21.'z +.“+Wl1'
Wy Wy L Wy

Q. 17 What would be the weighted mean of n
natural bers if wei are the correspondi
numbers?
Ans. Using the formula, the weighted mean
LE+22+..+nn

142+..+n

=

124224, +n?
— T T
I+ 2+..+n
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_n 2n+1)Xn+1)/6
nin+1)/2

_2n+l

3
Q. 18 What is a moving average?
Ans. In this type of average, we get a series of
averages out of a series of data. In this we take a
fixed number of beginning items and find its
average. To get the next average, delete the first
item of the previous group and add next one item
of the series to it and find its average. Continue this
process till all the values are exhausted. This gives
a series of averages, For example, suppose there are
five items, a, b, ¢, d, ¢ in the series. Taking three
items in a group, the moving averages will be,
a+b+c bic+d c+d+e

3 i '3

Q. 19 Where do you utilise moving averages?

Ans. Moving averages are utilised mostly in the
analysis of time series data to know the trend.

Q. 20 What do you understand by progressive
average?

Ans. In progressive average, we find out the
average of the first two periods value and then go on
adding the value for the third, fourth, fifth period,
etc., and calculate the averages of three, four, five,
etc., periods successively. Such ges are called
progressive averages. For example, if a, b, ¢, d and
e are the values of five successive periods, the
progressive averages are:

a+b a+b+c a+b+c+d avb+crd+e
2" 3 4 ' 5 :

Q. 21 For what purposes the progressive averages
are utilised?

Ans. Progressive averages are used to know the
average profits in the starting years of commercial
institutions.

Q. 22 What is meant by composite average?

Ans. The average of the averages of different series
is known as composite average. The formula is,
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sum of the averages of
individual series

number of series
Q. 23 What is combined or pooled mean?

Ans.  The mean of the data that would be obtained
by combining the values of all individual samples.

Q. 24 Give the formula for finding out the combined
(pooled) mean of three samples when their means
and sample sizes are given.

Ans.  Suppose ¥, ¥, Tyare three sample means

base on m,n, and n, observations respectively.
Formula for the pooled or combined mean is,

Ty = Ty Xy 13Ty
i =
"I 'I-ﬂ: +ﬂ3
Pooled mean is the mean obtained on combining all
samples, considered as a single sample.

Q. 25 Elucidate trimmed mean.

Ans. Suppose we want a 10 per cent trimmed
mean, then the mean of the observations by excluding
10 per cent smallest and 10 per cemt largest obser-
vations is known as 10 per cent trimmed mean. Not
necessarily 10 per cent timmed mean has (o be
found out, it can be any other chosen percentage
which is considered suitable,

Q. 26 In a frequency distribution, the mid value of
the first class is 10 and each class has equal class
intervals, The cumulative frequencies of the classes
are 3, 18, 37, 40 and 45, Give the original frequency
distribution and find its mean.

Ans.  The first class will be (10 = 2.5) 10 (10 4 2.5),
ie., 7.5 - 12.5. The second class will be 12.5 - 17.5
and so on. Their corresponding frequencies will be
3, (18 = 3), (37 ~ 18), (40 — 37) and (45 - 40),
ie, 3.15, 19, 3 and 5. Hence the frequency distri-
bution is:

Classes Frequency

7.5-12.5 3
12.5-175 15
17.5-215 19
22.5-215 3
27.5-315 5

39

In the above distribution, the mid-values of the classes
are 10, 15, 20, 25, 30 respectively. Hence, the mean
 of the distribution is,
_10x3+15%15+20x19+25%34+30x5
g 34154194345

- 560
45
=19.11
Q. 27 Define geometric mean.
Ans.  Geometric mean is the n root of the product
of n values of a set of observations. By formula,
G=(x.%9..0 1, ]l':”.

Q.28

Ans.

‘What are the merits of geometric mean?
Merits of geometric mean are:
(i) Itis least affected by extreme values.
(1) It is based on all observations of the set.
(iii) It is suitable for further algebraic treatment.
Q. 29 What are the demerits of the geometric mean?
Ans.  Demerits of the geometric mean are:
(i) Its calculation is somewhat complicated.
(i) It cannot be calculated if any of the value in
the set is zero.
If any one or more values are negative, either
geometric mean will not be calculable or an
absurd value will be obtained.
Q. 30 For what type of data geometric mean is the
most appropriate measure of location?

(iii)

Ans. It is appropriate for averaging the ratios of
change, for average of proportions, etc.

Q. 31 Where g ic mean is considered to be
the best average theoretically?

Ans. Geomeltric mean is considered .most suitable
average for index numbers.

Q. 32 I1 G, is the geomeltric mean of n, observations

XppXgyeeon Xy and G, is the geometric mean of n,
observations ¥i-¥2.--+ ¥s, and let G be the geometric
mean of all (n, +n,) observations, prove that,

logG= ——L--{m logG, +ny log Gy }
oty
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Ans. By formula, geometric mean of (n, + ny)
observations is,

Umyemy
G-(x, Xy Xyt Ny -yz.‘,.,y,,,)

logG = log(x) - 3.0y 3y
L]
YaoueVay)
1
= log(x; - x5...0. x, )+lo
nl*nz{uﬂ(1 3 )+ 108
O Yo Yy}
S ilogx +2Iogy-
Ry 3 f =l !

1
M. ==2 1
We know, log G.M. "2 og x;

or Zlog.t; =n log G.M.
i

1
ny+ny

logG = {m log G, +ny log Gy }

Q. 33 Explain briefly the inverse property of
geometric mean.

Ans, If x; is the geometric mean of x),%5,..., X,
the geometric mean of the inverse of the observations
1/x, . 4/x3,.... )/ x, is 1{Xg. This is known as inverse
property of geometric mean,

Q. 34 The arithmetic mean of two numbers is 10
and their geometric mean is 8. Find the numbers,

Ams.  Suppose the two numbers are x, and x,. Then
by formula, ’

Xy + Xy

AM.= 10

G.M.=x;-x; =8

(% +x,) =20 and x, x, =64

PROGRAMMED STATISTICS

2 3
(x=x) =(x+x) -4xx,

=400-4 x64 = 144

(x—x)=+12
Solving X +xy =20
and =1, =12,
we get x=16x=4

Hence, the numbers are 16 and 4.

Q. 35 Define harmonic mean and give the formula
for harmonic mean.
Ans. Harmonic mean is the inverse of the arith-
metic mean of the reciprocals of the observations of
a sel.

The formula for harmonic mean is,

aMm = fthteth
hihy A
X X X

=—§!'— fori=12,...k
L il x;
where, f; is the frequency of x, fori= 1,2, .., k.
Q. 36 What are the merits of harmonic mean?
Ans.  Merits of harmonic mean are:
(i) It is based on all observations of a set.
(ii) Itis a good mean for a highly variable series.
(iii} It gives more weightage 1o the small values
and less weightage to the large values.
It is better than weighted mean since in this,
values are automatically weighted.
Q. 37 What are the demerits of harmonic mean?
Ans. Demerits of harmonic mean are:
(i) Its calculation is complicated.
(ii) If any value is zero, it cannot be calculated.
(iii) Its value is generally not a member of the
series.

(iv)

Q. 38 Can we use coding while calculating geo-
metric mean or harmonic mean?

Ans.  We cannot use coding in geometric mean or
harmonic mean as no easy expression is available
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which relates the mean of coded data to the mean of
the original data.

Q. 3 How will you calculate mean in case of a
continuous frequency distribution?

Ans. To calculate the mean of a continuous fre-
quency distribution, first find the mid-values of the
classes and use them as variate vatues, Then use the
formula for the weighted mean with frequencies as
weights.

Q- 40 Given two values x; and x,, prove that

AM.2GM2HM.
Ans. We know,

Iy
Xl +1'2

AM.= “"T" G.M.= Jrx;, HM.=

(V5 -V=) =0
or x4y =2 5 x, 20

Again,

X +A.‘2

AR
AM.z2GM.
Again, n+x 22 xx
2
or, (x+x3) 1 %, 22(,}& x;)

(x1+52)fxy 2y 220, 0,

2x) x.

X4y >hX
X+ X,

2

G.M.zHM.

AM.zGM.2HM.

Q 41 Express geometric mean in terms of arith-
metic mean and harmonic mean.

Ans. The relation between geometric mean, arith-
metic mean and harmonic mean is,

=JAM. xHM,

Q. 42 Express harmonic mean in terms of geometric
mean and arithmetic mean.
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Ans.  The expression for harmonic mean relating
do ic mean and arithmetic mean is,

H.M.=(G.M.)}/A.M.

Q. 43 For what type of values harmonic mean is
suitable?

Ans. Harmonic mean is suitable when the values
are pertaining to the rate of change per unit time
such as speed, ber of items produced per day,
contracts completed per year, ¢tc. In general,
h mean is suitable for time, speed, rates,
prices, ete,

Q. 44 Define guadratic mean.

Ans. The square root of the arithmetic mean of the
square of numbers of a set is known as quadratic
mean.

Q. 45 When do you prefer a quadratic mean than a
mean.

Ans. When one has some negative numbers in a
set, quadratic mean is preferable than any other mean.
The reason being that considering the sign of negati
numbers, the mean value is considerably reduced. If
the signs of negative numbers are ignored, the mean
thus obtained depends on an algebraic lie. But the
quadratic mean is devoid of the mathematical abuse
and has the same scale and units as the original
values.

Q. 46 Comment on the value of quadratic mean as
compared to arithmetic mean.

Ans., Generally the quadratic mean is greater than
the arithmetic mean. The reason being that the
difference between a number and its square increases
exp ially as the gets larger, Hence, the
sqquare root of the ge of sq 1 bers results
into a higher value than arithmetic mean of original
numbers.

Q. 47 Find the arithmetic mean (A.M.) and
quadratic mean (Q.M.) for the following set of values
and comment on the mean values,

X: 2 3 5 8 12

2434548412
5

Ans, AM=

= 6.0
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Sum of squares of numbers,

EX? = 4494+25+64 4144 = 246
246
AM. of squared numbers = 5 - 492

Q.M.= /492 = 7.0143

Q.M. is greater than A.M. as is expected on the basis
of our theoretical knowledge.
Q. 48 Where do you make use of quadratic mean
in general.
Ans. Quadratic mean is absolutely utilised in
finding the standard deviation of a set of data. As a
matter of fact, the standard deviation is nothing but
the quadratic mean of the deviations from data mean.
Q. 49 What do you understand by median?
Ans. It is a most preferabl of |
for asymmetric distributions. Median is the value of
the variable that divides the ordered set of values
into two equal halves. 50 per cent values are to the
left of the median and 50 per cent are to the right of
the median.
Q. 50
Ans. Points in favour of median are:

(i) Median is not influcnced by extreme values
because it is a positional average.
Median can be calculated in case of distri-
bution with open end intervals
Median can be located even if the data are
incomplete.

What are the points in favour of median?

(i)
(i)

(iv) Median can be located even for qualitative
factors such as ability, honesty, etc.
What are the demerits of median?

Following are the demerits of median:

Q.51
Ans.
{

L=

A slight change in the series may bring drastic

change in median value.

In case of even number of observations or
i SCTICs, is an 1

values other than any value in the series.

It is not suitable for further mathematical

treatment except its use in mean deviation.

(i1)

(i)

Q. 52 How will you calculate median in case of
ungrouped data?

PROGRAMMED STATISTICS

Ans. To calculate median of ungrouped data,
following steps be followed:

(i) Arrange the data in order.

(i1) For an individual or discrete series of N items,
the value corresponding to (N + 1)/2%® item is
the median value when N is odd,

When N is even, median is the average of

N® [N +2
— and

2 2
Q. 53 Give the interpolation formula for calculating
median of grouped series.

Ans. For grouped data, the formula for median
wilh usual rotation is,

(iii)

[
] items.

~ Ni2-¢
My =1Ly +—f x!

where, L, = lower limit of the median class

¢ = cumulative frequency just above the

median class

f= Frequency of the median class

I'= class interval
Q. 54 What is the impact of extreme values of a set
on median?
Ans. Median is not affected by the extreme values
of a set.
Q. 55 Discuss mode in bricf.
Ans. The variate value x having maximum
frequency in a distribution is known as its mode.
Q. 56 What was said about the mode by Ya Lun
Chou?
Ans.  YaLun Chou Statement about mode is, “The
mode is that value of a series which appears most
frequently than any other”
Q.57 Can there be more than one mode of a
distribution ?
Ans. Some distributions have equal peaks and
hence mode is not necessarily unique. There will be
as many modes of distribution as the number of
peaks in it
Q. 58 How would you calculate mode of a grouped
frequency distribution?
Ans. For [requency distribution with classes in
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ascending order, the formula for caiculating the mode
is,

My =Ly+ a.‘ilaz wf
fo=fa
-fa-fu
where, the class having the maximum frequency is

known as model class.
Ly = Lower limit of the modal class
I = class interval

=L+ wf

A, = Difference of modal frequency from its
preceding class frequency
A, = dilference of modal frequency from its
following class frequency.
In the second formula,
L, and [ are same as above.
[, = modal class frequency
f., = Frequency of the preceding class
f,, = Frequency of the following class.

Q. 59 How would you find out the mode of a
discrete frequency distribution?

Ans. It can be determined merely by inspection.
The value having maximum frequency is the mode
of the distribution.

Q. 60 How can one locate mode graphically in case
of grouped data?

Ans. Prepare a histogram. Consider a bar having
maximum height and the bars to the Jeft and right
adjoining to it. Join the top left corner of the highest
bar to the top left corner of the right side bar and top
right corner of the highest bar to the top right corer
of the bar to its left. The abscissa value of the point
of intersection of the joining lines is the mode.

Q. 61 Discuss quartiles and their importance.

Ans. Three variate values of the variable, say x,
which divide the series (frequency) into four equal
parts are called quartiles for the corresponding
distribution of x. There are three quartiles namely
Q,, Q; and Q,. @, is called the lower quartile and
@,, the upper quartile. 25 per cent values are less
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than @, and 25 per cent values are larger than @,
and the rest 50 per cent values lie between @, and
Q,. 0, divide the series into two equal parts and
hence it is the same as median.

As regards their importance, quartiles are widely
used in economics and business. They are also helpful
in determining the shape of a distribution.

Q. 62 Give the formula for calculating the quartiles,

of a continuous distribution.

Ans. Formula for calculating i quartile (i= 1, 2,

3) for a continuous distribution having K-classes is,
iN
i

Q= ly+ 1

T

where, @, = @ quartile which is to be calculated
I, = lower limit of the M quartile class
N = Total of all frequencies
¢ = cumulative frequency of the class just
above the quartile closs
f= frequency of the quartile class

I'= class interval,

Q. 63 Discuss deciles in brief.

Ans. The variate values which divide the series
(frequency) into ten cqual parts are called deciles.
Henee, there are in all nine deciles denoted by
D, D,, ..., Dy The items before D, and after D, are
10 per cent. Also, the number of items that lie
between any two deciles is also 10 per cent. Dy, the
fifth decil divides the series into halves and hence, it
is the same as median.

Q. 64 Give the formula for finding the deciles of a
continuous distribution.

Ans. The formula for calculating deciles of a
continuous distribution is,

—=C
D=l +10 g
f

fori=1,2,..9

All notation can be decoded by replacing the
word quartile by decile as in the formula for quartiles.

Q. 65 Describe percentiles in brief.
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Ams. The values of the variable x which divide its
distribution into 100 equal parts are called percentiles,
There are in all 99 percentiles and are denoted by

PROGRAMMED STATISTICS

. N+IY" (V1Y 3(N+D)
d t —1{ ,|—— | and ———1h
ponding to [ 2 ] ( 2 ] 2 t

Py, Py, ..o Py, respectively. Area between any two  items of an ordered discrete series are the values of
percentiles, before P, and after Py, is 0.01, ée., it Q,, @, and Q, respectively. The position of the
1 required item can easily be adjudged with the help
rcprmcntsﬁpanofthc, pulation. 50 | ile  of ¢ lative frequencies
i8 same as median. Deciles: Similar to quartiles, the values of the vari-
; i i i(N+1
Q. 66 vae the ff)fn?ula_for calculating percentiles able x carresponding to '-( ----- ) thitem fori= 1, 2,
of a continuous distribution. 10
Ans. Formula for calculating i percentile is, - 3 of an ordered discrete series is 0. The position
((N+1
iN of i 0 )1h item can be located with the help of
-c
B=l+ m[} % 1. cumulative frequencies.

fori=1,2,..99.

All notation can be decoded as for quartiles by
replacing the word quartile by percentile.

Q. 67 How to determine quartiles, deciles and
percentiles in case of a discrete series?

Ans. Quanriles: The values of the variable x corres-

Percentiles: Just like deciles, the value of the variable
i(N+1)
100

thitem fori= 1,2, ...,

i(N+1)
100

x corresponding to

99 of an ordered series is F}.

th item in the

series can easily be placed with the help of cumulative
frequencies.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s)' in the
l‘_h‘anks

as or .
5. Arithmetic mean is very much affected by

1. “The statement, “An average may be though
of as a measure of central value,” was given
by

2. The statement, “The inherent inability of
human to grasp in its entirely a large body of
numerical data Is us to seek ly
few co that will adequately describe
the data,” was given by

3. “Averages are statistical constants which
enable us to comprehend in a single effort
the significance of the whole”, was stated by

4. Measures of central tendency are also known

6. Any mean is based on

values of
aset
7. An average the data.
8. In an open end distribution can-

not be determined.

9. If 5 is subtracted from each observation of a
set, then the mean of the observation is
reduced by

If each value of a set is divided by 10, the
mean of observations is of the
mean of the original observations.

10.
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1L

12,

13,

14.

15,

16.

17.

18.

19.

21.

The mean of the values 11, 12, 13, 14 and 15
is .
The mean of 8 numbers is 15. Afterwards o
new number 24 is added. The mean of the
nine numbers is

The sum of the deviations from mean is

The average income of a person on working
for the first five days of the week is Rs. 35
per day and if he works for the first six days
of the week, his average income per day is
Rs. 40. Then, his income for the sixth day is

A factory employs 5 persons in the first week
of the month and pays Rs. 25 per day per
person. In the second week he employs 8
persons and pays Rs. 30 per day per person.
In the third week he employs 7 persons and
pays Rs. 25 per day per person. The average
payment per day per person by the employer
is

Weighted mean is more
unweighted mean.

In case of 15 per cent trimmed mean, only

than

27,

29.

3

32

36.

37.

45

If the harmonic mean of the two numbers a
and bis5ifa=S5, then bis

Harmonic men is suitable as an average t‘or
finding out the

If the two observations x, u.m:l X, are such
that x, = —x,, their harmonic mean is .
The relation between A.M., G.M. and HM,
is

The variate value in a series which divides
the series into halves is called .
‘The sum of the absolute deviations taken from
median is .
The median of the series 3, 18, 7, 20, 11, 12,
9,17,22is
Median is
distribution.
Two ogives, the one less than type and the
other more than type, intersect at
Median is a more suited average for gmupud
data with classes.
The variate value having maximum frequency
in a frequency distribution is called .
The mode of the distribution of values 5, 7,
9,9,8,5,6,8,7,7,5,7,9,2,7is

and are least

for each and every

per cent observations are utilised.
The arithmetic mean of n natral bers
for ltonis

Sum of squares of the dcvmlmns from mean
is always

The geometric mean of four numbers 2, 4, 8
and 64 is .

If x, %3, %, and ¥, ¥3,..., ¥, are the
variate values of two variables X and ¥ and
their geometric means are G, and G, respecti-
vely, then the geometric mean of (x;/y;) is

Geometric mean cannot be calculated if any
value of the set is

Geometric mean is suitable when the values
are given as or

If arithmetic mean of certain values is 9 and
their geometric mean is 6, then the harmonic
mean is .

41.

42

affected by the extreme values as a measure
of central tendency.

Out of all the of central tendency
is the only measure which is
not unique.
is not appropriate for further

algebraic treatment as a measure of central
value.
The distribution which has only one mode is
called
The distribution ha\rmg two modes is called

If the frequencies in distribution have ups
and downs, the mode is determined by the
method of .

N+1
In an individual or discrete series 2

item is known as first
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45.

46,

47.

49.
50.

51

52.

53

55.

58.

59.

61,

Second quartile is same as

Third quartile and percentile are
same.
Second quantile and decile are
equal.

The decile which precedes 72th percentile is

The percentage of values which lie between
Pyg and Py is

25th percentile is same as quartile.

Sixth decile is same as per-

centile.

Percentage of values lying between first and

sixth decile is

Percentage of values which are greater than

66th percentile is

In a frequency distribution fourth decile and
percentile are same.

The relation between second quartile Q,,
sixth decile D, and 80" percentile is

decile.

percentile.

Percentiles (guartiles, deciles) are always in
order.

The variate values which divide a series into
five equal parts are called

is same as

Median is same as

If in a series, 20 per cent values are greater
than 75, then =75

If in a discrete series 30 per cent values are
less than 35, then decile = 35.
If in a discrete series 75 per cent values are

greater than 20, then quartile =
20 or percentile = 20,

The general name for quartile, quintiles.
octiles, deciles and percentiles is

The statement, *“The mode is that value of a
series which appears most frequently than
any other”, was given by .

64,

67.

69.

70.

71.

72

73

74.

75.

76.

77

79.

80.
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The relation between first quartile and 25th
percentile is
The relation between 4th decile and 45th
percentile is

Percentage of values that lie between tenth

and eighty fifth percentile is .

The number of types of statistical facts are
or

For a symmetrical distribution, median in
terms of quartiles is .
Geometric mean is ___ ___ of the
arithmetic mean of logarithmic values of a
variable.

Harmonic mean is of the arith-
metic mean of the reciprocal of the obser-
vations of a data set.

andrnuc mean is preferred most, 1f the data
set ¢ some

If a variable takes some non-negative valves
XyyX7,--+ X, then the inequality that holds
between HM., G.M. and AM. is

Quadratic mean has scale and
units as that of original observation.

The application of qundralic mean is evidently
found in

The mean of 20 observations is 7. If each
observation is multiplied by 3 and then 5 is
added to it, then the mean of the new data set
is .

The mean of a set of 10 observations is 4.
Another set of 20 observations is added to
it which makes the mean of the combined
set equal to 6. The mean of second set is

If 2y — 6x = 6 and the mode ofy is 66, then
the mode of xis

An average is that value of a distribution
which represents .

o]

No ge can be reg as
for all times and all data.
Mode is defined.
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SECTION-C

47

Multiple Choice Questions

Select the correct alternative out of given ones.

Q1

Q.3

Mean is a measure of:

(a) location (central value)

(b) dispersion

(c) correlation

(d) none of the above

Which of the following is & measure of
central value?

{a) Median

(b} Standard deviation

(¢} Mean deviation

(d) Quartile deviation

Which of the following represents median?
(a} First quartile

(b) Fiftieth percentile

(c) Sixth decile

(d) None of the above

If a constant value 50 is subtracted from each
observation of a set, the mean of the set is:
(a) increased by 50

(b) decreased by 50

(¢) is not affected

(d) zero

If a constant 5 is added to each observation of
a set, the mean is:

(a) increased by 5

(b} decreased by 5

(c) 5 times the original mean

(d) not affected

If each observation of a set is multiplied by
10, the mean of the new set of observations:
(a) remains the same

(b} is ten times the original mean

(c) is one-tenth of the original mean

(d) is increased by 10

If each value of a series is multiplied by 10,
the median of the coded values is:

() not affected

(b) 10 times the original median value

(c) one-tenth of the original median value

Q.8

Q9

Q.10

=

Q.1

Q.12

Q.13

Q.14

(d) increased by 10

If each value of a series is multiplied by 10,
the mode of the coded values is:

(a) not affected

(b) one-tenth of the original modal value
(c) 10-times of the original modal value
(d) 100-times of the original modal value
If cach observation of a set is divided by 2,
then the mean of new values:

(a) is two times the original mean,

(b) is decreased by 2.

(c) is half of the original mean

(d) remains the same

Which of the following relations among the
location parameters does not hold?

(a) @, = median

(b) P,y = median
() Dy = median
(d) D, = median

If the grouped data has open end classes, one
cannot calculate:

(a) median

(b) mode

(c) mean

{d) quartiles

Geometric mean of two observations can be
calculated only if:

{a) both the observations are positive

(b) one of the two observations is zero

(c) one of them is negative

(d) both of them are zero

Geometric mean is better than other means
when,

(a) the data are positive as well as negative
(b) the data are in ratios or percentages

(c) the data are binary

(d) the data are on interval scale
Geometric mean is a good measure of central
value if the data are:
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(a) categorical

(b) on ordinal scale

(¢) in ratios or proportions

(d} none of the above

Harmonic mean is better than other means if
the data are for:

(a) speed or rates

(b) heights or lengths

(c) binary values like 0 and 1

(d) ratios or propartions

The correct relationship between AM., G.M.
and HM. is:

(a) AM.=GM.=HM.

(b) GM.2AM.2HM.

() HM.2G.M.2AM.

d) AM.2GM.2HM.
Extreme value have no effect on:
(a) average

(b) median

(¢} geometric mean

(d) harmonic mean

. 1 4
Geometric mean of two numbers 16 and T
is:

L
@ o
® 100
{©) 10
(dy 100

Expenditure during first five months of a year
is Rs. 96 per month and during last seven
months is Rs. 120 per month. The average
expenditure per month during whole year is:
(a) Rs. 108 per month

(b} Rs. 110 per month

(¢} Rs. 100 per month

(d) Rs. 216 per month

Average gth of eleven bers = 11.0.
Average strength of the first six members
= 10.5. Average strength of the last six
members = [1.5.

Q21

Q22

Q2
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The average strength of the sixth member is:
(a) 105

(b) 115

(c) 11.0

(d) 100

The average of the 7 number 7,9, 12, x, 5,4,
11 is 9. The missing number x is:

(a) 13

(b) 14

(c) 15

(d) 8

The mean proportion of 0.16 and 0,01 is:
(a) 0.4

{b) 0.17

(c) 0.085

(d) 0.04

A train covered the first 5 km of its journey at
a speed of 30 km/ and next 15 km at a speed
of 45 km/h. The average speed of the train
was:

(a) 35 km/

(b) 40 km/h

(c) 32 km/h

(d) 42 km/h

The second of the two samples has 50 item
with mean 15. If the whole group has 150
items with mean 16, the mean of the first
sample is:

(a) 180

(b) 15.5

(c) 165

(d) none of the above

For a group of 100 candidates, the mean was
found to be 40, Later on it was discovered
that a value 45 was misread as 54. The correct
mean is:

(a) 40.50

(b) 39.85

{c) 39.80

(d) 39.91

A distribution consists of three groups having
40, 50 and 60 items with means 20, 26 and 15
respectively. The mean of the distribution is:
(a) 20

(b) 18
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(c) 22
(d) 25

The average age of 50 students in a bus is 20
years. When the age of conductor is included,
the average age is increased by one year. The
age of the conductor is:

{a) 51

(b) 55

(c) 71

(d}y 50

The average of five numbers is 40 and the
average of another four numbers is 50. The
average of all numbers taken together is:

{a) 4444

(b) 45.00

(c) 45.55

(d) 90.00

The average temperature of two cities on first
six days of a week is same. The temperature
dropped in one city ail of a sudden on the
seventh day of the week. The average weekly
temperature of the two cities differed by 0.5°C.
The difference between the six days average
daily temperature of two cities and the seventh
day temperature of the other city is:

(a) 25

(b) 3.0

(c) 35

) 2.0

What percentage of values is greater than 3rd
quartile?

(a) 75 per cent

(b) 50 per cent

{c) 25 per cent

(d) O per cent

What percentage of values is less than 3rd
decile?

(a) 30 per cent

{b} T0 per cent

(c) 40 per cent

(d) none of the above

What percentage of values lies between 5th
and 25th percentiles.

(a) 15 per cent

{b) 30 per cent

Q.33

Q.35

Q.37

Q.38
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{c) 75 per cent

{d) none of the above

There were 25 teachers in a school whose
mean age was 30 years. A teacher retired at
the age of 60 years and a new teacher was
appointed in his place. The mean age of
teachers in the school was reduced by one
year. The age of the new teacher was:

(a) 25 years

(b) 30 years

(c) 35 years

(d) 40 years

If the A.M. of a set of two observations is 9
and its G.M. is 6. Then the H.M. of the set of
observations is:

(a) 4

®) 3.6

(c) 3

@ 15

The AM. of two numbers is 6.5 and their
G.M. is 6. The two numbers are:

{a) 9,6

b 9,5

) 7.6

) 4,9

If M, @, D and P stand for median, quartile,
decile and percentile respectively, then which
of the following relation between them is
true?

(a) Md: Q2 ='Db= P’“

(b) M;=0Qy=Dg=Py

(€) My=Q,=D,=P,,

) M;=0,=Ds=Py

Which of the following relation is true
between 3rd decile and 30th percentile?

(@) Dy=Py

(b) Dy=Pg,

() D,=Py

) Dy=Py

Which of the deciles are less than first
quartile? '

(a) D, and Dy
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Q.42

Q.44

(b) D, and D,

(€} Dyand Dy

(d) None of the above

In a factory there are 60 per cent Jabourers,
30 per cent scribes and 10 per cent executives.
On average, the salary of a labourer is Rs.
1600 p.m, of a scribe Rs. 3000 p.m and that
of an executive Rs. 8000 p.m. The average
salary of a employee in the factory is:

(a) Rs. 4200 p.m

(b} Rs. 1166 p.m

(¢} Rs. 2660 p.m

(d) None of the three

The mean of seven observations is B. A new
observation 16 is added. The mean of eight
ohservations is:

(a) 12

by 9

() 8

) 24

If the sum of N observations is 630 and their
mean is 42, then the value of N is:

() 21

(b) 30

() 15

{d) 20

If the two observations are 10 and ~10, then
their harmonic mean is:

{a) 10

(b) 0

c) 5

) =

If the observations are 5 and -5, their
geometric mean is:

(ay 5

(b) -5

(€} 0

(d) none of the above

1f the two observations are 20 and -20, their
arithmetic mean is:

(a) 10

(b) 20

© o0

(d} none of the above

Q.45
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Can a quartile, a decile and a percentile be

the median?

(a) Only quartile but not decile and percentile

(b} Quartile and decile but not percentile

(¢) Decile and percentile but not quartile

(d) Quartile, decile and percentile, all the
three

When all the observations are same, then the

relation between A M., GM. and HM. is:

(a) AM.=GM.=HM.

(b) AM.<GM. <HM.

c) AM.<GM. <HM.

(d) AM.<GM. <HM,

The percentage of values used in case of

10 per cent trimmed mean is:

(a) 40 per cent

(b) 60 per cent

{c) 80 per cent

(d) 20 per cent

The average of 2n natural numbers from 1 to

2n is:

(@) (n+1)2

(b) (2n+ 1)2

{c) nin+ 1)2

(d) n(2n+ 1)2

A man goes from his house to his office at the

speed of 20 kmvh and returns from his office

to home at the speed of 30 km/h. His mean

speed is:

(a) 24 km/h

(b) 106 km/h

(c) 25 kmvh

{d) none of the above

Mode is that value in a frequency distribution

which possesses:

(a) minimum frequency

(b) maximum frequency

(¢) frequency one

(d) none of the above

The value of the variable corresponding to

the highest point of a frequency distribution

curve represents:

(a) mean
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Q.52

Q.53

Q.55

(b) median

(¢} mode

(d) none of the above

A frequency distribution having two modes
is said to be:

(a) unimodal

(b} bimodal

(c) trimodal

(d} without mode

If modal value is not clear in a distribution, it
can be ascertained by the method of:

(a) grouping

(b) guessing

(¢) summarising

{d) trial and error

Shoe size of most of the people in India is
No. 8. Which measure of central value does it
represent?

(a) mean

(b) second quartile

(c) eighth decile

(d) mode

In a discrete series having (2K + 1) obser-
vations, median is:

(a) K™ observation

(b) (K +1)" observation

(c) (K + 2)2™ observation

(d) (2K +1)2™ observation

The median of the variate values 11,7, 6, 9,
12, 15, 19 is:

(a) 9

(by 12

(c) 15

(dy 11

The median of the variate values 48, 35, 36,
40, 42, 54, 58, 60 is:

(a) 40

(b) 41

{c) 44

(d) 45

To find the median (mode), it is necessary to
arrange the data in:

(a) ascending order

(b) descending order

Q.59

Q.61
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(c) ascending or descending order

(d) any of the above

For a grouped data, the formula for median is
based on:

(a) interpolation method

(b) extrapolation method

(c) trial and error method

(d) iterative method

‘Which of the of central
not affected by extreme values?
(a) mode

(b) median

(c) sixth decile

(d) all the above

The middle value of an ordered series is
called:

(a) 2nd quartile

(b) Sth decile

(c) 50 percentile

(d) all the above

1

y is

Formula for directly calculating the mean X
of an individual series is:

= z
{c) x:A+;dx wheredr=X-A
n

@ ZEM% where dx = X - A

Formula for calculating the mean of an
individual serics by short-cut method is:

= X
(a) Xs_!\?
(b) X=X fX/N

= Zdx
{c) x=.|4+-~—

) X=A+

£ fdx
N
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Q. 65

Q. 67

Q.69

Formula for calculating the mean of a discrete
series by direct method is:

) X=SX/Ef

(b) X=X, X/%

(€) X=A+L,fdx/Lf
(d) none of the above

Formula for calculating the mean of a discrete
series by short-cut method is:

(@) X=IX/Lf
by X=Zf/Zf
(€) X=A+Zde/Ef

- . Ifde
d = frat e
d X=A+ T

Rs. 600 per day are paid on a research farm to
its 50 daily paid labourers. A worker gets five
unpaid holidays in a month. The average
income of a daily paid labourer is:

(a) Rs. 250 p.m

(b) Rs. 300 p.m

() Rs. 350 p.m

(d) Rs. 400 p.m

The wvariate values which divide a series
(frequency distribution) into five equal parts
are called:

{a) quintiles

(b) quartiles

{e) octiles

(d) percentiles

The variate values which divide a series
(frequency distribution) into four equal parts
are called:

(a) quintiles

(b) quartiles

(c) deciles

{d) percentiles

The variate values which divide a series
{frequency distribution) into ten equal pans
are called:

(a) quartiles

(b) deciles

Q.70
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(c) octiles

(d) percentiles

The variate values which divide a series
{frequency distribution) into 100 equal parts
are known as:

(a) octiles

(b) quartiles

(c) percentiles

(d) deciles

The variate values which divide a series
(frequency distribution) into eight equal parts
are known as:

(a) quartiles

(b) quintiles

(c) deciles

(d) octiles

The number of partition values in case of
quartiles is:

(a) 4

(b) 3

(c) 2

@ 1

The number of partition values in case of
quintiles cannot exceed:

{a) 4

(b) 3

() 2

d 1

For deciles, the total number of partition
values are:

(a) 5

(b) 8

) 9

(d) 10

For percentiles, the total number of partition
values are:

(a)} 10

(b) 59

(c) 100

) 99

The second decile divides the series in the
ratio:

(a) I}

(b) 12
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Q. 80

Q.81

Q.82

Q.83

() 1:4

dy 2:5

Eightieth percentile divides a frequency
distribution in the ratio:

(a) 4:1

(b) 4:5

(e) 3:1

(d) 3:2

The first quartile divides a frequency distri-
bution in the ratio:

(a) 4:1

(b) 1:4

(c) 3:1

d) 1:3

Fourth octile divides a frequency distribution
in the ratio:

(a) 1:1

by 1:2

) 1:3

d 1:4

The first quartile is also known as:

(a) median

(b) lower quartile

(c) mode

(d) third decile

The third quartile is also called:

(a) lower quartile

(b) median

(c) mode

{d) upper quartile

In case of weighted mean, the accuracy or
utility of the mean:

(a) decreases

(b) increases

(c) is unaffected

{d) none of the above

In certain situations weighted mean and
unweighted mean can:

(a) be equal

(b) never be equal

(c) both (a) and (b)

(d) neither (a) and nor (b)

Weighted mean is more accurate if we use:
(a) estimated weights

Q.85

Q.89

(b) arbitrary weights

(c) real weights

(d) any of the above

If .3, .5, .8, .7, and 1.5 are the respective
weights of the values 10, 15, 20, 25 and 30,
then the weighted mean is:

(a) 200

(b) 23.42

(c) 16.58

(d) none of the above

If for a discrete series, the assumed mean
A=50,Zfdr=45fordv=x-A Zf=12,
then the mean of the series is:

(a) 46.25

(b) 7.92

(c) 49.17

(dy 53.75

The mean of the following discrete series
(frequency distribution),

x: 7,12,16,22, 25

f: 4,5 8 3, 2

is:

(a) 16.40

{b) 15.09

(c) 20.80

{d) none of the three

If for an individual series, assumed mean,
A=25Fdr=-2lfordr=X-Aand N
= 7 then the mean of the series is:

(a) 20

(b) 21

(c) 22

(d) 657

Given the following less than type frequency
distribution of income per month,

Fncome (Rs.) less than No. of persons

1500 100
1250 80
1000 70
750 55
500 32
250 12

the median class of income is:
{a) 750-1000
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Q.93

Q.94

Q.95

(b) 1000-1250

{c) 250-500

(d) 500-750

For the distribution given in question 89, the
modal class is:

(a) 250-500

(b} 500-750

{c) 750-1000

{(d} none of the above

For the distribution given in question 89, the
upper quartile class is:

(a) 500-750

(b} 750-1000

(c) 1000-1250

(d) 1250-1500

For the distribution given in question 89, the
sixth decile class is:

(a) 500-750

(b} 750-1000

(¢) 1000-1250
(d) 1250-1500
For the distrit
percentile class is:
(a) 250-500

(b} 500-750

(c) 750-1000

(d) none of the above

Given the following frequency distribution
of income of employees,

given in g 89, 30th

Income Rs./month Na. of employees

0-250 12
250-500 20
500-750 23

750-1,000 15
1,000-1,250 10
1,250-1,500 20

The median income of employees is:

(a) 625.00

(b} 760.00

(c) 695.65

{d) none of the above

For the frequency distribution given is
question 94, the mode of the distribution is:
(a) 23

Q.97
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(b) 666.66

(c) 51333

(d) 568.18

For the grouped data given in question 94,
the third quartile is:

(a) 1,200
(b) 1,125
(c) 1,183.33

(d) none of the above

Sixth decile of the continuous frequency
distribution given in question 94 is:

(a) 83333

(b) 1,000,00

(c) 70.00

(d) none of the above

20" percentile of the grouped data given in
question 94 is:

(a) 250

(b} 350

(c) 500

(d) 550

The more than type frequency distribution
of age of the patients on a particular day in
a hospital is as given below.

Age (years) No. of patients
> 10 152
>20 128
> 30 113
> 40 77
> 50 36
> 60 22
=70 5
and up to 80

the 50th percentile class is:

(a) 30-40

(h) 40-50

(c) 50-60

(d) none of the above

For the more than type distribution given in
question 99, the modal class is:

{a) 30-40

(b) 40-50

{c) 50-60

(d) none of the above
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Q. 102

Q. 103

Q. 104

Q. 105

Q. 106

Q. 107

Q. 108

For the more than type distribution given in
question 99, the first quartile class is:

(a) 30-40

(b) 40-50

{e) 50-60

{d) none of the above

In the ascending series of question 99, fourth
decile class is:

{a) 30-40

(b) 40-50

{c) 50-60

(d) none of the above

The mode of the more than type distribution
given in question 99 is:

{a) 37.78

(b) 41.56

(c) 42.56

(d) none of the above

The median (second quartile) of the more
than type distribution given in question 99
15

(a) 37.33

(b} 40.00

(c) 4024

{d) 50.00

The seventh decile of the cumulative distri-
bution of question 99 is:

(a) 42.34

(b) 48.78

{c) 57.66

(d) 47.66

Thirtieth percentile of the more than type
distribution of question 99 is:

(a) 31.83

(b} 53.50

(c) 30.88

(d) none of the above

The upper quartile of the distribution given
in question 99 js:

{a) 50.00

(b) 49.51

{c) 45.00

(d)y 41.00

If we plot the more than type and less than

Q. 109

Q. 110

Q. 111

Q. 112

Q. 113

Q 114

Q. 115

type frequency distributions of the same set
of data, their graphs intersect at the point
which is known as:

(a) median

(b) mode

(c) mean

(d) none of the above

Mcan of a set of values is based on:

(a) all values

(b) 50 per cent values

(c) first and last value

(d) maximum and minimum value

‘Which mean is most affected by extreme
values?

(a) Geometric mean

(b) Harmonic mean

(c) Arithmetic mean

(d) Trimmed mean

The measure of central value which cannot
be calculated with open end classes in case
of grouped data is:

{a) median

(b) arithmetic mean

(c) mode

(d) third quartile

Harmonic mean gives more weightage to:
{a) small values

(b) large values

{c} positive values

(d) negative valucs

Harmonic mean gives less weightage to:
(a) positive values
(b} negative values
(c) small values

(d) large values

For further algeb
mean is:

{a) suitable

(b) not suitable

(c) sometimes suitable
(d) none of the above
For further algebraic treatment harmonic
mean is:

(a) suitable
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(b) not suitable
(c) sometimes suitable
(d) none of the above
For a highly variable series, the most suitable
mean is:
{a) arithmetic mean
(b) geometric mean
{c) harmonic mean
(d) none of the above
The percentage of values in a set of values
which are less than (more than) the median
value is:
(a) 100 per cent
(b} 75 per cent
(c) 50 per cent
(d) 25 per cent
The percentage of values of a set which is
beyond the third quartile is:
(a) 100 per cent
(b) 75 per cent
€) 50 per cent
(d) 25 per cent
The percentage of data of a set which are to
the left of seventh decile is:
(a) 30 per cent
(b) 50 per cent
(c) 70 per cent
(d) 90 per cemt

Q. 120 The percentage of data of a set which is to

Q. 121

Q. 122

the right of ninetieth percentile is:

(a) O per cent

(b} 10 per cent

(¢) 90 per cent

(d) 80 per cent

In a class test, 40 students out of 50 passed
with mean marks 6.0 and the overall average
of class marks was 5.5. The average marks
of students who failed were:

(a) 25

(b) 3.0

{c) 4.8

(d) 3.5

Seven persons gambled sitting on a table.
Four persons lost on an average Rs. 53

Q. 123
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whereas the other three gained on an average
Rs. 70. Is the information worth believing?
(a) Yes

b) No

(c) Not certain

(d) None of the above
The average marks of section A are 65 and
that of section B are 70. The average of both
the sections combined is 67. The ratio of

ber of stud of AtoBis:

(a) 1:3

(b) 2:3

(e) 3:1

d) 3:2

The partition value which divide a series
into two equal parts is known as:

(a) second quartile

(b} third quintile

(c) fourth octile

(d) sixth deciles

In a distribution, the value around which the
items tend to be most heavily concentrated
is called:

(a) mean

(b) median

(c) third quartile

{d) mode

Geometric mean can be used to find out:
(a) population growth

(b) growth rate of GNP

(c) both the above

(d) none of (a) and (b)

Formula for the combined geometric
mean 'GM ;" of two series of sizes n, and
n, and their GM.’s GM, and GM, res-
pectively is:

(a) GMy, =

ny log GM, +n, log GM,
iy
_ m xGM, +ny xGM,
"y +ny
_ GM, logn, + GM; logn,
By g

(b) GM,,

(c) GMy;
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Q. 128
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Q.132
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Q. 134

n, logGM, +

(d) GM,; = Antilog| 1 logGM
Ay +Ry

Sum of the deviations about mean is:
(a) zero
(b) minimum
(c) maximum
(d) one

Sum of the absolute deviations about median
is: .

(a) zero

{b) maximum

{c) minimum

(d) one

Sum of square of the deviations about mean
is:

(a) maximum

(b) minimum

(¢) zero

(d) none of the above

Histogram is useful to determine graphically
the value of:

{a) mean

(b) median

{c) mode

(d) all the above

Graphically partition values can be deter-
mined with the help of:

(a) frequency polygon

(b) bar diagram

(c} line diagram

(d) ogive curve

The suitabl

for qualitative data is:
(a) mode

(b} arithmetic mean
{c) geometric mean
(d) median

Two series having the same mean, median
and mode may:

(a) have same values

(b) not have same values

(¢) both (a) and (b)

of central tendency
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{d) none of (a) and (b)

Weighted mean gives a higher value than

unweighted mean if:

(a) all the items have equal weights

(b) larger items have higher weights and
small items have lower weights,

(c) larger items have lower weights and
smaller items have higher weights

(d) none of the above

In a frequency distribution with open ends,

one cannot find out:

(a) mean

(b) median

(c) mode

(d) all the above

The average of n observations x,, x, , ..., x,

is M. If x, is replaced by ', then the new

average is:

(@) M=x; +x'

M-x+x'
n

(b)

{(n-M-x, +x'
(©) "
nM-x +x'

n

In case of 15 per cent trimmed mean, the
percentage of observations utilised is:
(a) 15 per cent
(b} 30 per cent
(c) B85 per cent
(d) none of the above
If for values of X, AM. =25, HM. =9, then
the GM. is:
(a) 17
(b) 15
(c} 5.83
(d)y 16
The second quartile of the following set of
data, 0, 1,-1,-2,6,4,5, 8,12, 10, 11 is:
(a) 4
() 5
() 6
d) 8

(d)
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Q. 143

Q. 144

Q. 145

Q. 146

Q. 147

The measure of central tendency which
remains unaltered by extreme observations
is

(a) mean

(b) mode

(c) harmonic mean

(d) geometric mean

The mean of the squares of first eleven
natural numbers is:

(a) 46

(b) 23

(c) 48

(d)y 42

The point of intérsection of two cumulative
frequency curves providi

(a) mean '

(b) mode

(c) median

(d) first quartile

The percentage of items in a frequency
distribution lying between upper and lower
quartiles is:

(a) 80 per cent

(b) 40 per cent

(c) 30 per cent

(d) 25 per cent

A person has been deputed to find the
average income of factory employees, To
pravide a correct pi of average income,
he should find out:

(a) geometric mean

(b) weighted mean

(c)_ progressive mean

(d) afithmetic mean.

To know the trend of a titme series data,
preferable type of average is:

{a) progressive average

(b} moving average

(c) weighted mean

(d) quadratic mean.

If we know the mean values and number of
units of various groups, then oré mean value
for all the groups can be obtained by finding
out:

(a) geometric mean

PROGRAMMED STATISTICS

(b) weighted mean
(c) pooled mean
(d) progressive mean
Q. 148 In a frequency distribution of a large number
of values, the mode is:
(a) largest observation
(b) smallest value
(c) observation with maximum frequency
{d) maximum frequency of an observation
Q. 149 The relation between quadratic mean (Q.M.)
and arithmetic mean (A.M.) is:
(a) QM. =AM.
{b) QM. >AM.
{c) Q.M. <AM.
d) QM. =AM.
A set of values contains a few negative
values. The average of set can better be
measured by:
(a) arithmetic mean
(b) geometric mean
(c) progressive mean
(d) quadratic mean

Q. 150

ANSWERS
Section-B

(1) John L. Griffin (2) R.A. Fisher (3) A.L. Bowley
(4) typical value, summary measure (5) extreme
values (6) variate (7) summarises (8) mean (9) 5

1
(10) ﬁlli (11) 13 (12) 16 (13) zero (14) Rs. 65

(15) Rs. 27 (16) accurate (17) 70 (18) (n + 12
{19) minimum (20) 8 (21) Antilog (G,/G,) (22) zero
(23) ratio; proportions (24) 4 (25) 5 (26) average
speed (27) infinity (28) G.M. = JAMXH.M. (29)
median (30) minimum (31) 12 (32) unique (33)
imedian (34) open end (35) mode (36) 7 (37) median;
mode (38) mode (39) mode (40) unimodal (41)
biriodal {42) grouping (43) quartile (44) median
(45) 75th (46) fifth (47) D, (48) 26 per cent
(49) lower or first (50) 60% (51) 50 per cent (52) 34
per cent (53) 40th (54) Qs < Dy < By (55) fifth
(56) fiftieth (57) ascending (58) quintiles (59) Py,
(60) third (61) first; twenty-fifth (62) fractiles
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Chapter S

Measures of Dispersion,
Skewness and Kurtosis

SECTION-A
Short Essay Type Questions

Q.1 What do you understand by dispersion of a
set of values?

Anms. Experience tells that in many situations, the
spread of values is different but their central values
are same. All the more, a central value provides no
information about the scattering of values in a set of
data. Hence, certain measures are evolved which
reflect on the scattering of values in numerical terms
are known as measures of dispersion.

Q. 29 Quote the statements about the term
dispersion given by (i) Reigleman, (ii) W.I. King,
(iii) Spiegel, (iv) B.C. Brookes and W.EL. Dick, (v)
A.L. Bowley.

Ans. The statements given by various workers are
as follows:

(i) Reigleman: Dispersion is the extent o which
the magnitude or qualities of the items differ,
that is the degree of diversity.

(ii) W.L King: The term dispersion is used to
indicate the facts that within a given group,
the items differ from another in size or in
other words there is a lack of uniformity in
their size.

(iti) Spiegel: The degree to which numerical data
tend to spread about an average value is called
the variation or dispersion of data.

(iv) B.C. Brookes and W.F.L. Dick: Dispersion
or spread is the degree of the scatter or
variation of the variable about a central value.

(v) A.L. Bowley: Disp is the of
the variation of the items.
Q.3 Name different measures of dispersion.

Ans. Following are the different measures of dis-
persion:

(i) range, (ii) Interquartile range and quartile
deviation, (iii) Mean deviation, (iv) Median absolute
deviation, (v) Variance (vi) Standard deviation, and
(vii) Coefficient of variation.

Q.4 In what manner, John 1. Griffin and, C.T.
Clark and L.L. Schkade defined measures of dis-
persion.

Ans. The definitions given by the stalisticians
named in the question are as given below:

John L Griffin: A measure of variation or dispersion
describes the degree of scatter shown by the obser-
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vations and is usually measured as an average devia-
tion about some central value or by any order statistic,
Clark and Schkade: Measures of dispersion are
measures of scatter about an average.
Q.5 What are requisites of a good measure of
dispersion?
Ans. Main of an ideal
sion can be given as follows:

(i) It should be based on all the observations.

(ii) Its unit should be same as the unit of
measurement of items.

(iii) Tt should be rigidly defined.
(iv) It should follow general rules of mathematics.
(v} It should not be subjected to complicated and
tedious calculations.
Q.6 What are the uses of dispersion?
Ans.  Main uses of dispersion are:
(i) It tells about the reliability of a measure of
central value,
(ii) It makes possible to compare two series of
data in respect of their variability.
(iii) Measure of dispersion provides the basis for
the control of variability.
(iv) It has a wide application in almost all fields
of statistics.
Q.7 Define range.
Ans. The difference between the largest and

smallest values of a set of data is called its range.
Range is shown as lowest value-largest value.

of disper-

Q.8 Give the merits of range.
Ans.  Merits of range are:
(i) It is the easiest measure of dispersion.
(i1} It can always be found out visually ie., it
involves no calculations.
(iii} It is one of the largely used measure of
dispersion.
Q.9 Give demerits of range.
Ans. Demerits of range are:

(i) Itdepends on two extreme values of a series.
Thus, it gives no information about the

€1
observations lying between smallest and
largest values.
(ii) It is highly ptible to sampling f1
tions.
(iii) Tt is not suitable for further mathematical
treatment.

(iv) Addition or deletion of a single value may
change the entire complex of range.

Q. 10 Define coefficient of range.

Ans. It is a pure number given as the ratio of
difference between the largest and smallest values to
the sum of the largest and smallest values of a set of
data. Numerically, coefficient of range is (L - SV
(L + 5). Lesser the coefficient of range, better it is.
Q. 11 Express interquartile (1.Q.) range.
Ans.  Itis equal to the difference between the upper
and lower quartiles. Symbolically, it is equal to
(@, - Q). This measure of dispersion tells about the
range of the middle 50 per cent values of a set of
data. In this measure, lower 25 per cent and upper
25 per cent values are excluded. It is not a good
of disp as it tells g about the
dispersion of values around average. It hardly fulfils
any of the isites of a good of disper-
sion.
Q. 12 Define percentile range.
Ans. The diff 90th p tile (Pyy)
and 10th percentile (P,;) is called percentile range.
It is denoted as Py, — Py, Its value is same as
Dy~ D, where D, and Dy denote 9th and 1st deciles.
This measure is more useful in education.
Q. 13 Define quartile deviation (Q.D.) and give its
important features.
Ans. It is half of the interquartile range, i.e.,
(Q; - Q2. It is an absolute measure of disper-
sion. Hence, to compare two series, a relative
measure known as coefficient of quartile devia-
tion is given which is symbolically expressed as

(@-2)/(2:+2)-

Q. 14 For a symmetrical distribution, how can one
determine the upper and lower quamles with the
help of quartile deviation?




Ans. For a symmetrical distribution, the upper and
lower quartiles can be d ined by the f
(@, +Q.D.) and (Q, - Q.D.) respectively.
Q.15 What are the good points of quartile
deviation?
Ans. Following are the good points of quartile
deviation:
(i) Itis easy to calculate and understand.,
(ii) It can be calculated in case of open end
frequency distributions as well.
(iii) It is not affected by 25 per cent upper and 25
per cent lower extreme valoes.
Q. 16 Throw light on mean deviation (M.D.).
Ans. Range and quartile deviations are positional
of dispersi h . a deviation is
a measure of dispersion which is based on all values
of a set of data. It is defined as the average of the
absolute deviations taken from an average usually,
the mean, median or mode. It is usually denoted by
8. To clarify whether the average used in mean
deviation is mean, median or mode, a suffix is
attached to § such as 8. Bpy Or Sy,
The formula for calculaling mean deviation of n

observations X, X,, ..., X, is,
1
8= ;glxl._ "‘J
for i=1,2,..n

Also A may be any chosen constant out of mean,
median and mode.

For a frequency distribution in which the variate
value x, occurs f, times (i = 1, 2, ..., k), the formula
for mean deviation is,

1
§=— X ~
w2 A=A
where Ef;=n and A as defined above.
Here, it is worth emphasising that mean deviation is
minimum about the median. That is why median is

ly used as an average value about which the
mean deviation is calculated.

Q. 17 Discuss coefficient of mean deviation.

PROGRAMMED STATISTICS

Ans. Mean deviation has the same unit of measure-
ment as that of the variable x. If two series have
different units of measurement, the series cannot be

d. Hence for comparing any two series, an
unitless measure is given known as coefficient of
mean deviation. It is the ratio of mean deviation to
the average ‘A’ used in calculating it. Its formula
is, -

Mean deviation
A

Coeff. of M.D.= =100

Itis multiplied by 100 to express coefficient of mean

deviation in percentage.
Q. 18 Write the merits of mean deviation.
Ans. Following are the merits of mean deviation:
1. It wtilises all the observations of the set.
2. Itis simple to calculate and understand.
3. Itis least affected by extreme values.
Q. 19 Mention the demerits of mean deviation.
Ans. Following are the demerits of mean deviation:
1, The foremost weakness of mean deviation is
that in its calculation negative differences are
. considered positive without any sound
reasoning.
2. It is not amenable to further algebraic treat-
ment.
3. It cannot be calculated is case of open end(s)
frequency distribution.
Q. 20. Define and discuss variance.
Ans. The average of the square of the deviations
taken from mean is called variance. The population
variance is generally denoted by o2 and its estimate
{sample variance) by s°. For N population values
X Xy - Xs'having the population mean p, the
population variance,

2 1 2
o "EZ(X;"P)
for i=12,.. N

where uw=I,X,/N

An estimate of o based on n sample values x,,
Xy - X,, the sample variance,
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2_ b o2
st = “_lZ(x; x)
for i=L2..,n
and x=E x;/n.
For a frequency distribution of sample values x,,

Xy, ..., X, having frequencies f,, £, ..., f; respectively.
The sample variance,

F = L)

(Zfix)?
_ 1 2 0 il
Tl Z' fixi n

where “=¥f: fori=1,2,..k

Q. 21 Discuss merits and demerits of variance.

Ans. It p all the of a good
measure of dispersion except that its unit is square
of the unit of measurement of variate values. Hence,
many times it becomes difficult to actually adjudge
the magnitude of variation. Also variance is sensitive
to extreme values. Variance is the backbone of
statistics.

Q. 22 Mean deviation is minimum while taking the
deviations from median. Then why do we take sum
of square of deviations from mean while calculating
the variance?

Ans. Deviations from mean are used for variance
b sum of of d from mean is
minimum.

Q. 23 How does vaniance is affected by the change
of origin and scale?

Ans. Vari is indef of change of origin,
but is affected by the change of scale. If each
observation of a data set is multiplied by c, then the
variance of new data set, is c? times the variance of
original data.

Q. 24 What is the difference between absolute and
relative dispersion?

1 r

Ans. If the unit of a measure of dispersion is in
same terms as that of the observations of a series, it

is called absol, of disp , €.2., height
in cm, weight in kg., income in rupees, etc. In this
case lwo series, having different units of dispersion,
cannot be d. Hence, for ison of two
series having different units of measurement, one
requires an unit less measure of dispersion. Such
measures are d as relati or coeffi-
cient of dispersion. For this, a measure of dispersion
is usually divided by mean used in its calculation
and multiplied by 100. This provides the measure
expressed in percentage which is fit for comparison
of any two or more series.

Q. 25 Define and describe in brief standard
deviation.

Ans. The positive square root of the variance is
called standard deviation. The idea of standard
deviation was first given by Karl Pearson in 1893.

Symbolically,

e
» e

It fulfils all the requisites of a good measure of
dispersion except that it is sensitive to extreme values.
That is why it is known as standard deviation.

Q. 26 Explain median absolute deviation (MAD).
Ans. Standard deviation is affected by extreme
values, Hence, the median absolute deviation is an
alternative measure of dispersion. Median absolute
deviation is defined as the median of the absolute
deviation taken from median. It is seldom used as it
is not easily amenable to further algebraic treatment.
Moreover, it is not involved in distribution function.

‘The formula for median absolute deviation is,

MAD = Median |, - X,y |

Q.27 C on the vari of median and
sample mean based on a sample of size n from a
normal population having variance o2,
for

ples of
size n from a normal population is & o /2n which
is greater than the variance of sample mean ¥ which
is equal to a?/n.

Ans. Varance of

¥
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Q. 28 How variability is indicated by a measure of
dispersion?

Ans, Lesser the value of a measure of dispersion,
more is the degree of nearness of observations. It is
also an indicator of homogeneity of values of a
series.

Q.29 What are the different names given to
standard deviation?

Ans. Standard deviation is also known as mean
error, mean square errar or rool mean square
deviation from mean.

Q. 30 What is the effect of adding or subtracting a
constant ‘¢’ from each observation of a set on
variance or standard deviation?
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Ans. The variance of the transformed set of values
will be &? times the variance of the original set of
values.

Q. 36 What is coefficient of variation and its
importance?

Ans. Coefficient of variation (C.V.) is the ratio of
the standard deviation and the mean. Usually it is
expressed in percentage. The formula for coefficient
of variation is,

CV.= x 100,

It is a relative measure and is most suitable to
compare any two series. As we know, the size of

Ans. The variance or standard d
the same as they are independent of change of origin.
Q. 31 Standard deviation is equivalent to what type
of mean?

Ans. As a matter of fact, standard deviation is
nothing but the quadratic mean of the deviations
from data mean.

Q. 32 Why are mean deviation (M.D.) and standard
deviation (S.D.) not calculated using the same
average?

Ans. Mean deviations and standard deviation are
not calculated using the same average because M.D.
is minimum when the deviations are taken from
median whereas mean square deviation is least when
deviations are measured from mean.

Q. 33 Give the formula for standard deviation of a
population of first n natural numbers.

Ans. The formula for standard deviation (o) of
first n natural numbers is

o= [t -1)

Q. 34 How is variance affected if each observation
of a set is divided by a constant ‘d".

Ans. The variance of the new set of values will be

1 .
rFi times the original value of variance,

Q. 35 How is variance affected if each observation
of a set is multiplied by "d".

of dispersion also depends on the size of
measurement. Hence, it is very appropriate measure
of dispersion to compare wo series which differ
largely in respect of their means. All the more, a
series or a set of values having lesser coefficient of
variation as compared o the other is more consistent.

Q. 37 How can the variance of two groups or series
of data can be combined (pooled)?

Ans. Suppose of,o3: X, X, and N, N, are the
variances, means and sizes of two groups of values
respectively. Also let X, be their combined mean.

The combined variance of two groups is given by
the formula.

. N{o? +(%, - %)} + Mafod +(% - X))
2= N+ N

N, (uf +d|z]+ N, (u% +d%)
B N +N;

where, X, -X;=d, andX; - X); =d;. The for-
mula for combined variance can be extended to any
number of groups.

Q. 38 What is the advantage of combined variance?
Ans. Many times we know the means and variances
of individual series or groups of data of known .
sizes. Then for some statistical analysis, their pooled
variance is required. By the formula for pooled
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variance, it can easily be obtained without original

data. Also a lot of time and labour is saved.
Q. 39 Define and discuss moments in brief.

Ans. ™ moment may be defined as the average of
the A exponent of the deviations of the variate
values of a series about mean, #* moment about an
arbitrary mean ‘o’ is given as.

1, =E(x—a)’
r=12,...,r
where, E stands for expectation. Mathematical

expectation has been discussed in chapter 7. Read it
from there. For a series haviog N values X, X, ...,

for

X, the 7 about an arbitrary origin ‘a’ is
given as.
1
Hy EEZ(X:'—“)'
for i=1,2 ., N

If @ = 0, the moment is known as r* raw (simple)
moment and is given as

o ,
He = N Z X;
Again, if a = p, the ™ moment is known as
central (absolute) moment and its formula is,

By = %Z(xl “l"'}'

Tt is interesting to reveal that an algebraic relation

between pf, p) and p, can easily be established. It
helps in determining one when others are known.
Q. 40 What are the uses and importance of
moments.

Ans. Each fi ibution is ified by
ils moments espemn]ly the first and mond moments.
They also help in determining the shape of a
ion since sk and kurtosis are usually
measured with the help of moments. Mean and
variance are nothing but first and second moments
respectively. In practice, moments of order higher
than fourth are rarely required.

Q. 41 What is known as probable error?

Ans. Two-thirds of the standard deviation is known

as probable error. It is also equal to quartile deviation.
Symhnilcally.

P. E.=§D’
=Q.D.

Q. 42 What does empirical relations exist between
quartile deviation, mean deviation and standard
deviation?

Ans. Relation between Q.D., M.D. and 5.D. is,

5 2
.D.==M.D.==S.D,

QD 6MD 35
or 6QD. =5MD.=48.D.

Q. 43 Give an empirical relation between range,
standard d ion, quartile deviation and mean
deviation,

Ans. The empirical relation between range,
standard deviation, quartile deviation and mean
deviation is as follows:

R=65.D.=9Q.D.= %M.D.

Q. 44 Give relations of the first four central mo-
ments with the raw moments.
Ans. The relations of the first four moments p,,
My My and p, with the raw moments pf, pj, py and
uy are

H =0

Ra =y -pi

Ha = B3 =3 ] + 20"

By = g =dp g +6p i -3ut
Q. 45 Write the relations of the first four moments
about the arbitrary mean ‘a" and raw moments.

Ans. Four moments about the arbitrary mean ‘a’
i.e., in terms of raw can be d as:

Py =pj-a=p-a
M3 =pj-2apj+a’
#§ = =3ap; +3a’nj -a’

wi=pi-dap) +6a’ py—da’ pj+a*



Q. 46 What will be the effect of coding (change of
origin and scale) of data on moments?

Ans. Let a constant value ¢ is subtracted from
each variate value and then divided by h, ie., the

coded value d = % Then, the raw moments can
be determined by the following relations,

={#;;,.J,]u.
i
s -[#Zmﬁ],hs
m[ 5 fd"]

where, there exists &k variate values X, X, ..., X,
having frequencies f, f,. ..., f, respectively and for
=12 kAlsoZf=N

The relations show that there is no effect of change
of origin on the moments but the scale factor appears
in multiplication if each value after subtracting c is
divided by k. Once we know the raw moments, we
can find the central momenis using the relations
between two types of moments.

Q.47 What are the special advantages of standard
deviation?

Ans. The special advantages of standard d
are:

{i) Standard deviation carries great importance
in sampling methods.
(ii) It is least sensitive to pling fl
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frequency distribution curve is known as skewness.
Symmetry of tails means that the frequency of the
points at equal distances on both sides of the centre
of the curve on X-axis is same. Also, the area under
the curve at equidistant intervals on both sides of the
uantre is also equal. Departure from symmetry leads
to It is adjudged by the elongation of the
right and left tails of the curve.
Q. 49 What is positive and negative skewness?
Ans. If the left tail of the frequency curve is more
elongated than right tail, it is known as negative
skewness and a reverse situation leads to positive
skewness.
Q. 50 What purpose is served by measuring
skewness?
Ans. Measure of Skewness indicates to what extent
and in what direction the distribution of a variable
differs from symmetry of a frequency curve. The
curve may have positive or negative skewness, Both
positive and negative skewness can mnever occur
simultaneously.
Q. 51 What changes occur in the position of mean,
median and mode in case of positive and negative
skewness?
Ans. In a negative skew curve, the mean and
median are pulled to the left whereas in a positive
skew curve, the mean and median are pulled to the
right. Also it should be kept in mind that median
always lies in between mean and mode.
Q. 52 How can we know about skewness?
Ans, Skewness can be known by two methods
given below:

(i) Graphically

(ii) By mathematical measures.
Q. 53 Describe graphical method of detecting

(iii) With the help of standard deviation, it is
possible lo ascertain the area under the normal
curve.

(iv) It has great wility in testing of hyp

Ans. Draw a frequency curve by plulung the pmnr.s
for variate values and
Iudgebynakndeyesﬂmlmlhemlsofm:uwc

which other measures of dispersion hardly
do.

What is meant by skewness?
Lack of symmetry of tails (about mean) of a

Q.48

are ical or not. If not symmetrical, the curve
is skew. Positive skewness depends whether the right
tail is more elongated than left tail. For negative
skewness, a reverse siluation exists.

Graphical method is just gh to know about
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skewness. But it does not give the idea about the
extent of skewness. Further slight skewness cannot
be detected by naked eyes.

Q. 54 Give different formulae for

87

Q. 55 How do you interpret the value of measure
of skewness?

Ans. If the measure of skewness is zero, it means

iug
skewness .
Ans. Different formulae for measuring skewness
are:
(i) Bowley's formula for measuring skewness in
terms of quartiles is:

Qt O +0,-20,
-0

In many books measure of skewness is
denoted by J or S,
Kelley gave the formulain terms of percentiles
and deciles.
Kelley's absolute measures of skewness
are,

(ii)

S =Fog+ Py =2P
=Dy + D, -2Ds
These formulae are not practically used.

Instead, it is measured as coefficient of
skewness which is given as,

P+ Po~2Py

5 =i
a0 10

_Dy+D,-2D;
D,-D,

Kelley's formulae are seldom used.
(iii) Karl Pearson’s measure of skewness,
mean — mode

S.D.
Karl Pearson's formula for a wide class of
frequency distributions in terms of moments
is,

a3 =

(iv)

that the fi y curve is symmetrical. Hence, for
asymmetrical curve i, = ay =7, =0 which implies
Gy +0 =205, Py+FRo=2Pg Dy+Dy
=2Dy; mean = median = mode. Also, By =0.

Again, if the value of 5, v, or @, is positive, it
leads to positive skewness. In this siwation, the
frequency curve has elongated right 1ail. A negative
value of 5,, ¥, or @, leads 10 negative skewness and
the frequency curve has a long tail on the left as
compared to the right tail. Greater the magnitude of
S, 1, or a,, more is the skewness,

Q. 56 For a moderately skew distribution, what
relation between mean, median and mode exists?
Ans. For a moderately skew distribution, the
relation between mean, median and mode is,

Mean — Mode = 3 (Mean — Median)
Q. 57 What do you understand by Kurtosis?
Ans. Kurtosis means bulginess. Kurtosis relates to
the peakedness of a frequency curve as compared to
a normally peaked curve. If a frequency distribution
curve is more peaked or flat than a normally peaked
curve then it is called a Kurtic curve, This property
of bulginess is called Kurtosis.

If a frequency curve is more peaked than normal
then it is called a leptokurtic curve and if it is less
peaked than normal, it is called platykurtic curve. In
terms of Kurtosis, a normally peaked curve is known
as mesokurtic curve.

Q. 58 Kurtosis is adjudged around which measure
of central tendency?

Ans. Kurtosis is adjudged around mode of the
frequency distribution.

that

u3 Q. 59 How can one know about Kurtosis?
P = E Ans. Kurtosis can be perceived simply by looking
. Iy the f sk bur Al y distribution curve. But such a perception
P Bives only i measurs of skewness ot difficult if the curve is slightly kurtic.

measure y, is defined as,

Yl'ﬂ‘fﬁf'“s
1

To overcome this difficulty of subjective judgement,
it is mathematically measured as the ratio of fourth
moment to the square of the second moment.
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Symbolically,

Q. 60 How to ascertain Kurtosis with the help of
By?

Ans. If the value of (3, is more than 3, the curves
is leptokurtic and if less than 3, the curve is
platykurtic. For a mesokurtic curve, B, = 3.
Q. 61 What are standard of sk
kurtosis given by Karl Pearson?

Ans.  Karl Pearson gave two convenient quantities
as gamma measures defined as

Yl"\‘rﬂ_l='b_

X
L5

and

Hs '3I-l§
K3

If v, is negative, the frequency curve is negatively
skew and if positive, the curve possesses positive
skewness. Whereas B, gives only the magnitude but
not direction.

Again, if y, > 0, the curve is leptokurtic, if y, <0
the curve is platykurtic. When y, = 0, the curve is
mesokurtic or we can say, there is no Kurtosis.

Q. 62 What is the purpose of measuring skewness
and Kurtosis?

Ans.  Two measures namely, skewness and Kurtosis
determine the shape of the frequency curve which
obviously reflects on the type of distribution.

and Y2 =Py-3=

Q. 63 What is the role of avernges, measures of
dispersion, skewness and Kurtosis?

Ans.  Averages, measures of dispersion, skewness
and Kurtosis are complementary to each other in
understanding frequency distribution,

Q. 64 Why mean deviation and standard deviation
are not calculated using the same average?

Ans.  The same average is not used in calculating
mean deviation and standard deviation because mean
deviation is about median and dard
deviation is minimum about mean as the sum of
squares of the deviations from mean is minimum.

PROGRAMMED STATISTICS

Q. 65 What is Sheppard’s correction?

Ans. W.F. Sheppard pointed out that in case of
continuous frequency distributions at the time of
calculating moments, it is presumed that frequencies
are centred at the mid-points of the class intervals,
Such a presumption introduces some error in the
calculation of moments. Hence, he suggested some
corrections in various moments. These corrections
are known as Sheppard's correction. They are as
follows:

Corrected  p, =y, (no correction needed)

e
Corrected B3 =§, T (1 is the class interval)

Cormected  py =Py (no correction needed)

? 7 .
Y e —
L R T
Corrections for higher order moments than fourth
can be seen in a textbook if needed.
Q.66 What are first and second coefficient of
skewness,

Corrected

Ans. The coefficients of skewness ay = B, =7,

are the first coefficient of skewness. Another measure
of skewness which is mainly useful for measuring
slight skewness is known as moment coefficient of
skewness and is given by the formula,

. - \I'rﬁ (B2 +3)
2{5 Ba-6B, - 9)
where B, and B, are already given. d

Moment coefficient of skewness is known as
second coefficient of skewness.

Q. 67 Can second coefficient of skewness be used
1o determine the mode?

Ans. Yes, mode can be determined by the second
coefficient of skewness using the relation,

_ BB+
Mm B -2(5B1 _6B| -9)

= — second coeff, of skewness x S.D.

Moment coeff. of



MEASURES OF DISPERSION, SKEWNESS AND KURTOSIS 69
SECTION-B
Fill in the Blanks
Fill in the suitable word(s) or phrase(s) in the 13. Percentile range in terms of deciles is given
blanks: as .
1. The statement, “The term dispersion is used 14. Mean deviation is based on
to indicate the facts that within a group, the 15. Mean deviation is minimum about

2

A

4.

5.

6.

7.

8.

9.

10.

11
12.

items different from one another in size or in
other words, there is lack of uniformity in
their size™ was given by .
“Dispersion is the extent to which the magni-
tudes or qualities of the items differ that is
the degree of diversity™ is the statement about
dispersion given by

The definition, “Dispersion is the measure of
the variation of the items™ was given by

“Dispersion or spread is the degree of the
scatter or variation of the variable about a
central value™ is the definition of dispersion
given by
defined d:spersmn as, “The

degree to which numerical data tend to spread
about an average value is called the variation
or dispersion of the data
Dispersion was explained as, “measures of
dispersion are measures of scatter about an
average” by

definition of dispersion is “A
measure of variation or dispersion describes
the degree of scatter shown by the

. observations and is usually measured as an

average deviation about some central value
or by an order statistic.'”

Measure of dispersion which utilises only
two observations is

is the
which utilises only extreme values.
Coeflicient of range is the

16.

17.

18.

19.

20.

mean deviation suffers with the lacuna that it
considers all differences .
Coefficient of mean deviation about a central
value ¢’ is given as

The formula for calculating mean devlauorl
about median for a discrete frequency
distribution is .

Standard deviation is the of

variance.
Other names of standard deviation are

Best measure of dispersion is

measure of dispersion.
Inter-quartile range is equal to
Percentile range is given as

21. .

22, Measure of dispersion suitable for comparing
any two series is

23. The relation between variance aud standard
deviation is .

24. the value of coefficient of range,
better it is.

25. feviation can be ot 1 in case
of open end intervals.
Quartile deviation is not affected by
___ percent extreme values.

27, Quartile d ion is a
of dispersion.

28, The relation, 20, = G4 +Q, holds in case of

distribution.
29. Mean deviation is calculated by idering
» deviations.
uf v 30. is highly susceptible to sampling

fluctuations.

3L M of disj tell about
of central value.

32, Interquartile range is of quartil
deviation.
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Median absolute deviation is the I
of the absolute deviations taken from medi

53.
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B, gives the measure of skewness but

t rej variance.

The relation between probable error and
standard deviation is

36. The ratio of quartile deviation to mean

w
L

41

42.

43,

47,

deviation is

The ratio of quartile de\nauun to standard

deviation is

The moments about
moments.

Moments about origin zero are called
moments.

Moments of odd order about mean for a
symmetric distribution are

mean are called

Sheppard's ion adjust ﬂwmdue

1o consideration of freq located at
of the class intervals.

For a symmetric distribution coefficient of

skewness is

oy Jﬁaud ¥y are
of skewness.

Moment coefficient of skewness is called
coefficient of skewness,

coefficients

Measure of central tendency which can be
determined with the help of second coefficient
of skewness is

In case of
and mode are

Less is the coefficient of variation,
consistent is the series,

The relation between B, and vy, is

PR g

mean,

For a leptok

tic curve, the relation between
n, and p, is .
For a mesokurtic curve, B, equal to

Fora p!atykutuc curve is y, is
For a platykurtic curve, the relation be-
tween second and fourth moment is

54.

55.

56.

57.

58.

59.

60.

. %

&

.3

8

70.

7.

Kurtosis means

of the frequency
curve,
Skewness means of the frequency
distribution curve.
Sum of squm:s of the deviations from mean

is
The relation Iluat holds between pcrocnh]u
in case of symmetric distribution is

For a symmetric distribution 1s1, 5th and 9th
deciles are connected as

The relation of third central moment with
raw moments is .
There is effect of change of
origin on the values of moments.
Change of scale the value of
moments.

can be calculated about an
arbitrary origin.

With the help of a measure of dispersion,

namely, , area under the normal

curve can be determined.

Karl Pearson’s formula for measure of

skewness is

If the coefficient of Kunns:x is cqua] (03, the

frequency curve is

If the coefficient of Kurtosis is greater than

3, the distribution is

If the mean, mode and standard deviation of

a distribution are 48, 38 and 10 respectively,

the distribution is skew.

If for an asymmelric distribution, the mean,

median and S.D. are 25, 15 and 10, respecti-

vely the distribution is skew.

If B, =0and B, =3, itisknown as frequency
curve,

Mean is not equal to

skew distribution.

For a symmetric distribution, upper and lower

quartiles are equidistant from

in case of
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72,

73,

74.

75.

76.

77.

78.

81

82,

90.

If skewness is negative, the mean is

mode.

For moderately skew distribution, the
relation between mean, median and mode is

Mean deviation can never be

For calculating variance, deviations are taken

from

Coefficient of variation is usually expressed

.

Graphical method of rneasunng dispersion is

through

It is necessary to

a Lorenz curve is drawn,

Coefficient of mean deviation and coefficient

of variation are __________.

If quartile deviation of a series is 30 and

median is 45, the coefficient of mean

deviation is

If mean deviation is 16 an.d mean 30, the

coefficient of variation is per

cent.

If quartile deviation of certain items is 20

and mean is 50, the cocfficient of variation is
per cent.

If team A has mean score 7 and variance 25,

team B has mean score 6 and variance 9,
is more consistent.

the data before

Standard d i a order
measure of dispersion.
Range is a order of
dispersion.
In any distribution mean di is
standard deviation.

the distance of Lorenz Curve

from the line of equal distribution, the greater
is the variability in the series of values.

The average ol'sqmd deviations from mean
is called

A of di
reliability of an
If a distribution has, mean = '? 5, mode = 10

is a of

91.

92

93.

95.

98.

100.

101.

102,
103,

104,

105,

106.

L

and skewness o = = 0.5, the variance is

1f the maximum value in a series is 60 and
coefficient of range 0.5, the minimum value
of the series is

Formula for coefficient of mean deviation is

The standard deviation of the five
observations 5, 5,5, 5,5 is
Mean d
deviation.

The sum of squares of deviations taken from
mean 40 for 9 sample observations is 288,
The coefficient of variation is

is always quartile

The sum of the deviations from median 24
for 12 observations is 72, the coefficient of
mean deviation is

Range of a set of values is 16 and its mini-
mum value is 21, the maximum value is

If mean and standard deviation of 8 obser-
valions in a sample are 9 and 4 and that of
second sample of size 4 are 15 and 3, the
combined variance of the two samples is

For a hlghly skewed distribution, the best
measure of central value is

If the mean of a distribution is 15 and variance
=25. Also given that B, = 1, the third moment
about origin is .

Variance of meuian for a sample of size n
from a normal population is
Standard deviation utilises

Variance of pl dian is
than the variance of sample mean.
The inequality that holds between arithmetic
mean (A.M.) and standard deviation (S.D.} is
Standard deviation of first n natural numbers
is

The measure of central tendency about which
Kurosis is marked is
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107.

108.

109,

110.

111

Standard deviation gives more weight to
values.,

Standard deviation is useful in finding the

descriptive like and
of a distribution.

Variation in data can graphically be perceived

by .

If the sum of deviations from median is not

zero, then a distribution will be .

If the frequencies on either side of mode are

not similarly distributed, the freq ¥

112

113,

114,

115,
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distribution curve will be .
Measure of skewness provides the

and of asy Y P ina
distribution,
Measure of Kurtosis shows the degree of

of a frequency distribution curve,
Standard deviation of two values X, and X,
is equal to .
Change of origin and scale of values for a set
makes the calculation of standard deviation

SECTION-C
Multiple Choice Questions

Select the comrect alternative out of given ones:
Q. 1 Which of the following is not a measure of

Q.2

dispersion?

(a) mean deviation

(b) quartile deviation

(c) standard deviation

(d) average deviation from mean
‘Which of the foll
of dispersion?
(a) standard deviation

(b) mean deviation

(c) coefficient of variation
(d) range

ing is a unitless

Which one of the given measures of
dispersion is considered best?

(a) standard deviation

{b) range

(c) variance

(d) coefficient of variation

For comparison of two different series, the
best measure of dispersion is:

(a) range

(b) mean deviation

(c) standard deviation

(d) none of the above

. Correct formula for mean deviation from a

constant A of a series in which the variate

values x, x,, ..., x, have frequencies f), £,
«uy fy TESPECHively is:

@ %Zlﬂn -4)
® %Zﬁ(h-ﬂ]
¥ 2t -a)
¥ 2lin -

where i = 1,2, ., kand T, = N

(©)

(d)

Q. 6. Correct formula for variance of n sample

observations x,, x;, ..., X, is:

;I‘I:—]E[‘i‘ijz
! 5
)

% Z(’f “;}2

(a)

(b)

()
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Q.9

1 =
(d) ;fo-xz

The correct relation between variance and
standard deviation (S.D.) of a variable X is:
(a) S.D. = [Var (X))

(b) S.D.=[Var (X)]'?

{c) S.D.=Var(X)

(d) none of the above

Formula for coefficient of variation is:

@ cv.=3 00
mean

(b} C.V.= ':;;':lxlm

© cv.=ﬁm’-"¥

@ C""’ﬁ?&n

Out of all measures of dispersion, the easiest
one to calculate is:

(a) standard deviation

(b) range

(c) variance

(d) quartile deviation

Formula for range (R) of a set of values X,
Xy X 180

@ R= Xoiy = Xpuax

(b} R=|Xoin = Xiae|

(c) R= wa - Xﬂil

(d) R=X,-X,

Formula for cocfficient of range of the set
of observations X, X;, ..., X, is:

(a) coeff. of range = Koo = X
mas +xn’n

X
(b) coefl. of range =-Xﬁ-‘+—"'"
X = Xoin

X,
(¢} coeff. of range = XM

73

Koz = Xty

(d) coefl. of range = X

Q. 12 Coefficient of quartile deviation is given by

the formula:

@ +0
(a) ff. of Q.D.= =——
a) coeff. of Q 0.-0,

&+Q
(b} coeff. of Q.D.= =2—1
Q-0

(c) coeff. of Q.D.= -g’;g'}

=

(d) coeff. of Q.D.=

-0
&+

Q. 13 For a symmetrical distribution, My £Q.D.

Q. 16

covers:

(a) 25 per cent of the observations

(b) 50 per cent of the observations

(¢) 75 per tent of the observations

(d) 100 per cent of the ohservations

M= Median and Q.D. = Quartile deviation
Quartile deviation or semi inter-quartile
deviation is given by the formula:

@ QD.= o ;Ql

(b) QD.=03-Q
) QD.=(0:-Q)/2

@ QD.=(Q-@)/4

Mean deviation is minimum when deviations
are taken from:

{a) mean

(h) median

{c) mode

{d) zero

Sum of squares of the deviations is minimum
when deviations are taken from:

(a) mean

(b) median

(c) mode

(d) zero
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Q.17

Q.20

If a constant value 5 is subtracted from each
observation of a set, the variance is:

(a) reduced by 5

(b) reduced by 25

(c) unaltered

(d) increased by 25

If each observation of a set is divided by 10,
the 5.D. of the new observations is:

1
{a) ﬁ th of 5.D. of original obs.

1
l_(ﬁm of S.D. of original obs.

(c) not changed

(d) 10 times of 5.D. of original obs

1f each value of a set is divided by ¢, then
the variance (57) of the original sample values
from coded values dx,, dx,, .., dx_is
obtained by the formula:

(b)

@ §° =n—]_-i${dx;-—5x)z ®e
1 -

M) 5*= n_;—lz(dx" -ci'.\')2 xc?
I - 1

{c) Jz = EZ[I‘I} —d).')z * ;

1 -2 ]
(d) s’=;~—-_—12(dx,—dx) xc—z

Which of the following formula for standard
deviation of a frequency distribution is not
correct?

(a) o=

1 =2
Ez.ﬁ("’f ~Xx)

®) o=

93

¥ LAt -

(c) o=

o
i
——
.t
|
2
f—
L]

2 pat

z|-

Q.23

Q.24

PROGRAMMED STATISTICS

where I, f; = N and other notations are as
usual.

Il a constant ‘¢’ is subtracted from each
observation and then divided by d, then the
formula for variance of frequency distri-
bution having k groups is:
- . 2
L] L fixi
z_(L 2 _f
(a) o = N Z fix! M

=l

RS -
® o’ =ﬁ[2f:(x: —x’)*}mﬁ

L ()
Zf‘x‘:z_l-l;:‘ xd?

Qml

(c) uz =

L
N
(d) None of the above

x-c
d

The empirical relationship between quartile
deviation (Q.D.) and standard deviation in
normal distribution is:

(a) 3Q.D. = 28.D.

(b) 4QD. = 35D.

(c) 6Q.D. = 58.D.

(d) 5QD. = 4S.D.

The relationship between mean deviation
(M.D.) and standard deviation is:

(a) IMD.=25D.

(b) 5M.D.=45D.

{c) 6M.D.=55.D.

(d) M.D.=5D.

The empirical relation between quartile
deviation (Q.D.) and mean deviation (M.D.)
from mean is:

where xf = and N=Xf,
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Q.26

Q.27

Q.28

Q.31

(a) 3Q.D. = 5MD.
(b) 6Q.D. = 3M.D.
{c) 5QD. = 6 MD.
(d) 6Q.D. = 5MD.

1 Anrd

An empirical relation be

deviation, mean deviation about mean and
quartile deviation is:
(a) 45.D. = 6 MD.
(b) 4S.D. = 5M.D. =
(c) 68D. = 5MD. = 45D.

(dy 58D. = 4MD. = 6Q.D.

The empirical relation between range (R)
and standard deviation is:

{a) R=35D.

(b) R=2S8D.

(c) R=65D.

(d) R=45D.

An empirical relationship between range and
quartile deviation about mean is:
(a) R=4QD.

(b) R=90Q.D.

{¢) R=6Q.D.

(d) none of the above

An empirical relation b

mean deviation is:

(a) R=10M.D.

(b) 2R=5M.D.

(¢} 3R=5M.D.

(dy 2R=15M.D.

Which of disg

degree of reliability?

(a) range

(b) mean deviation

{c) quartile deviation

(d) standard deviation

Which of disy

degree of reliability?

(a) range

(b) mean deviation

(c) quartile deviation

{(d) standard deviation

There are two populations consisting of N,

5QD.
6Q.D.

range and

highest

lowest

and N, units, having means X, and X;,

Q.32

Q.35

75

variances o and o3 respectively. Let their
pooled mean be X,,. Also, supposing
X, - X2 =d, and X, -X); =d,. The for-
mula for pooled variance is:

. M (of +d|1}+ Nz(ug +d§)

@ o= N+ N,

b o= Ny(of +df)+ Ni(o3 +47)
® N +N,

© o= N6 + Nyd? + Nyoi + Nyds
& N, +N;

3 o= Nyl +Nyo3 + Nydi + Nydi
@ 2 N +Ny

Average wages of workers of a factory are
Rs. 550.00 per month and the standard
deviation of wages is 110. The coefficient
of variation is:

(a) C.V.=30 per cent

(b) C.V.= 15 per cent

(c) C.V. =500 per cent

(d) C.V. =20 per cent

If the mean deviation of a distribution is
20.20, the standard deviation of the
distribution is:

(a) 15.15

(b) 25.25

(c) 30.30

(d) none of the above

If the mean and standard deviation of A and
B are as, X, =150, X, =200 and o} =
25 and o} =16, which of the two series is
more consistent.

(a) series A

(b) series B

(c) series A and B are equally consistent
(d) none of the above

If the standard deviation of a distribution is
15, the quartile deviation of the distribution
150
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Q.36

Q.37

Q.40

(a) 15.0
(b) 125
(c) 10.0
(d) none of the above

I the quartile deviation of a series is 60, the
mean deviation of this series is:

{a) 72

(b) 48

{c) 50

(d) 75

In a discrete set of values, the correct relation
between mean deviation and standard
deviation is:

(a) M.D.>5.D.

(b) M.D.<S.D.

(c) MD. =50,

(dy M.D. =z58.D.

If the first 25 per cent observations of a
series are 20 or less and last 25 per cent
observations of a series are 50 or more, the
quartile deviation (semi inter-quartile
deviation) is:

(a) 25

{b) 35

{c) IS

{d) 30

The mean and standard deviation of a set of
values are 25 and 35, respectively. If a
constant value 5 is added to each value, the
coefficient of variation of the new set of
values is:

(a) 250 per cent

(b} 600 per cent

(¢) 20 per cent

(d} 16.6 per cent

If the mean of a series is 10 and its coefficient
of variation is 40 per cent, the variance of
the series is:

(a) 4

(b) 8

(e} 12

(d) none of the above

which of the following measures of
dispersion can attain a negative value?

Q.43

Q.47

PROGRAMMED STATISTICS

(a)
(b)

range

mean deviation

(c) standard deviation

(d) variance

A set of values is said to be relatively uniform
if it has:

{a) high dispersion

(b) zero dispersion

(c) little dispersion

(d) negative dispersion

The mean and standard deviation of a set of
values from a normal distribution are 66
and 4, respectively. The range in which
almost 95 per cent values lie is:

(a) 621070

(b} 621074

(c) 581074

(d) 66 and 74

The measure of dispersion which ignores
signs of the deviations from a central value
is:

(a} range

(b) quartile-deviation

(c) standard deviation

(d) mean deviation

‘Which measure of dispersion is least affected
by extreme values?

(a) range

(b) mean deviation

(c) standard deviation

(d) quartile deviation

Which measure of dispersion is most
affected by extreme values?

(a) range

(b) mean deviation

(c) standard deviation

(d) quartile deviation

Range of a set of values is 65 and maximum
value in the series is 83. The minimum value
of the series is:

(a) 74

(b) 9

(c) 18

(d) none of the above
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Q. 48

Q.49

Q.50

Q.51

Q.52

Q.54

If the minimum value in a set is 9 and its
range is 57, the maximum value of the set is
(a) 33

(b) 66

(c) 48

(d) none of the above

If the values of a set are measured in cm, the
unit of variance will be:

(a) no unit

(b) cm

(c) cm?

(d) cm®

‘Which measure of dispersion has a different
unit other than the unit of measurement of
values:

(a) range

(b) mean deviation

(c) standard deviation

{d) variance

The average of the sum of squares of the
deviations about mean is called:

(a) variance

{b) absolute deviation

{¢) standard deviation

{d) mean deviation

Quartile deviation is equal to:

(a) interquartile range

(b) double the interquartile range

(c) half of the interquartile range

(d) none of the above

Which measure of dispersion can be cal-

culated in case of open end intervals?

(a) range

(b} standard deviation

(c) coefficient of variation

(d) quartile deviation

Which one property out of the following

does not hold good in case of standard

deviation?

(a) It is distorted by extreme values

(b) It is not very sensitive to sampling
fluc i a5 d to other

measures,

It is a unitless measure of dispersion

It is a most used measure of dispersicn

(e}
(d)

Q.57

Q.58

Q.59

7

If each value of a series is divided by §, its
coefficient of variation is reduced by:

(a) O per cent

(b) 5 percent

(c) 10 per cent

(d) 20 per cent

If cach value of a series is multiplied by 10,
the coefficient of variation will be increased
by:

(a) 5 per cent

(b) 10 per cent

(c} 15 per cent

(d) 0 per cent

If a constant value 10 is subtracted from
each value of a series, the coefficient of
variation will be:

(a) decreased in comparison to original
value

increased in comparison to original
value

(c) same as original value

(d) none of the above

If each value of a series is multiplied by a
constant ‘¢’, the coefficient of variation as
compared to original value is:

(a) increased

(b) decreased

(c) unaltered

(d) zero

If each value of a set is divided by a constant
‘', the coefficient of variation will be:

(a) same as original value

(b) less than original value

(c) more than original value

(d) none of the above

For a positive skewed distribution, which of
the following inequality holds?

(a) median > mode

(b) mode > mean

(c) mean > median

{d) mean > mode

For a negatively skewed distribution, the
correct inequality is:

{a) mode < median

(b) mean < median

(b)



Q.63

Q.66

Q.67

(¢) mean < mode

(d) none of the above

For a positive skewed frequency curve, the
inequality that holds is:

(@) @, +0Q,>20,

() Q,+Q,>20,

© 0, +0,>0,

) ¢,-0, >0,

For a negatively skewed frequency
distribution curve, the third central moment,
(@) p,>0

(b) py<0

(€) =0

(d) u, does not exist

For a symmetrical distribution, the coeffi-
cient of skewness:

(@) o,=1

(b) a,=3

() a,=0

) a;=-1

For a leptokurtic frequency curve, the
measure of Kurtosis,

(@) a,=0

(b) a,=-3

(c) o,<1

d) o,>3

In case of a positive skewed distribution,
the relation between mean, median and mode
that holds is:

(2) median > mean > mode

(b} mean > median > mode

(c) mean = median = mode

(d) none of the above

Ifa moderately skewed distribution has mean
30 and mode 36, the median of the
distribution is:

(a) 30

(b) 28

(c) 32

(d) none of the above

If a moderately skewed distribution has mean
40 and median equal to 30, the mode of the
distribution is:

Q.70

Q.72

Q73

Q.74
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(a) 10

(b) 35

(c) 20

(d) zero

First and third quartiles of a frequency
distribution are 30 and 75. Also its coefficient
of skewness is 0.6. The median of the
frequency distribution is:

(a) 40

(b) 39

(c) 38

(d) 41

If the mean, standard deviation and co-
efficient of skewness of a frequency distri-
bution are 60, 45 and —0.4, respectively, the
mode of the frequency distribution is:

(a) 80

(b) 82

{c) 78

(d) 68

For a moderately skew distribution, the
empirical relation between mean (M),
median (M) and mode (M) is:

() 3(M-My)=M-M,

(b) 3(My-M)=M,-M

© HM-M)=M-M,

@) 2(My-M)=3(M,-M)

If the first quartile @, =15 and third quar-
tile @, = 25, the coeflicient of quartile
deviation is:

(a) 4

(b) 114

(c) 513

d) 35

If the first quartile O, = 20 and third quartile
@, = 50, the quartile deviation is:

(a) 35

{b) 15

(c) 2.5

(d) 0.8

For a negatively skewed distribution, the
correct relation between mean, median and
mode is:
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Q.75

Q.76

Q.77

Q.78

Q79

mean = median = mode
median < mean < mode
(c) mean < median < mode
(d) mode < mean < median
If the mode of a frequency distribution M, =

16 and its mean X =16, the median of the

distribution is:

{a) zero

() 16

{c) 32

(d) 8

In case of positive skewed distribution, the

extreme values lie in the

(a) left tail

(b) right tail

{c) middle

{d) anywhere

The extreme values in a negatively skewed

distribution lie in the:

(a) middle

(b} right tail

(c) left tail

{d) whole curve

The relation between variance and standard

deviation is:

(a) variance is the square root of standard
deviation

(b) standard deviation is the square of the
variance

(c) variance is equal to standard deviation

(d) square of the standard deviation is equal
to variance

Which of the following statements is true

for a measure of dispersion?

(a) mean deviation does not follow algeb-
raic rule

(b) range is a crudest measure

(c) coefficient of variation is a relative
measure

(d) all the above statements

For a set of values:

(2) mean deviation is always less than
standard deviation

(b) mean deviation is always greater than
standard deviation

(@)
()]

Q.81

Q.82

Q.84

Q.86

79

{c) mean deviation is always equal to
standard deviation
(d) none of the above

Variance of the following frequency distri-

bution,

Classes
2-4
4-6 5
6-8 4
8-10 1

is approximately equal to:

{a) 2.5

(b) 2.9

(c) 5.0

(d) none of the above

Frequency

For the data given is question 81, mean
deviations about median is:

{a) 1.43

(b) 1.00

{c) 243

6

Coefficient of variation for the data given in
question 8] is:

{a) 48.33 per cent

(b) 206.90 per cent

(c) 195.17 per cent

(d) 30,03 per cent

The range of values for the frequency
distribution given in question 81 is:

(a} 2

(b} 10

c) &

) 6

For the data given in question 81, the
coefficient of quartile deviation is:

(a) 4.385

(b) 0.228

(c) 2.6

(dy 11.4

The range of the set of values, 15, 12,27, 6,
9, 18, 21 is:

(a) 21

(b) 4.5

(c) 0.64

3



Q.89

Q.91

Q.92

Q.94

‘The coefTicient of range for the values given
in question 86 is:

(a) 1.571

(b) 4.500

(c) 0.636

(d) 0222

The coefficient of skewness of a series A is
0.15 and that of serics B 0.062. Which of
the two series is less skew?

(a) series A

(b) series B

(c) no decision

(d) none of the above

If the coefficient of Kurtosis y, of a distri-
bution is zero, the frequency curve is:

(a) leptokurtic

(b) platykurtic

(c) mesokurtic

(d) any of the above

1f for a distribution, coefficient of Kurtosis
¥, < 0, the frequency curve is:

(a) leptokurtic

{(b) platykurtic

(¢) mesokurtic

(d) any of the above

The value of coefficient of Kurtosis j, can
be:

(a) less than 3

{b) greater than 3

(c) equalto 3

{d) all the above

The standard deviation of a set of values
will be:

(a) positive when the values are positive
(b) positive when the values are negative
(c) always positive

(d) all the abave

Sum of square of the deviations is minimum
when the deviations are taken from:

(a) mean

(b) median

(c) mode

(d) an arbitrary value.

The relationship between the variance of
median [V (med)] and variance of mean [V

Q.95

Q.98
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(mean)] of a normal population is:
(a) V{med)< V (mean)

(b) V (med) = V (mean)

{c) V(med)> V (mean)

(d) 1.57 V(med) = V (mean)
Kurtosis in frequency distribution is
adjudged around:

(a) second quartile

(b) arithmetic mean

(c) quadratic mean

(d)} mode.

The variance of first 2 natwral numbers is:
@ (@ +1)12
(b (n+1) /12
© (n*-1)/12
@ (2n*-1)/8

If a random variable X has mean 3 and
standard deviation 3, then the variance of a
variable ¥ = 2X - 5 is:

(a) 45

(b) 100

(c) 15

(d) 40

Kurtosis and skewness of a frequency distri-
bution curve are bound by the relation:

(a) they always coexist

(b) either of the two can exist alone

{c) their measures are always positive

{d) their measures are always negative.
All values in 2 sample are same. Then their
variance is:

{a) zero

(b) one

(c) not calculable

(d) all the above

Q. 100 Calculation of pooled variance of two series

of sizes n; and n, requires:

(a) means of individual series
(b} variances of individual series
(c) pooled mean

(d) all the above
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Chapter 6

Elementary Probability

SECTION-A
Short Essay Type Questions

0.1
Ans. There are a number of events in day-to-day
life about which cne is not sure whether it will occur
or not. But one is aiways curious to know what
chance is there for a happening or event to occur.
For instance, one may be interested to estimate
whether it will rain today or not, one would like to
luaie his ch of ing for head in a definite
number of tosses, what is the chance that there are
four aces in one hand in a game of cards among four
players, etc. The 1 luation of ch
factor of an event is known as probability.
Q.2 Define an event and give its two examples.

Give in brief the concept of probability.

Ans.  An =vent is the collection of possible out-
comes which are fi ble to an happening cut of
total outcomes which may be enumerable or
denumerable.

Consider a statistical experiment which may
consist of finite or infini ber of trials wi
each trial results into an outcome such as tossing
three coins at a time or tossing a coin three times,
‘We shall have in all eight outcomes. If we consider
the birth weight of children, it will consist of an
infinite number of outcomes. The totality of all
possible outcomes of an experiment is called sample
space and is denoted by 1. At the same time, the

collection of all to a ph

enon or happening is called an event and is denoted
by E, A, B, C, etc. In the experiment of tossing a coin
thrice, the sample space consists of eight points and
each point of the sample space is usually denoted by
o, {i= 1,2, ..). The sample space,

Q = HHH HHT HTH HTT THH THT TTH TTT

= ®

@y @y ©y O @ @Oy Og
Event E: there are at least two heads, consists of four
points,

HHH HHT HTH THH

W ©; Oy O

Again, event A: there is no head, consists of only
one point, i.e.,

TIT=mwy,
Q. 3 Definite complementary event, and give an
example.
Ans. An event A is said 1o be complementary to

an event A in Q 1f A consists of all those points
which are not in A. In tossing a coin three times, Q2
consists of eight points  , ©,, ..., ©,. The event *A”
that there is no head consists of the point wy. The
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event A, complementary to A, that there is at least
one head consists of the seven points, 0, @, ©;, 0,
g, ©, and o,
Q.4 Defini
Ans.  An event having only one sample point is
called simple or elementary event. In the experiment
of tossing three coins at a time, the event ‘A’ that all
the coins turn up with heads consists of only one
point HHH. Hence, A is a simple event. As a maiter
of fact each outcome of an experiment is a simple
event.

Q.5 Define equal evenis.

Ans. Two events A and B are said to be equal if
A Band B c A. This statement implies that all the
points of A are also the points of B and vice-versa.
Q.6 What do you understand by transitivity of
events,

a simple or y evenl.

Ans. If A, B and C are three evenis such that
Ac Band B c C, it implics that A = C. Such a
property of events is known as transitivity of events.
Q.7 Define compound event.

Ans. An event which is not simple or elementary
is called a compound event. Every compound event
can be uniquely represented by the union of a set of
clementary events,

Q. 8 Discuss mutually-exclusive or disjoint events. -

Ans. Events are said to be mutually exclusive if
the occurrence of one precludes the occurrence of
others. For example, in tossing a coin, the events
head and tail are mutually-exclusive events since if
the coin falls with head upside, tail cannot turn up
and vice-versa. In other words, two events A and B
are said to be mutually-exclusive if there is no point
in common in between the points belonging to A and
B. Consider the trial of tossing a coin thrice. Let the
event A is that there are two heads in three tossings
of a coin. Event A has points: HHT, HTH, THH.
Again let the event B be that there are at least two
tails. Event B has points: HTT, THT, TTH, TTT.
There is no common point amongst the events A and
B. Hence, A and 8 are mutually-exclusive events.
All the more, two distinct elementary events are
always disjoint.
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Q.9 What do you understand by primary events?
Ans. Mutually-exclusive and exhaustive events
defined over a sample space Q usually constitute
primary events.

As a matter of fact each outcome of a conceptual
or statistical (random) experiment is an event. All
such events are called primary events. For example,
in throwing of a die, six possible outcomes 1, 2, 3, 4,
5 and 6 spots turning upside of a die constitute
primary evenls.

Q. 10 What is a derived event?
Ans. Two or more events joined by the conjunction
*or’ are called derived events. For two events A and
B, the event A or B (A v B) is a derived event.
Q. 11 Explain unision of events.
Ans. Unision of two events A and B means the
event which relates to the occurrence of A or B or
both. It is denoted by A v B (A union B). For
instance, in tossing a coin three times, suppose the
event A: there is at least one head and one tail. Event
A will consist of the six points,

HHT, HTH, HTT, THH, THT, TTH
ie., Wy Wy Wy g O WOy
Again suppose the event B: there are at least two
heads.
Event B has four points, HHH, HHT, HTH, THH

@ @y

oy @y

The event A B (A or B) will consist of the points
@y, 07, Wy, Wy, W5, Og, By
It contains all the poinis of A and B taken only once.
‘The idea of unision of two events can be extended to
any number of events.
Q. 12 Discuss intersection of events.
Ans. Intersection of two events A and B leads to
an event which conforms to the occurrence of A as
well as B. Hence, it consists of those points which
are common to A and B. It is denoted as A n B (A
intersection B). In the example given in Question
No. 11, the event A ~ B consists of the poirts,
HHT, HTH, THH
@ @y O
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Event A N B consists of three points only. The
idea of intersection of two events can be extended to
any number of events.

Q. I3 What is meant by an impossible event?
Ans.  An cvent which is certain not to occur is
called an impossible event. It is denoted by the empty
set ¢. For example, the event A that in two throws of
a die, the sum of the spots is one. Event A is an
impossible event as in two throws of a die, the sum
of spots has to be at least two.

Further the intersection of two mutually-
exclusive events is always an impossible event.

Q. 14 What do understand by exhaustive (parti-
tion) set of events?

Ans. A set of disjoint events A, A,, ..., A, is said
to be exhaustive if the union of A's (i= 1,2, .., n)

is the sample space, ie., RA' =11 This implies

that every point of the sample space belongs to one
and only one of the A;’s, In throwing a die, the spots
1,2, 3,4, 5 and 6 are exhaustive events.
Q. 15 Give ¢l I (Laplaci h
definition of probability.

Ans. I Qs a sample space having N points which
arises out of all possible equally likely and inde-
pendent outcomes of a random experiment and n
points in 2 are favourable to an event A, the
probabiliiy of the event A is given as,

ical)

PA)=5

where 0<sn<N.
This is also known as a priori probability.

Q. 16 What are the properties of classical prob-
ability of an event A?
Ans. Properties of P (A) are:
(i) Probabilily is a pure number, ie., it has no
unit.
(ii) 0 <P (A) = 1, ie, probability can never be
negative and cannot exceed unity (one).
(iii) It is a relative measure
(iv) If A, Ay, ... A, are k mutually exclusive and

85
exhaustive events in the sample space £ then

_lzlp[.-t‘)=1-.f=(m=1.

(v) P ($) =0, ie., probability of an impossibl
events is zero
(vi) If AcB P(A)SP(B) and if BcA,
P(A)z P(B).
(vii) If A+A=Q, P(A)+P(A)=P(Q)=1 or
P(I):l-P[A)
(viii) If Ac B, P(BA)= P(B)-P(A)= P(B- A).
Q. 17 Narrate addition theorem of probability.
Ans. If A and B are two arbilrary (possible) events

in the sample space Q, the probability of the union
of A and B is governed by the luw,

P(AuU B)= P(A)+ P(B)- P(AnB)
The formula for probability of union of two events
can be extended to any number of events. For three
arbitrary events A, B and C in €, the probability of
their union is given as,

P(AUBUC)=P(A)+ P(B)
+P(C)-P(AnB)-P(ANC)
~P(BAC)+ PIANBAC).

Q. 18 Enunciate demerits of classical probability.

Ans. Classical probability approach cannot be
adopted if any of the following situation exists:

(i) Ifitis not possible to all possibl
outcomes. For example, the sample space of
all even numbers, total number of male births,
elc.

(ii) If the outcomes are not independent.
(1i) If the total number of outcomes is infinite.
(iv) If each and every outcome is not equally
likely.
Q. 19 Iftwo events A and B are mutually exclusive,
what shall be the probability of their union?

Ans.  Iftwoevents A and B are mutually exclusive,
P (A m B) = 0 and hence,

P(AuB)=P(A)+P(B)




Q. 20 Define independent events.
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identical conditions resulting into n outcomes. Qut
of n k are favourable to an event A, the

Ans. Two events A and B are said to be independent
if the occurrence of one does not affect the occurrence
of the other.

Q. 21 Define pairwise independent events.
Ans. IfA, A, .., A are k events, they are said to
be pairwise independent iff,

P4, n4;) = P(A)P(4,) v
where i, j=1,2, ..k
Q. 22 If A and B are independent events, how about
the independence of their complements A and B?
Ans. IfA and B are independent, their complements
are also independent, i.e.,

if  P(AnB)= P(A)P(B)

i#j

then  P(XB)= PA)P(B)
=[1-P(A)]|[1- P(B)]
Also  P(AUB)=1-P(AnE)

=1~ P(7)7(5)
Q. 23 State multiplicative law of probability.

Ans. I two events A and B are independent, the
probability of their product (intersection) is equal
to the product of their individual probabilities.
Notationally,

P(AB)= P(Ar B)= P(A)P(B)

This law can be exiended to uny number of events.
For three ‘ndependent events A, 8 and €,

PABO =P ANBAC)=P(A) P(B PO
Q. 24 Give concept and definition of statistical
(cmpirical) probability.

Ans. The definition of statistical probability goes
after the name of Richard Von Mises. Many
deficiencies of classical definition could be 1
by introducing the relative freq y approach. If N
is infinite or equilikelyness cannot be guessed,
statistical definition is more appropriate. The defi-
nition is, “If out of a large number of trials, only n
are conducted under essentially homogeneous and

probability of A is,

P(A4) = lim {5)
n—=in
Here n is never infinity but the relative frequency
k
[;J stabilises as n is fairly large.

‘This definition removes some of the deficiencies
of classical probability. But n is always finite in
physical experiments. Hence, it is not definite that
such a limit always exists.

Q. 25 Explain conditional probability.

Ans. Many times the information is available that
an event has occurred and one is required to find out
the probability of occ of her event B
utilising the information about A. Such a probability
is known as condilional probability and is denoted
by P (B | A), i.e., the probability of the event B given
A. For example, suppose we know that a newly born
baby will be a male (A) then one is interested to
know the probability of a strile birth (B), i.e., we
want to calculate P (B | A). The formula is,

P(ANB)
P(A)

If A and B are independent, then

P(ANB)
P(A)

P(B14) =

P(BIA) =

P(A) P(B)
= = P(B
P(A) (B)

Q. 26 Give the multiplication rule for the simul-
taneous occurrence of two events A and B.
Ans, Using the rule of conditional probability, the
relations for simultaneous occurrence of A and B
can be established as follows:

P(Aand B) = P(A) P(BIA)
P(Band A) = P(B) P(AIB)
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Q.27 If A, B and C are three events, how can you
express the probability of simultaneous evenis A, B
and C.
Ans.  Using the property of conditional probability,
the relation for the simultaneous occurrence of events
A, Band Cis,

P(ANBNC) = P(A) P(BIA) P(CIA and B)
Q. 28 Discuss Bayes’ probability and give formula
for its calculation,
Ans. Bayes’ probability is also known as inverse
probability. The idea of inverse probability was given
by Sir Thomas Bayes in 1763 which was reprinted
in Biometrika in the year 1958, The problem of
inverse probability arises when we have an outcome
and we want 1o know the probability of its belonging
to a specified trial or population out of many
alternative trials or populations. To be more specific,
let us consider three urns containing white (W),
black (B) and red (R) balls as follows:

URN1 : 2W, 3B and 4R balls.
URNII : 3W, IB and 2R balis.
URNIII : 4W, 2B and 5R balls.

Two balls are drawn from a urn and they happen to
be one white and one red balls. Now the interest lies
to know the probability that the balls are drawn from
Urn 111 Such a probability is Bayes™ probability.
Bayes® theorem can be stated as follows:

IfE, E,, .., E arc k mutually exclusive events
defined in 24 (a collection of events), each being a

&
subset of the sample space Q such that ul E=0Q
in

and P (E) > O for i = 1, 2, ..., k and if A is any
arbitrary event which is associated with E’s such
that P (A) > 0, we can evaluate prohabilities P (AIE)
fori=1,2,... k In Bayes® approach we have to find
out the probability of E, given that A has occurred,
i.e., P{E|A). This is also known as posteriori prob-
ability. Bayes' formula for posteriori probability is,
(e = P AELP(E)

b P(AE)P(E)

in
Q. 29 Calculate the probability for the example
given in question 28,

87

Ans. Let E, E, and E, be the events the urn 1, II
and I11 are selected, respectively, and A be the event
that out of two selected balls, one is white and the
other is red.

Probabilities of selecting a urn are,
1 1 1
P(*‘-‘:)’;-P(Ez}—g and [53)=§-

Probability of selecting I'W and IR red balls from
urn [ is,

2C, x4C,
PAIE)=——"L
(W)= 257
_2x4x2 2
T 9x8 9
similarly from urn 1 is,
3G x2C,
PAE) =20
_3x2x2 2
T 6x5 5

and from urn I11 is,

P[ME])=M

1,
_4x5><2=i
BTEINT

Now the Bayes' probability that ball drawn belong
to urn III is,

P(AIE,) P(E;)

P P P(AIE) P(E)

- 4/11x1/3

(2 1. 2.1 4 l]
= T = e e
9 3 5 3 11 3
45

=—

122

Q. 30 What is D' Alembent’s paradox?



Ans. D’Alembert considered the tossing of two
coins. He argued that there are three possible cases
namely, (i) both heads, (ii) both tails, (iii) one head
and one tail.

He luded that the p

bability of getting one

PROGRAMMED STATISTICS

head and one tail is 1/3. As a matter of fact, the
actual probability of getting one head and one tail
in two tosses of a coin is 14, This is known as
D'Alembert’s paradox which has arisen due to the
difficulty of deciding equally likely alternati

SECTION-B
Fill in the Blanks

Fiff in the suitable word(s) or phrase(s) in the
blanks

1. Classical probability concept was given by
2, Probability is attached only to

3. There can be established one to one
correspondence b events and

4. Events may be simple as well as

5. Two evenis are mutually exclusive if there is
in between them.

6. 1 of two Iy excl events
isa evenl.

7. An event consisting of only cne point is called
an event,

8. Laplace’s probability cannot be calculated if
the total ber of is

9. Mathenmma!mbahhtycannolbem]culami

if the oulcomes are .

Mathematical probability is also known as
probability.

Classical pmbablllty is not calculable if

the of is not

countable.

An event which cannot ‘occur is known as
event.

Two events A and B are equal if

The set of union of disjoint events A, A,, ...

A, such that _§!A, =10 is called
o=
event.

15. If an event is such that its points belong to

either of the two sets A and B, the set is the
—  ofAand B

16. If an event consists of only those points which
are in A as well as in B, the event represents
the of A and B.

17. The idea of relative frequency for calculating
probability was given by

18. The probability based on the concept of
relative frequency is called prob-
ability.

19. In statistical probability n is never

20. Aneventofthe type AorBisa
event.

21. Totality of all possibl of a rand

experiment is called
Probability can never be less than
Probability can never be greater than

Probability of the sample space Q is equal to

Probability of an event is never
Probability can vary from
The need for probability was nngmxl.l)r felt
in

If two events are independent, the probability
that both will occur together is equal to the

of their individual probabilities.
Addition theorem will be applicable only
when the various events belong to the

Probability can be expressed as .
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k)|

32

33

34
35,

36.

37.

38.

39

40,

41.

42,

43,

45,

46.

47.

49,

Multiplication theorem is applicable only if
the evenlts are

When all possible outcomes are included, they
are known as cases.

If B = A, the relation between P (A) and
P(B)is
If B < A, the probability (AF) is

If A and B are two events, the P[dnB is
If A and B are two events, the P(In B) is

P (A« B) can be expressed by the
law of probability.

If two events A and B are disjoint, the
PlAuB=

If out of three events A, B and C, the events
A and B are mutually exclusive, the formula
forPAUBUCis

If the A and B are independent, then (A n B)
is .

If the events A and B are independent, then
P(BIA)=

For any three cevents A, B and C,
PiA+ BIO) = .

For any three eventis A, Band C, P (AB1 C)
+ P(ABIC)=

For any two events A and B, P (AB) =

If A and B are independent, then P (A | By =

IfP (A B)=P(A)P(B), the events A and
B are

If A, B and C are pairwise independent events,
the probability, P (A n BN C) or
or

. If an event A is independent of the events B,

Buwu Cand B C o then P(ANC)=

If an event A is independent of the events

&

5.

52,

55

56.

58.

59.

61.

B, B Cand B C, the events A and C are

IfAcB, thenP{AIC) P({BIC).
For any two events A and B the probability,

Pl(anBU(AnB))=

P A)=p,P(B)=p,and P(A"B)=p,,
then

(a) P(AUE)=

®) P(AnB)=

© P(AnE)=

@) P(AuB)=

(c) P(AIB)=

For any two events A and B, the probability
P(AIB)+ P(A1B)=

Bayes' probability is also known as
probability.

In Bayes' probability we calculate
probability.

For any two arbitrary events A, A, and given
that an event B has already occurred, the
expanded form of P(A; U A;1B) is

Suppose A and B are two events. Event B has
occurred and it is known that P (8)'< 1 then

P(AIB)=— .

If A and A, are mowally exclusive
events then P(A)1A, U A;) = : .
If  is the complement of A, the probability

of the cumplcznent of A using involution
law is

If A and B are two events, the probability
of the complement of their union using
Demorgan's (dualization) law is

I A and B are two cvents, the probahllny of




62.

63.

64,

65.

66.

67.

69.

70.

71.

the I
Demorgans or di

of their i
li law is

using
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the expression for P(ANn BN Cn D)is

In tossing a fair coin turning up of head and
tail are oulcomes.

The turning up of spots, 1,2,3,4,5and 6 in
rolling of a die are and

evenls.

The probability of obtaining a lotal of 8 ina
single throw of two dice is .

If A is an arbitrary event, then P (A/A) =

For any two arbitrary events A and B,
p(A1B)=
For any givenevent C, P (¢ 1 C) = .

73

74.

75.

76

If no outcome of an experiment is expected
to occur more frequently then others, the
oulcomes are ——

If an event is not simple, it is a

event.

The outcomes of a statistical experiment
which result in the happening of an event are
called .

If two events are not mdependenl., they are
obviously

Probability mt:rpmed as a measure of
degree of belief of an individual is called

For any two events A and B, P(Auﬁ}n

For any two events A and B, P{Znﬁ)w

1f two events A and B are mutually exclusive
! 1

and P(A)= 3 P(B)= 7 then

(i) Probability that either A or B will occur

is .

(ii) Probability that neither A nor B will occur
is .

(iii) Probability that A and B both will occur
is

78.

79.

Assigning of equal probabilitics to all the
elementary events of a statistical experiment
is called of probabilities.
IfFPANB)Y=P(A)P(BLPANC)=P(A)
P(C)nndP(BnC):.F(B)P(C).the
evenis A, B and C are

If a class has 60 per cent boys and 40 per
cent girls and the probability of getting first
class of a girl is 0.30 and that of a boy getting
first class is 0.25, the probability of a
randomly chosen student getting first class is
If A and B are two mutually exclusive and
exhaustive events and P (B) = 2P (A), then

Making usc of the multiplication theorem, PAy=_____.
SECTION-C
Multiple Choice Questions
Select the correct alternative out of given ones: Q. 2 Classical probability is measured in terms
f:
Q. 1 The outcome of wossing a coin is a: ‘()nj an absolute value
(a) simple event (b) a ratio

(b) mutually exclusive event
(¢) complementary event
(d) compound event

(c) absolute value and ratio both
(d) none of the above

Q. 3 Probability can take values
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Q.10

{a) —=towm

(b) —tol

c) =lwl

(d) Oto I

Probability is expressed as:

(a) ratio

(b} proportion

(c) percentage

(d) all the above

Twao events are said to be independent if:

(2) each outcome has equal chance of
occurrence

(b) there is no common point in between
them

(c) one does not affect the occurrence of
the other

(d) both the events have only one point

If A and B are two events which have no

point in common, the events A and B are:

(a) complementary to each other

(b) independent

() mutually exclusive

(d) dependent

Classical probability is also known as:

(a) Laplace’s probability

(b) mathematical probability

{c) a priori probability

(d) all the above

Each outcome of a random_ experiment is

called: :

(a) Primary event

(b) compound event

(c) derived event

(d) all the above

1f A and B are two events, the probability of

occurrence of either A or B is given as:

(a) P{A)+ P(B)

(b) P(AuUB)

(c) P(ANB)

(d) P(A)P(B)

If A and B are two events, the probability of

occurrence of A and B simultaneously is

given as:

(a) P(A)+P(B)

Q.12

91

() PAVB)

(€) P(AnB)

(d) P(A)P(B)

The limiting relative frequency approach of

probability is known as:

(2) statistical probability

(b) classical probability

(c) mathematical probability

(d) all the above

The definition of statistical probability was

originally given by:

(a) De Moivre

(b) Laplace

(c} Von-Mises

(d) Pascal

The definition of a priori probability was

originally given by:

(a) De Moivre

{b) Laplace

(c) Von-Mises

{d) Feller

If it is known that an event A has occurred,

the probability of an event E given A is

called:

(a) empirical probability

(b) a priori probability

(c) posteriori probability

(d) conditional probability

Probability by classical approach has:

(a) no lecunac

(b) only one lecuna

(c) only two lecunae

(d) many lecunae

Classical probability is possibl

(a) unequilikely outcomes

(b) equilikely outcomes

(c) either unequilikely or equilikely out-
comes

(d) all the above

An event consisting of those elements which

are not in A is called:

(a) primary event

(b) derived event

(c) simple event

in case of:




Q.19

Q.21

Q22

(d) complementary event

The probability of all possibl

a random experiment is always equal to:
(a) infinity

(b} zero

(c) one

(d) none of the above

‘The probability of the intersection of two
mutually exclusive events is always:

(a) infinity

(b) zero

(c) one

(d) none of the above

of

The individual probabilities of occurrence
of two events A and B are known, the
probability of occurrence of both the events
together will be:

(a) increased

(b) decreased

{c) one

(d) zero

If E,, E,. ..., E, is a countable sequence of

events such that £, D E, fori=1,2, ..
then:

(@ lim P(E,)=0
) lim P(E,) =
(e)
@

lim P(E,) =1
lim P(E,) =impossible value
s

IfA,. A,and A, are three mutually exclusive
events, the probability of their union is equal
to:

@ P(A)P(A) P(4,)
(b) P(A,)+ P{A2)+ P(AJ)
-P(A Ay Ay)
(c) P(A)+P(A))+P(4)
() P(A)P(A)+P(A)x P(A)
+P(4) P(4))

Q.23

Q.26
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IfA,, A, and A, are three independent events,
the probability of their joint occurrence is
equal to:

@) P(4)P(A;)P(4;)

() Y/P(A)P(A;)P(Ay)

© P(A)+P(A4;)+P(4y)

(d) P{A NA}+P(A NA,)
+P(A; N A)

If two events A and B are such that A c B
and B c A, the relation between P (A) and
P (B) is:

(a) PAYSP(B)

(b) P(A)zP(B)

© PA)=P (B

(d) none of the above

If A is an event, the conditional probability
of A given A is equal to:

(a) zero

(b) one

(c) infinite

(d) indeterminate quantity

If A © B, the probability, P (A/B) is equal
to:

(a) zero

(b) one

(c) P{A)VP (B)

(d) P (BYP(A)

If B c A, the probability P (A/B} is equal
to:

(a) zero

(b) one

(c) P(AVP (B)

(d) P(BYF(A)

If two events A and B are such that A = B,
the relation between the conditional
probabilities P (A/C) and P (B/C) is:

(a) P(A/C) =P (B/C)

(b) P(A/C)> P (B/C)

(c) P(A/C) < P (B/C)

(d) all the above
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Q.29

Q. 30

Q.31

Q.32

For any two events A and B, P (A - B) is
equal to:

(a) P(A)-P(B)

(b) P(B)-P(A)

(c) P(B)-P(AB)

) P(A)-P(AB)

If an event B has occurred and it is known
that P (B) = 1, the conditional probability
P (A/B) is equal to:

(a) P{A)

(b) P(B)

(c) one

(d) zero

If A and B are any two mutually exclusive
events, the P (A/A '« B) is equal to:

(a) P(AVIP (A) + P (B)]

(b) P (A v B[P (A) + P (B)]

(c) P(BYP(AuB)

(d) none of the three

If A and B are two independent events, then

.P(z s} E) is equal to:

@ P(A)P(B)

by 1 -PAUE)

(e) [1-PAIL-P(B)

(d) all the abave

If E,, E,, ..., E, are n mutally exclusive
events such that P (E}) #0forj=1,2,..,n
and A is an arbitrary event contained in v E,.
with P (A} > 0 and has been observed, the
probability of a particular event E, given A
is given by the formula

o Ao Heriae)

P(e)r(aE)
® PN ol el
© P[E,IA]:—;}%:—%];j

(d) none of the above

Q.34

Q. 36

Q.37

If A and B are two events such that AB and
AR are two ] ive and exh

tive events in which the event A can occur,
then

(@) P{A)=1

(b) P(A)=P(AB)+P(AB)
(c) P(A)=P(A)+P(AB)
) P(A)=P(AB)+P(AB)

If k toffees are distributed at random among
n children, the probability that a child will
receive exactly r toffees is:

ke, (n=1)"""
"

(a)

ke, (k-7

ke, (n=1)"

(c) '_‘
n

ke, (n=1)"" -

Iz
The idea of posteriori probabilities was
introduced by
(a) Pascal
(b) Peter and Paul
(c) Thomas Bayes
{d) M. Loe've
In a city 60 per cent read newspaper A, 40
per cent read newspaper B and 30 per cent
read newspaper C, 20 per cent read A and B,

(d)

- 30 per cent read A and C, 10 per cent read B

and C. Also 15 per cent read papers A, B
and C. The percentage of people who do not
read any of these newspapers is:

(a) 65 per cent

(b) 15 per cent

(c) 45 per cent

(d) none of the above

If a bag contains 4 white and 3 black balls.
Two draws of 2 balls are successively made,
the probability of getting 2 white balls at



Q.39

Q.41

Q.42

Q.43

first draw and 2 black balls at second draw
when the balls drawn at first draw were
replaced is:
(a) 37
(b) 117
(c) 19/49

d) 2/49
In question 38, if the balls are not replaced
aftter the first draw, the probability of 2 white
balls at first draw and 2 black balls at second
draw is:

3
35

13

Kh)

1
() 5

2
(d) none of the above
In tossing three coins at a time, the
probability of getting at most one head is:

(a)

(b)

3
@ 3
(b) 78
(e) 112
(d) 118
‘There is 80 per cent chance that a problem
will be solved by a statistics student and 60
per cent chance is there that the same
problem will be solved by the mathematics
student. The probability that at least the
problem will be solved is:
(a) 0.48
(b) 0.92
(c) 0.10
(d) 0.75
The probability of two persons being borned
on the same day (ignoring date) is:
(a) 149
(b) 1365
(© 17
{d) none of the above
An urn contains 5 red, 4 white and 3 black

Q. 46

Q.48
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balls. The probability of three balls being of
different colours when the ball is replaced
after each draw is equal to:

(a) 37144

(b) 4/144

(c) 5/144

@1

In question 43, the probability of three balls
being drawn in the order red, white and
black when the balls are not replaced after
each draw, is equal to:

(a) 122

(b) 5/144

(c) 60/144

(d) none of the above

An urn A contains 5 white and 3 black balls
and B contains 4 white and 4 black balls. An
urn is selected and a ball is drawn from it,
the probability, that the ball is white, is:
(a) 9/8

(b) 916

(c) 532

(d) 5/16

From a pack of 52 cards, two cards are
drawn at random. The probability that one
is an ace and the other is a king is:

(a) /13

(b} 1/169

(c) 16/169

(d) 8/663

Twa dice are rolled by two players A and B.
A throws 10, the probability that B throws
more than A is:

(a) 1112

(b) 1/6

(c) 1118

{d) none of the above

The data reveals that 10 per cent patients
die in a particular type of operation. A doctor
performed 9 operations and all of them
survived. Whether the 10th patient on being
operated:

(a) will survive

(b) will die
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Q.50

Q.51

(c) may survive or die
{d) none of the above
There are two groups of students consisting
of 4 boys and 2 girls; 3 boys and | girl. One
student is selected from both the groups.
The probability of one boy and one girl
being selected is:
(a) 119

5
® 13
(c) 1
(d) none of the above
In a shooting competition, Mr X can shoot
at the bulls eye 4 times out of 5 shots and
Mr ¥, 5 times out of six and Mr Z, 3 times
out of 4 shots, The probability that the target
will be hit at least twice is:
(a) 107/120
(b) 47/120
(c) 12
(d) none of the above
There are two bags. One bag contains 4 red
and 5 black balls and the other 5 red and 4
black balls. One ball is to be drawn from
cither of the two bags. the probability of
drawing a black ball is:
(@) 1
(b) 16/81
{c) 12
(d) 10/81
Three dice are rolled simultaneously. The
probability of getting 12 spots is:
{a) /8
{b) 251216
{c) 112
(d) none of the above

Given that P(4)= . P(B)=1.P(41B)

1
s the probability P (81 A) is equal to:

(a) 1/4
(b) 34
(c) 1/8
(d) none of the above

Q.54

Q.58

Q.59

From the probabilities given in question 53,
the probability, p(mZ} is equal to:

(a) 116

(b) 15/24

(c) 15/16

(d) 5/16

A ber is selected rand

of the two sets
1,2,3,4,5,6,7,8
2,3,4,56,7,8,9

‘The probability that the sum of the numbers

is equal to 9 is:

(a) 891

(b} 7172

(c) 14/81

(d) 7/64

A bag contains 3 white and 5 red balls,

Three balls are drawn after shaking the bag.

The odds against these balls being red is:

(a) 5728

(b} 5/8

(c) 15/64

(d) 3/5

A bag contains 3 white, 1 black and 3 red

balls. Two balls are drawn from the well

shaked bag. The probability of both the balls

being black is:

(a) 1

(b) zero

(c) 17

(d) none of the above

The chance of winning the race of the horse

ly from each

‘A in Durby is % and that of horse B is P
The probability that the race will be won by
AorBis:

(a) 1730

(b) 13

{c) 11730

(d) none of the above

Four cards are drawn from a pack of 52
cards. The probability that out of 4 cards
being 2 red and 2 black is:



Q.60

Q.61

Q.62

Q.63

Q.64

(a) 325/333
(b) 46/833
(c) 234/574
(d) none of the above

The probability of Mr R living 20 years
more is % and that of Mr §'is % . The prob-

ahility that at least one of them will survive
20 years hence is:

(a) 12735

{b) 1735

{c) 13735

(d) 11735

For a 60 year old person living up to the age
of 70, itis 7 : 5 against him and for another
70 year old person surviving up to the age
of 80, itis 5 : 2 against him, The probability
that one of them will survive for 10 years
more is:

{a) 5M2

(b) 49/84

(c) 59/84

(d) none of the above

If 7 : 6 is in favour of A to survive 5 years
more and 5 : 3 in four of B to survive 5
years more, the probability that at least one
of them will survive for § years more is:
(a) 35/104

(b) 12126

(c) 21126

(d) 43/52

The chance of Ram to stand first in the class

A 1
is 3 and that of Abdul is 3 The probability

that either of the two will stand first in the
class is:

(a) 1115

(b) 8/15

(c) 715

(d) none of the above

The probability of throwing an odd sum
with two fair dice is:

(a) /4

(b) 116

Q.67

Q.68

Q.70
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(e) 1

) 112

The probability that there is at least one spot
in two rollings of a die is:

(a) 13/36

(b) 5/18

(c) 1136

(d) 118

The probabilities of Mr J and Mr M not

living for one more year are —; and% res-
pectively. The probability of living one more
year of either one or both is:

(a) 20721

(b} 6263

{c) 14/63

(d) 5121

A group consists of 4 men, 3 women and 2
boys. Three are selected at rand
The probability that 2 men are selected is:
(a) 328

(b) 7/28

(c) 5128

(dy 5/14

The probability that a leap year will have 53
sundays is:

(@ 117

() 217

(c) 253

(d) 52/53

With a pair of dice thrown at a time, the
probability of getting a sum more than that
of 9 is:

(a) 5/18

(b) 7136

(c) 5/6

(d) none of the above

If the chance of A hitting a target is 3 times
out of 4 and of B 4 times out of 5 and of C
5 times out of 6. The probability that the
target will be hit in two hits is:

(a) 19724

(b) 23730
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Q.73

Q.74

Q.75

{c) 477120
(d) none of the above
Ac of 15 record play

4 defectives. The record players are selected
at random one by one and examined. The
ones examined are not put back. The
probability that the 9th piece examined is
the last defective one is:

{a) 24/455

(b) 8195

{c) 96/195

(d) none of the above

The chance that doctor A will diagnose a
disease X correctly is 60 per cent. The
chance that a patient will die by his treatment
after correct diagnosis is 40 per cent, and
the chance of death by wrong diagnosis is
70 per cent. A patient of doctor A, who had
disease X, died. The probability that his
disease was diagnosed correctly is:

(a) 625

(b) 7/25

(c) &7

(d) 6/13

An urn contains four tickets marked with
numbers 112, 121, 211, 222 and one ticket
is drawn at random. Let A, (i=1, 2,3) be
the event that /* digit of the number of the
ticket drawn is 1. Are the events A, A,
and A, :

(a) mutually exclusive

(b) dependent

(c) independent

(d) pairwise independent

In question 73, are the events A, A, and
Ay

{;) dependent

(b) independent

(c) mutually exclusive

(d) none of the above

An um contains 5 yellow, 4 black and 3
white balls. Three balls are drawn at ran-
dom. The probability that no black ball is
selected is:

(a) 1/66

97

(b} 7/55

{€) 2/9

(d) none of the above

A bag contains 3 white and 5 red balls. A
game is played such that a ball is drawn, its
colour is noted and replaced with two
additional balls of the same colour. The
selection is made three times, the probability
that a white ball is selected at each trial is:
{a) Ti64

(h) 21/44

{c) 105/512

(d) 9/320

3
Q.77 Given that P(A)':%, .P(B):I and

Q.80

11
P(AUB)= T probability, P (B/A) is:

(a) 1/6

(b) 479

(c) 112

(d) none of the above

If A, B and C are three events such that
P(A)=03,P(B)=04, P(C)=05 and
P(AB)=02,P(BC)=03,PA' B C)=
0.3, P (AB | C) = 0.1, the probability,
P(B'I C) is equal to:

(a) 3/5

(b) 4/5

(c) U5

(d) none of the above

Given the probability in question 78, the
probability P (A | B) is equal to:

(a) 114

(b) 12

{c) 113

(d) none of the above

If four whole numbers are taken at random
and multiplied, the chance that the first digit
in their product is 0, 3, 6 or 9 is:

(@) (u5)

by (114

(c) (25

@ (L4
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Q. 81

Q.84

A can hit a rarget 2 times in 5 shots, 8 3
times in 5 shots and C 4 times in 5 shots.
‘They fire a volley (each try once to hit the
target). The probability that two shots hit is:
(a) 241125

(b) 677125

(c) 1211125

(d) 587125

There are four coins in a bag. One of the
coins has head on both sides. A coin is
drawn at random and tossed five times and
fell always with head vpward. The prob-
ability that it is the coin with two head is:
(a) 3/128

(b) 114

(c) 3235

(d) none of the above

One of the two events is certain to happen.
The chance of one event is one-fifth of the
other. The odds in favour of the other is:
a) 1:6

(b) 6:1

€y 5:1

(d)y 1:5

One of the two events must happen; given
that the chance of one is one-fourth of the
other. The odd in favour of the other is:
(a) 1:3

(b) 1:4

(c) 1:5

(d) none of the above

A coin is tossed six times. The probability
of obtaining heads and tails alternately is:
(a) 1/64

(b) 112

(c) 1732

(d) none of the above

The odds in favour of certain event are 5 : 4,
and odds against another event are 4 : 3,
The chance that at Jeast one of them will
happen is:

(a) 15/63

(b) 51/63

(c) 47/63

(d) none of the above

Q.87

Q.89

Q. 9%

PROGRAMMED STATISTICS

A and B start in aring with ten other persons.
If the arr of 12 is at
random, the chance that there are exactly
three persons between A and B is:

(a) 1/66

(b) 211

(c) 411

(d) none of the above

Three houses were available in a locality for
allotment. Three persons applied fora house.
The probability that all the three persons
applied for the same house is:

(a) 113

(by 19

(e) 127

@ 1

In the problem of question 88, the probability
that each of the three applied for a different
house is:

(a) 19

(b) 127

(c) 1

(@ 29

A speaks truth 4 times out of five and B
speaks truth 3 times out of four. They agree
in the assertion that a white ball has been
drawn from a bag containing 10 balls of
different colours. The probability that a white
ball was really drawn is:

(a) 3/50

(b)y 127

(c) 141350

(d) 81/82

In the problem of question 90 if the bag
contains 1 white and 9 red balls, the prob-
ability of one while ball being drawn is:
(a) 417

(b) 3/50

(c) 9200

(d) none of the above

If A tells truth 4 times out of 5 and B tells
truth 3 times out of 4, The probability that
both expressing the same fact contradict each
other is:

(a) 1720
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Q.93

Q.95

Q.97

(b) 3720

(cy 145

(d) none of the above

The probability of drawing a white ball in
the first draw and again a white ball in the
second draw with replacement from a bag
containing 6 white and 4 blue balls is:

(a) 2710

(b) &/10

(c) 36/100

() 1/3

A fair coin is tossed repeatedly unless a
head is obtained. The probability that the
coin has to be tossed at least four times is:
(a) 12

(b} 174

) 176

(dy 178

Out of 20 employees in a company, five are
grad: Three emp are sel 1 at
random. The probability of all the three being
graduates is:

(a) 1i64

(b) 1/125

(c) 1/114

(d) none of the above

In the problem of question 95, the probability
that at least one of them is a graduate is:
{a) 117114

(b) 137/1368

{c) 137/228

(d) none of the above

(Parzen) In answering a question on a
multiple choice test, an examinee either
knows the answer with probability p or he
guesses with probability (1 — p). Let the
probability of answering the gquestion
correctly be 1 for an examinee who knows

1
the answer and - who guesses (m being

the number of multiple choice alternatives).
Suppose an examinee answer a question
correctly. The probability that he really
knows the answer is;

Q.98

Q.99

Q. 100

Q. 101

mp
(@) l+mp

mp
(b) l+(m=1)p

Am=Dp_
() 1+(m=1)p
(d) none of the above
A machine part is produced by three factories
A, B and C. Their proportional production is
25, 35 and 40 per cenl, respectively. Also,
the | ge defecti £, d by
three factories are 5, 4 and 3, respectively. A
part is taken at random and is found to be
defective. The probability that the selected
part belongs to factor B is:
(a) 28/503
(b) 4/11
(c) 141276
{d) none of the above
A card is drawn from a well shuffled pack
of 52 cards. A gambler bets that it is either
a heart or an ace. What are odds against his
winning this wet?
(a) 9:4
(b) 4:9
(c) 35:52
d 1:3
If one card is selected at random from 100
cards numbered as 00, 01, ..., 99. Suppose x
and y are the sum and product of the digits
on the selected card. If i is a whole number,
the probability P (x = ify = 0} is equal to:

(a) T

(b) 1750

c) 19100

(d) none of the above

‘Two dice, each numbered | to 6, are thrown
together. Consider two events A and B given
by

A - even number of the first die



100

Q. 102

Q. 103

Q. 104

Q. 105

Q. 106.

B - number on the second die is greater than
4,

Then P (A v B) is:

(a) 213

(b} 16

(c) 112

(d) 4

An unbiased coin is tossed four times. The

probability that the number of heads exceeds

the number of tails is:

(a) 112

(b) 314

(c) 38

(d) 5/16

If P(A1B) -x%aru P(BIA) = % then P (AY

P (B) is equal to:

() 3/4

(by 712

{c) 43

(d)y 112

For two events E, E,, if P(E,) = /2, P(E,)

1 2
=3 PEVE)= 3 then P(E, N E))is

equal to:
(a) 14
(b) 1/6
(c) 2/5
(d) 173

2
For two events A, and A,, if P(4)= 3

p(@]ni; and P(A, " Ay) = 1. then 4,

and A, are:

(a) lly exclusive but not independ

{b) mutually exclusive and independent

(c) independent but not lly exclusive

(d) not lly excl and not indef
dent

In a library there are 40 per cent mathematics

books and remaining 60 per cent science

books. It is known that 2 per cent of the

mathematics books are in Hindi and | per

Q. 107

Q. 108

Q. 109

PROGRAMMED STATISTICS

cent of science books are in Hindi. If one
book is taken out at random and is found to
be in Hindi, the probability that it is a science
book is:

(a) 29

(b) 37

{c) 613

(d) 1/4

Take four identical marbles. On the first
write symbols A, A, A,. On each of the
other three write A, A,, A, respectively. Put
the four marbles in an urn and draw one at
random. Let E; denotes the event that the
symbol A, appears on the drawn marble.
Then which of the four statements is true
for this problem?

@ P(B)=P(E)=P(E)=+
® PIEE)=P(EE)=P(EE)=;

L
() P(E\E;E)= 3
{d) all the above.

For a post in a factory, hushand and wife
both applied. The probability of selection of

1 1
a male is gandl]mofnfemaleis 3 The
probability of selection of only one of them

is:

(a) 215

(b) 4/15

(c) 8/15

d) 25

Consider a family of three children. Also
assume that all possible distributions of
children have same probabilities. Let H be
the event, ‘the family has children of both
the sexes” and A be the event, ‘there is at
most one girl'. Then the events H and A are:
(a) mutually exclusive

(b) complementary events

{c) independent events

(d) exhaustive events.
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Q. 110 In a certain residential suburb, 70 per cent
of all households subscribe to the metro-
politan newspaper, 60 per cent subscribe to
the local evening paper and 40 per ceat
households subscribe to both the pape:s
The probability that a | hold selected at
random subscribes to one of the two news-
papers is:

(a) 03
(b) 05
{c) 09
d) 0.2

ANSWERS

SECTION-B

(1) Laplace (2) event (3) sets (4) compound (5) no
common point (6} null (7) elementary (8) infinite
(9) not equally likely (10) a priori {11) total (12)
null or impossible (13) A = B and B < A (14)
exhaustive (15) union (16) intersection (17) Von
Mises (18) istical or emf 1 (19) infi

(20) derived (21) sample space (22) zero (23) one
(24) one (25) negative (26) 0 to 1 (27) gambling
(28) product (29) same sample spnc.c (30) ratio ar
fraction or p (A1) 1 dent (32)
exhaustive (33) P (A) 2 PBY3HP (A] -P(Byor
P{A-B) (35) P(A)-P (A~ B) (36) P(B) -
P (A n B) (37) additive (38) P (A) + P (B)
(39) PA)+ P(B)+ PIC)-P(AnC)-P(BNC).
A0 P(AYx P(B) (41)P(B) (42)P(AIC)+ P
(BIC) - P (AB|C) (43) P (AIC) (44) P (A) P (BlA) or
P(B) P (A|B) (45) P(A) (46) independent (47)
PA)P(BYP(CANB)or PA)P(CO)P(BANC)
or P (B) P(C) P(AIBN C) (48) P (A) P (O)
(49) independent (50) = (51) P(A) + P (B) - 2P

(A n B) (52) (a) | - p, (b) py=p5 (c)

I=pi=py+py (@) 1=p+ps () % (53) 1
2

(54) inverse (55) posterioti (56) P (A,|B) + P
(A,1B) ~F (A, A,|B) (37) [P (A) - P (AB))/[1 - P (B))
(58) P (AP (A)) + P (Ap)] (59) P (A)

60) P(A~E) (61) P(AUE) (62) exhaustive

o

(63) Iy ex-clusive; exhaustive [64) 651

(66) 1 = P (A/B) (67) zero (68) 1 — P {A Ia] B} (69)
1= P{Aw B)(70) (i) 5/6 (i) 16 (iii) 0 (71) P (A)
P (BIA) P (CA n B) P (DA 1 B A €) (72) equally
likely. (73) Cc d (74) fi le cases (75)
d lent (76) subjective | bility (77) natural
assignment (78) pairwise independent (79) 0.27 (80)
173

SECTION-C

Answers

(Ha (@b

(Md  (8)a
13Hb (14)4d
(I9b (20)b
(25)b (26)c 2N)b (2B)c (29d (30 a
(3l)a (32)d (33)b ()b (35)a (36)c
(37) b [Hint: P (A W Bw C) = 0.85, and required
percentage = 100 - 85 = 15 per cent]

(3)d
9o
(15)d
21)a

4)d
(1Mc
(16) b
22) e

S)c
(I1)a
(17 d
(23)a

6)c
(12)c
(18) ¢
(24) ¢

4C:

(38) d|:Hm1 pew)=3% G
2

3
.PZB—
(]7c

12

—pzwandzg =xgeas

( )33 49]
i, 3

(3% a [Hint:P(ZW} - %.P(ZB) - E %

3_3
P(2Wand 2B) = = x ]
1035
(40) ¢ [Hinl: Q = 8 points, £ = HTT, THT, TTH,

TIT, P(E)= 5 ;]

(41) b [Hint P (E) = 0.8 + 0.6 - 0.8 x 0.6 = 0.92]

@2) c[Him: P(E)= 7[% x %] - %]

4 3_5}

int: 34,335
(43)C[lell, P(E)= lﬁx ux 5T
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ilz]

(M)a[ﬂmt .P(I:')——2 TR ZL

(45) d[Hmt P{E)—% 5 4
4C,x4C, _ 8
Hint: P(E) =
(“M[ ini: P(E)= =530, 553]

“4ha [Hint: €1 =36 points, E: (6, 6), (6, 5), (5, 6),

1
PE)=—=L
&) 36 12]
“8)c
. 4¢; % e 2, 3c
Hint: P(E)=| ——1 Lyl
“ b[ ot PUE) [&I "4¢'|J+[6“1 * 451]

-

[&1)] il|:Hlnl P(E}-— —x—+—x—x'—+—x:

-_E}

5 13
4=
6 4 120

3.4
X—+—X
4 5

i"']i]
992

(52) b[Hinl: £1=6x6x 6 points, E= (1, 5, 6),

(1) c[Hml P(E)=

(1, 6,5) ..,

25
216

(6, 4, 2), (6, 5, 1) = 25 points, P (E)

P(A/B)P(B) 1
P(A) 8

(53)e [Hinl:P[Bf.q) I i o L S L

54 d [Him:?[s,fﬁ) - ['_%,?%ﬂﬂ - %]

PROGRAMMED STATISTICS
(35) d [Hint: 2 = 64 points, E = (1, 8), (2, 7).

7
(3, 6), (4, 5), (5, 4), (6, 3), (1, 2), P(E)= H]

(56)a [Hmt P(E)= E = %]

(57) b [Hint: Impossible event]

(ssu[mm P(E)= [s :s] %]

26e, x26¢, _ 325
833

59 Hint: P(E) =
( ]n|: int: P(E) s2c,

60) d

[
tﬁnb[mmp(g)_i L2524
[

12712?84

62)d | Hint: P(E) = L +2— L3 =
62 "‘(5)13313852

57541}

1_8
Hint: P(E) = —+_=—
(63}h[ int: P(E) = 1*5 |s]

(64) d [Hint: 2 = 36 points, E = 18 pairs of odd

36 2

(65) ¢ [Hint: £2 36, pairs E = first throw 1 and second ~
throw 2, 3, 4, 5, 6 or Ist throw 2, 3,4, 5, 6 and 2nd
throw 1 or both the throws 1, 1. E= 11 points P (E)
= 11/36]

sum, P[E)——— ]

(56)b[ﬂim:p(£}-§+5_§ $8_ E]
97797 &

. dey %30, deyx2e 5
67)d |Hint: P(E) = ———L+ 21~
€7 [ () 9¢; ¢y 14
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(68) b [Hint: A leap year has 366 days, i.e., 52 week
and 2 days. 52 sundays are sure, 53rd sunday may
be on the remaining two day. The possible pairs of
days are (S, M), (M, T), (T, W), (W, Th), (Th, F)
(F, Sat), (Sat, S) . E = (S, M) and (Sat, §) . P
(E) = 2/7)

(69) d[Hint: Q = 36 pairs, E = (4, 6) (6, 4), (5, 5),

(5, 6), (6, 5) and (6, 6). P (E) = 6/36 = 1/6]
4 1 315
(?U)c[HmlP[E) ] 5 6+I‘-x—5—x;
1 4 5 4?]
$—x—x==
4 5 6 120

(71) b [Hint: A = 3 defectives out of Ist eight
examined record players B - 9th piece is defective.

P(A)= ( ]['5’}/[‘5], P(B/A)=1, P(AnB)=

P (B/A) P (A) = 8/195]

(72) d [Hint: E, : disease X is correctly diagnosed by
doctor A, E, : Patient having disease X dies.

P(E)=06,P(E)=04, P(E,/E)=04,
P(E,,r'E,):OJ

P(E,/E,) P(E)) _
P(Ey/E)P(E,)+P(E,/E,) P(E,)

)

P(A)=P(4)=P(4)=3. P

P(E/E)=

(73) d [Hint:

(A nA;)= % = P(A;) P(A;). Similarly, P(A,
M Ay) = P(A;) P(Ay) and P(A N As) = P(A)P@A)

Also P(A NA; NAy)=0]
(74)d

o -3 (54
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(76) a [Hint: P(E, Ey ;) =P(E,) P(E,/E,)
3.5 .7 1
P(Ey\E, Ey)= Exiﬁ**l—i a]
(77) ¢ [Hint: P(ANB)= -+3~” P(BJA)
12 6

s
V3 2

P(B'C) _P(B'VC)
P(C)  P(C)

(78) b [Hint:P (B'/C)=

_ 06+05-07 =i]

1-05 5
(79) a [Hint: P (AB") = P (A} = P (AB) = 0.1,
P (A/B) = 0.1/0.4 = 1/4]
(80) ¢ [Hint: There .are ten digils from 0 0 9 in
which a product can end. Prob. of any given digit to

P
"] 5 or the given event,

6]

3 1.2 4 2 3
(81) d [HlntP(.E)——-x;x;-l—;xsxg E

be the first digits is

P(E)=‘-2-x2x§

5 5 125
(82) ¢ [Hint: Prob. of selecting a coin having both

14 SE]

1
head = 1/4 and it has all five heads =EXIx]x Ix

1
Ix1= S Prob of selection of a coin having head
and tail

3 1y
=3/4 and it fall with five heads = 7 x [E) =

/ 3
3 ppye V4 2

128 4+ > 35
128
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X

(83)d[HinL‘p, =xpy= 5.x+§=l, x=%, pip,

=lf9- orpypy =1: 5] (84) b (B5) ¢ [P (E) =

o (-4 -3

(86) ¢ [Hinl: P(E)= %, P(E;)= % P(E,UE,)

3,3 5.3, ‘"]
9 7 9 7 63
(87) b [Hinl: Let A be at 12" place, P (A)= I/12. B
can be at 4 or 8% places out of remaining 11 places.

2
P{BI=—- Also A can be at any of the 12 places.

Therefore, P(E]-—x%xlz ]2]}

(88) b [Him: P(E)= 33(%)

3 1
9
R 2
(89)d [Hlm P(E)= —‘ = 3]
(90) d [Hint: Prob. nl' their true assertion that a
white ball is drawn = 3/50. Chance of A statement
being wrong =%x%=4—s and that of B being

wrong =l l=— Prob. of A and B to agree in

1 1
: ; =—
false statement that a white ball is drawn =7

1 ys0 81
3"'rSO+ ! 82

! 27x 50

¥50 4
3,9 7
5 10

(91) a | Hint: P(E) = T
% -
59

PROGRAMMED STATISTICS

1.3 7]
—R—=—
574 20
6c,x6c; _ 36
10¢, x10c, 100

(94) b [Hint: P (E) = P(TTTH) + P (TTITH)
l 1 I/8 1
+p(11'm)+...‘ hoim s I]

——
(95) ¢ [Hint: P (E} = Scs)‘).()c3 = 1/114]

©2d [mm: pE)=3,1

1
+
5 4

93)c |:Hinl.: P(E)=

16 32

. ]
(96) c [Hml: P{E)= K!Iia:l % 15¢, +5¢c, x15¢,

]
228
(97) b [Hint: A, - Examinee knows the answer,
A, — Examinee guesses the answer,
B - Answers correctly.
P(A) P(B/A)
P(4,) P(B/A)+ P(A) P(B/A,)

+ 5¢q] =

P(4,/B)=

pxl

,v;|><l+l—_—PI
m

(98) b [Hint: P (E) =

. 35/100 x 4/100 _4
35_4 255 40 _3 11
P 4. B3 0. 3
100100 100 100" 100 100

{99) a [Hint: A - card is heart, B - card is ace

P(A)=1 P[B):— P(Anﬂ)-——

P(Au81=§=p.q= .q=P=9:4]

13
(100) ¢ [Hint: E = 00, 01, 02, 03, 04, 05, 06, 07, 08,
09, 10, 20, 30, 40, 50, 60, 70, 80, 90 = 19 points £1
=00, 01, ..., 99 = 100 points, P (E) = 19%/100]
(101) b(102) d (103)a (104) b (105)c (106) b
(107) b (108)d (109) ¢ (110) ¢
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Chapter 7

Random Variable, Mathematical
Expectation and Probability

Distributions

SECTION-A
Short Essay Type Questions
Q.1 Define a random variable and give its finite number of values in an interval of the
examples. domain, is called discrete random variable.

Ans. A rule that assigns a real number to each
outcome (sample point) of a random experiment is
called a random variable (r.v.). It is governed by a
function of the vari Hence, a rand iable is
a real valued function X (x) of the elements of the
sample space (1 where x is an element of £1. Further,
the range of the variable will be a set of real values.
For exumple, in tossing a coin, x = 1, if the coin falls
with head, and x = 0 if the coin falls with tail. The
height of persons can be given by X (x) = X, the
height measured in centimeters or inches. A random
variable is usually denoted by any of the capital
Latin letters X, ¥, Z, U, V, ...

Q.2 Discuss different types of variables with
examples.

Ans. There are two types of random variables
namely (i} discrete random variable, (ii) continuous
random variable.

(1) A random variable, say x, which can take a

For example, if we toss a coin, the variable
can take only two values 0 and | assigned to
tail and head respectively, ie.,
OifxisT
X(x) ”[1 ifxis H
In rolling of a die, only six values of the variable
X, ie, 1,2,3,4,5 and 6 are possible. Hence, the
variable X is discrete. Here the variable,
X(x)={x:x=1,23,4,5and 6]

(ii) A random variable X, which can take any
value in its domain or in an interval or the
union of intervals on the real line is called
Continuous random variable. For a conti-
nuous variable, the probability of a point x is
zero, i.e., P (X = x)=0. But the probability is
ascribable in an interval. For instance, the
weight of middle-aged people in India lying
between 40 kg ‘and 150 kg is a continuous
variable. Notationally,
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X(x)=[x:40<x<150)
The maximum breaking strength 250 kg of a wire is
a conti variable. Notationally,
X(x)=[x:0=x<250]
Q.3 What are the important properties of a ran-
dom variable?
Ans. The properties of a random variable are:
(i) If X is a random variable and a, b are any two
constants, aX + b is also a random variable.
(ii) If X is a random variable, X? is also a random
variable.
If X is a random variable, 1/X is also a ran-
dom variable.
If X and ¥ are two random variables defined
over the same space, X + ¥ X - ¥, aX, bY or
aX + bY are also random variables where a
and b are any two constants except that @ and
b both are not zero.

(i)

(iv)

(v) 1f X, X;, ..., X, are n random variables,
U, = max (X,, Xy, .., X,) and
V, = min (X, X,, ..., X,) are also random
variables.
Q.4 What do you under ling by a di
function?

Ans. A function Fy(x) of a random variable X for
a real value x giving the probability of the event
(X < x) is called a cumulative distribution function
(c.d.1.) or simply distribution function. Symbolically,
Fx(x)=P(X<x)
Obviously X lies in the interval (- e, x).
Q.5 What are the properties of a distribution
function?
Ans. Some important properties of distribution
function are:
{i) If @ and b are two constant values such that
a < b and F is the distribution function, then
PlasX <b)=F(b) -F(a)
(ii) If F (x) is the distribution function of a
monovariate X, then0 S F(x) £ 1.
(i) IfX < ¥ then F(x) < F(y).
(iv) If F (x) is the distribution function of a
monovariale X, then

F(-)= lim F(x)=0

F(x) =}Ln;F(x)= L.

Q.6 What is a probability mass function (p.m.f.)
or discrete probability distribution?

Ans. If X, X,, ... are the variate values in the
sample space £ of a single dimensional variable X
with probabilities of occurrence p,, p,, ... respec-
tively, i.e, p; = P (X = x) = p (x) such that p (x) =
ov J'nnd..Enp () =1, p (x) is called the prob-

e

ability mass function and F (x) the probability distri-
bution function of the random variable x where,

Fix)= L

(x) an (i:;s;,)P{x']

The function F (x) is also called the step function
and its graph is just like staircase having a jump of
magnitude p, at each i taken along abscissa.
Q.7 What is meant by probability density func-
tion?
Ans. If X is a continuous variable and f, (x} is a
continuous function of X, f, (x) dx gives the prob-
ability of the event that X lies in the interval

(x—%dx]nnd [.t-i—-;—d.r]

ie [x—%dexSx+%n&).

fy (%) or simply f (x) is called probability density
function (p.d.L) or simply density function. Tt is
also known as frequency function because it also
gives the proportion of units lying in the interval

] 1
(x - %dx] and (; +3 :bc) . When the probability,
which is the area under probability density eurve
within the interval, is multiplied by the total number

of units in the population, this gives the actual number
of units in the prescribed interval, If x has the range

B
[, B]. £(x) = 0Vx e[ee.B], then jf(x}dx =1.Also

for any two values (a, b).
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p=[1(x)ds= F)-F(a)

Q.8 Define and discuss mathematical expectation.

Ans. Definition: The expected value of a random
variable is simply the long run average of this vari-
able over an indefini ber of p!

If X is a discrete random variable that takes on
the values x,, x,, ... x, with probability p,, p,. ... p,.
respectively, the expecied value of X is given as,

B0=3,ps where 37,1
is) =l
In general, the expected value of a function H (x) of
Xis,

E{H(x}= Y H(x) p(x)
allx,

Again, if X is a continuous random variable with
p.d.f. £ (x). the expected value of X is,

E(X}:fo[x)dr: asxshbh.

E (X) is also known as theoretical average value. If
£ (x), a function of X is also a continuous variable
and E [g (x)] exists, then

]
Efg (0)]) = [2(x) £ (x)ds

Mathematical expectation is extremely used to find
out the moments of a distribution and has great
importance. Moments have already been discussed
in chapter 5.
Q. %  Give some important results of mathematical
expectation.

Ans. Following are some of the important results
on mathematical expectation:

O E= Y pxy=y Sx= =n

all x, all xy

1
(mean) where each x, has probability N

PROGRAMMED STATISTICS

If X be a continuous r.v.,

E(X) = [xf(x)de=p

Further, E(x-X)=0whereX is sample
mean and E(X)}=p.

G) E(X-p)' =Y pilx-n)’

all gy

= ..]_Z(xr -|,1}th =}, (variance)
Nl"j"

or if X be a continuous r.v.,
E(X-w)" = [(x-n)* f(x)de=p,
(ili) If X, X,, ..., X, are n random variables, then
E(X,+ X, +..+X,)= E(X,)
+E(X;)+...+E(X,)
It is known as addition theorem of expecta-

tion.
(iv) If X,, X,, ..., X, are n independent random
variables, then

E(X,X,...X,) = E(X,) E(X,)...E(X,)
(v) Expectation of a constant is the constant itself,
i.e, E (¢) = ¢ where ¢ is a constant.
(vi) If c is a constant, then
E (cX) = cE(X)
Again, if a and ¢ are two constants, then
Also E (aX +c¢) = aE (X) +c
and V(aX +¢) = a® V(X)
(vii) If Xand ¥ are two random variables, ¢, and ¢,
are lwo constants, then

E( X +c3Y) = E(X)+c,E(Y)
(viii) FX <Y E(X)S E(Y).
(ix) If X and ¥ are two random variables, the
covariance between X and Y is given as,
cov (XN =E[{(X-EQ} (Y-E(N}]
=E(XN-E(X)E(Y).
If X and ¥ are independent, cov (X, V) =0
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(x) If X, and X, are two random variables, then
V(X +X;) = V(X,)+V(X,)+2cov (X,, X;)

Also V(e X, +c,X,) =ef V(X,)+ 2 V(X,)

+2¢,3 cov(X,, X;)
(xi) If X, and X, are two random variables, then
V(X - X,) = V(X)) +V(X;) —2cov (X;, X;)

Also V(e X, —e,X,) =] V(X)) +c3 V(X;)

-2¢,c; cov(X), X;)

Q. 10 State Cauchy-Schwartz inequality on expec-
tation.
Ans. Cauchy-Schwartz inequality states that if X
and ¥ are two random variables taking real values
then

E[{XV?]<E(X)E (1Y
Q. 11 State Jenson’s inequality on expectation.
Ans. If ¢ is a continvous and convex function and
X is a random variable having finite mean p, ie.,
E(X)=p, then

E[é()]2 o[ ()]

Incase disa inuou

and
E[$(x)] < ¢[E(x)]
Q.12 Stale Gurland's inequality on expectation.

Ans. If ¢ and y be two continuous monotone func-
tions of a variable X which are both ﬂon-decrea.smg
or both non-increasing and also their
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For a discrete distribution,

)= e f(x)

allx
and for continuous distribution,
My (1) = E(e") =Ie" Flx)de
Moment generating function is used to find the
moments of a distribution. The A* moment about
origin is the coefficient of r/r! in the expansion of
My ().

Note: A m.g.f. may exist without the existence of
moments.

My (1) = E(e”

Q. 14 Define characteristic function (c.f.) and give
its importance.
Ans. The characteristic function of a random vari-
able X having the probability function f(x) is given
as,

dx(0) = E(e")
For a discrete distribution,

dx(0)=Y " f(x)

allx

and for a continuous distribution,

dx(0)= [ 1 (x)ax

The greatest importance of characteristic function
is that il exists for each and every distribution whereas
moment generating function does not exist for every

exist, then
E[$(x)w(x)]2 E[$(x)] E[w(x)]

It implies E (X?) = [E (X))?, provided X takes
non-negative values, Also if one of them is non-
increasing and the other is non-decreasing, then

E[3(x)y(x)] <E[$(x)] E[w ()]
Q. 13 Define moment generating function (m.g.f.)
and its usage.

Ans.  Moment generating function M, (1) of a ran-
dom variable X having probability function f(x) is

My(1) = E(e”).

Secondly, once we know the characteristic func-
tion, we can identify the distribution.

Alsu characlensuc function is as good as moment

fi in finding out the ofa

dlstnhuuon " moment ubout the origin is the

. (ir)"
coefficient of =5

T in the expansion of E (™).

Properties

If X and Y are two independent variables and a, &
any two real constants, then

Moy oy (1) = My (1) Myy (2)
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whena=b=1 M, ,(t)=M;(1)-M.(1)
Similarly, Guxsny (£)= bax()-dup(t)

if a=b=1byy(0)=dx(1)$y(f)

This is known as the additive or reproductive
property.
Q. 15 Describe in brief probability generating func-
tion (p.g.£).
Ans. [If X is non-negative integer-valued variate,
the probability generating function of X is,

Gel0) = E(1*) = 3 P(X = X)1erq
allx

=3 p(x)rt
allx
Gy (1) is known as p.g.f. since the coefficient of #* in
E (") is p (x).

Probability generating function is closely related
to moment generating function as by replacing  in
p.g.f. by ¢, we obtain m.g.f. For example, the m.g.f.
of binomial distribution is (g + pe’)® and p.g.f. is
(g + pe)". Similarly in case of Poisson distribution,

My(t)= ell(r’_'] whereas Gy (1) = e,

Probability generating function also holds the ad-
ditive property. If X and Y are two independent
variates, the p.g.f. of the sum of variates is equal to
the product of p.g.l"s of individual vanates, ie.,

Gy (0= Gy (1) x Gy (1).
If X, X, ... X, are i.id, then
GX,-».\’, X, ()= [GX {")].

If X is an integer valued variable, p.g.f. can be

used to find the moments of the distribution.

Q. 16 Describe in brief the uniform distribution.

Ans. A discrete variable X is said to follow dis-
crete uniform distribution if its probability function
i8,

PX=x)=p(x)

=l for x=1,2,...,n
n

= () otherwise

PROGRAMMED STATISTICS

For example, the outcomes of rolling a fair die or

drawing cards successively from a well shuffled deck
of cards follow uniform distribution. In this distribu-
tion, probability at every point remains the same.
Q. 17 Give Bernoulli distribution and ils proper-
ties.
Ans. A random variable X, marked by only two
values | and O or | and —1 with probability of
occurrence p and g (g = 1 = p) respectively where
Pix=1)=pand P (x=0) =g, is called a Bernoulli
variate and its distribution is called B ulli distri-
bution. The probability distribution of x is,

flxy=p*q"*
where0spslandx=0orl.
The only parameter of Bernoulli distribution is p.

Properties

(i) Mean of Bernoulli distribution is p.

(ii) Variance of Bernoulli distribution is pg.
(iii) M t g ing fi of Bernoulli dis-
tribution is (g + pe).
An experiment with two possible outcomes
classified as success A and failure A is called
a Bermoulli trigl if the P (A) remains the
same at repeated trials. For instance in tossing
a fair coin again and again, the probability of

(iv)

falling the coin with head upside remains _;. .

Hence it is & Bernoulli trial.

Q. 18 Delineate Binomial distribution and its im-
portant features.

Ans. Binomial distribution was invented by James
Bemnoulli which was posthumously published in
1713. Let n (finite) Bernoulli trials be conducted
with probability ‘p” of a success and ‘g’ of a failure,
The probability of x successes out of n Bernoulli
trials is given by

L P
.f(x)—-(x]p q
where x=0,1,2, .., n
O<ps<slandp+g=1
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A dicholomous r.v., X having the probability mass

function f (x) = [ ]p‘ q""* is said 10 follow Bino-

v d.

mial distrib and is y

d as & (m, p)
or b (x; n, p). The probability function [ ]p q"

is the (x + 1)® term in the binomial expansion of
(g +py.

Important features

(i) If n =1, the binomial distribution reduces to
Bernoulli distribution. Hence, scldom
Bernoulli distribution is known as point bi-
nomial.

(ii) Binomial distribution has two parameters n
and p.

(iii) Mean of binomial distribution is np.
(iv) Variance of bmumul distribution is npq

(v} The [ function of binomial
distribution is (g + pe")"

(vi) Characteristic function of b (n, p) is

Py

(g+pe")-

(vii) The first four
cumulants are:

B=Ky =np, By =Ky =npq.

Hy =K; =npg(g-p)

with their relation to

By =Ky +3K3 -npq[l+3pq(n—2]].

2
(-2p .
npq

(viii) The of sk . By =

" =ﬂ. The value of P, indicates that
npq

binomial distribution is positively skewed if

1 Lo 1
— and symmetrical if p=—.
p<2 Y/ P 2

(ix) B, =3+ 1-6pg ory; =£:6_P‘i_Thc value
npq npg

of measure of kurtosis *B,’ reveals that as the

number of trials n — =, the distribution tends
to mesokurtic.

(x} Recurrence formula for binomial distribution

is,
P

+I q
This formula is very helpful in calculating
the probability of the consecutive successes.

(xi) If X ~ b (n, p) and ¥ ~ b (ny, p), then
X+Y=b(n +n, p). 'ITuspmpenylsknuwn
as additive or reproductive § y of bi-
nomial distribution.

{xii) If ¥ ~ b (v; n, p). the variable X = ¥/n, the
ratio of number of successes to the total
number of trials n, is called a relative or
Pseudo binomial variate.

plr=x+))=p(x=x)""2

Q. 19 In five tossings of a fair coin find the chance
of getting 3 heads.

3 1
. o= (23 -3

Since p=tig=d
ince P 2.q .

2

Q-20 A machine produces 10 per cent defective
items. Ten items are selected at random. Find the
probability of not more than two items being defec-
tive,

o rexs2= 3] ()
(o)) &) (V) )
B @ -G
Q. 21 The chances of a bomber hitting the target
and missing the target are 3 ; 2. Calculate the prob-

ability that the target will be hit at least once in five
sorties.

e s 300"



12
ar P(Xz1)=1-P(x=0)

,.,_[z]’-@
5 3125

Poisson distrit

Q.22 Expli
perties.
Ans. Poisson distribution was discovered by a
French Mathematician-cum-Physicist, Simeon Denis
Poisson in 1937, He derived it as a limiting case of
binomial distribution. If a dichotomous variable X is
such that the probability p of for
each trial is very small and the number of trials n is
indefinitely large and np = p is finite, the probabil-
ity of x successes is given by the probability mass
function,

and its pro-

e’
x!
=0 otherwise
1t is denoted by P (x; p).
Some of the example of Poisson variate are:
{a) No. of deaths in a city due o suicides.
(b} No. of defective items in a box of 100 items.
(c) No. of plane accidents per week.
Main properties of Poisson distribution are:
(i) Poisson distribution has only one parameter
W,
Mean of Poisson distribution (variate) is p.
Variance of Poisson distribution (variate) is
also p. This is the only distribution of which
the mean and variance are equal.

i3
forx=0,1,2,...

P(X=x)=

(ii)
(1)

(iv) M g g fi of Poisson dis-
wibution is ¢!

(v) Characteristic function of Poisson distribu-
tion is e"{e.h').

(vi) First three moments of Poisson distribution
(variate) are equal, i.e,, b, = P, = py = pand
He=p o+ 3k

(vii) All the cumulants are equal, Le., kK, =K, =,
= “ = p"

1 2
(viil) The measure of skewness, B, = “—; = ET =
#a M

PROGRAMMED STATISTICS

1
;W'“-I.

(ix) Measure of kurtosis, B, ."'_;.,l.,.; or
K2
Y2 =1 These measures show that Poisson

Jr

distribution is positively skewed and leplo-
kurtic.

(x) For a Poisson variate X with mean g, the
recurrence relationship between P (X = x)
and P (X =x +1) is,

P(X=x+1)=P(X “)'}t_l'

—

1f n is large (n — =) and p small in a binomial
distribution such that np remains constant say,
H, the binomial distribution tends to Poisson

(xi

= x
distribution £ 1"
x!
(xii) Inder Poisson F addi-
tive (reproductive) property. This property en-
sures that the sum of independent Poisson
variates is also a Poisson variate. If X, X,,, ...,
X, are P (xip) Pl p oo PG
respectively, then (X, + X, + .. + X)) is
PExipy +py+ o+ 1)
If X and ¥ are two Poisson variates with means
p and A respectively, the conditional
distribution of X given (X + ¥) is binomial.
If X, and X, are two independent Poisson
variates distributed as P (x;; p,) and P (x; ;)
respeclively, (X, - X;) is not a Poisson variate.
This property of Poisson variates is known as
the subtractive property.
Q. 23 A gear manufacturing company expects that

(xiif)

(xiv)

the chance of a gear being defective is ﬁ The

gears are supplied in boxes of 10 gears. Find the
probability that there are two defective gears in a
box of 10 gears. Also calculate the number of
boxes ing two defective pieces out of
10,000 boxes.
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Ans.  Since the probability of a gear being defec-
tive (X) is small, the variate follows Poisson distri-
bution.

1
=]0x— =005
The mean, K 200

¢ % (0.05)
2!
From the table 2% = 0.9512

P(x=2)= &9512; 0.0025
=0.0012

No. of boxes having two defective picces out of
10,000 boxes is,

n=0.0012 x 10,000 = i2.

Q.24 It has been found that on an average the
number of mistakes per typed page of atypist is 1.5.
Find the probability that there are 3 or less mistakes.
Ans. Giventhatpu= 1.5

The variable (no. of mistakes) follow Poisson
distribution.
Thus,

P{X53]=e_'5{%+%+%+%}

From the table ™' = 0.223]

P(X<3)=02231 (1 + 1.5 + 1.125 + 0.5625)
=0.9342

Q. 25 If a Poisson variate X is such that P (x= 1) =

P (x=12), Work out P (x = 4).

Ans. Using the recurrence formula for Poisson

distribution.

P(x=2)=

B
Plx=2)=Plx= I}Tﬁ
or p=2

B O k

From the table &2 = 0.1353

113
0.1353x16
Plx=4)= —m——n—
( ) 24
= 0.09
Q. 26 Explain Negative binomial distribution and
its properties.
Ans, In li d ldom the !

size |s not fixed but is detctmmud as the sample slz.c

1 to achieve r (This is known as
|nvcrse sampling. ) Obviously n™ individual will
always be | g(r-1) A random
variable X the numbe.r of failures before the
success occurs in a random experiment which re-
sults either in a success or a failure is said to follow
a negative binomial distribution and its probability
function with probability p of a success and g that of
a failure is given by

pxfnb(x . p)} =(x+'_])p'q'

r-1

x=0,12, ..,
rz0;0sp<

for

Also, px{nb(x:r. p)}= (_;) P

c (e

Negative binomial distribution is also known as
Pascal’s distribution.

Properties of negative binomial distribution

{i) Number of successes is fixed and number of
trials is a random variable.
(ii) Its means is r (1 = p)p.
(ifi) Tts variance is r (1 - p)p?.
(iv) The frequency curve is J-shaped with maxi-

mum frequency at n = 1 + = l

(v) Moment generating function of nb (x; r, p) is
1 P

(Q -Pe)"wherep=—,q=— or Q-P=1.
Q Q

(vi) Recurrence relationship between negative bi-
nomial probabilities f {x + 1) and f{x) is
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flae)=g- 2 f(x)
x+1

(vii) Central moments and cumulants of nb (x; r,
P) are:
By =K =rPpuy =x, =rPQ,

Hy =rPQ(Q+P)

and Ry =kg+3k3 =rPO(1+6P0)+372 P O°
=rPQ(1+6PQ +3r PQ)
(viii) Pearson’s coefficients of skewness are:
B, _u_@«p or y, =228
Wy PQ JrPQ
B, or y, arc always positive hence negative
binomial distribution is positively skewedt.
(ix) Pearson’s coefficient of kuntosis are:
By _1+6PQ
=g =———=s3
Pl e
_1+6PQ
)

The value of B, > 3 or y, > 0, reveals that
negative binomial distribution is lepto-
kurtic.
Q. 27 A marker is to continue shooting at the target
until he hits the target 6 times. The probability that
he hits the target on any shooting is 0.4. Calculate
the probability that the marker will have to shoot
9 times.
Ans. Since the number of successes is fixed, we
will use negative binomial distribution. In the given

problem,

re+x=9r=6, . x=3
p=0‘4.q= 1-04=06
Thus, using negative binomial probability,

P(x=3)=(‘x+r_l]p'q'

r-1

Also

- [z : :](M)‘ (06)°

PROGRAMMED STATISTICS
8 (0.6
-[5]((141 (©$6)
=0.0495
Q.28 Elucidate Geometric distribution and give its

properties.
Ans. If there are a number of trials such that the
probability of success ‘p" at each trial remains the
same, the probability that there are x failures before
the first success is given by p.¢". Hence, a random
variable X which can take only positive integer values
is said to follow geometric distribution if its prob-
ability mass function is
f)=PX=x)=p.q"
2=0,1,2,...and0sps |
= {} otherwise.

It is usually denoted as geom (p).
Since the probabilities of the events x=0, 1, 2, ...,
elc., are in geometric progression, it is named as
geometric distribution.

Also it is a particular case of negative binomial
distribution for r= 1.

The wailing time X follows geometric distribution.

Properties of geometric distribution:

(i) The mean of geometric distribution is g/p.
(ii) The variance of geometric distribution is

for

(iii) M o ing function of g
tribution is p/(1 — ge').
(iv) x =0 is the mode of geometric distribution.
(v) Median of geometric variate is — log 2/
log (1 - p).
Recurrence formula for geometric distribu-
tion is p (x + i) = gp(x).
If an event ‘E’ has not occurred before the
time k, then ¥ = X — k is the additional time
required for E to occur. The distribution of ¥
=t for X z k is pg' which is independent of &
Since the distribution of ¥ is independent of
k, the waiting time k is forg This prop-
erty of geometric distribution is known as the
lack of memory or memoryless property of
geometric distribution. This shows that

ic dis-

(vi)
(vii)
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shifting of origin does not affect the geomet-
ric distribution.
Q. 29 A man rolls a fair die again and again until
he obtains a 5 or 6. Calculate the probability that he
will require 5 throws.

i 1 2
Ans,  Given that P—;-G—;-
The ber of fail before a =4,

The variable x follows geom (1/3) distribution,
Hence,
1(2y* 16
P(I=50{'6]=;[;) =E
Q. 30 Give Polya's distribution.
Ans. If we put in negative binomial probability
function the value of r and p as,

1 __Bu
AT

1
[T

L YP( B Y
1@=rx=9=(" ][Hﬁu) [l+ﬂu]

(1+p)(1+2p}+...+ {1+p(x-1)}

x!

x( ll-l] ( l-l]l
1+B 1+p
forx=0,1,2,..

This form of Polya's distribution has only two
parameters B and p.

If in Polya's probability function, we putp= 1,
f (x) reduces to,

re-{z )5

. veng X
since " =]
x!

r=

or f(x)=

which is another form of geometric distribution

1
with p=——,
l+p

15

Q. 31 Eaxplain Hypergeometric distribution and give

its characteristics.

:\m. Suppose N individuals of a population can
ised either a (5) and a failure (F)

and it contains k successes and obviously (N - k)

fail Let a ple of n el be drawn at
dom without repl, In this p succes-
sive trials (draws) are dependent. Suppose x is the
ber of in the sample. The variable X

follows hypergeometric distribution and its prob-
ability mass function is given as,

I(‘]'P(X-x)-w
()

k
For  p=. f(x)=2200
n
for x=0,1,2,...n
and n<k

It has three parameters, N, K, n, and is usually
denoted as H.G. (x; N, K, n).

Characteristics of hypergeometric distribution:
(i) The mean of H.G. (x: N, K, n) is np where
pzl:?-N is not necessarily large.

(ii) The variance of h

ic distributi

YPEIE!

is (N“") whereg=1-
Nol npq q= P

N-n nk N-k
orvar (X)= "N
(i) R formula k flx+1)and
£ for HG. (x: N, K, n) i,
fleen=tX_Kox gy

x4+l N=k=n+x+l
(iv) Hypergeometric distribution tends to bino-

K
mial distribution if N - oo and N - p.
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(v) Characteristic function of hypergeometric dis-
tribution does not yield a convenient form to
be worked out for moments. The hyper-
geometric distribution provides an

PROGRAMMED STATISTICS

n! . x
K|y Xypeeny Xy ) 2 ————— 't pa? L e
e +) ‘l!-":!----\llpl Py P
ple  Subject to the dition, Zp, = 1.

of a distribution for which the characteristic
function is virtually useless while obtaining
the moments of the distribution. However,
the method of moments may be fruitful.
Q. 32 Give the example of a distribution for which
characteristic function is useless for obtaining the
moments.
Ans. The hypergeometric distribution provides an
example of a distribution for which characteristic
function is virtually uscless while obtaining the
moments of the distribution. However, the method
of factorial moments may be useful.
Q. 33 Inan international film festival, a panel of 11
judges was formed to judge the best film. At last two
films F, and F, were considered to be the best
where the opinion of judges got divided. Six judges
were in favour of F, whereas five in favour of Fy. A
random sample of five judges was drawn from the
panel. Find the probability that out of five judges,
three were in favour of film F,
Ans. It can be calculated with help of hyper-
geometric  probability in the following manner:
In the given problem,
N=11,K=6N-K=5n=5x=3

G
(5)

Q. 34 Deseribe briefly the multinomial distribution.

Ans. Suppose there are k distinct classes. Let the
probability that X; observations fall in the i class
is p,, the probability,

Plx=3)=

.P[X, =X, XZ = x,....,X‘ = .t‘,‘zx,. =n)
fori=1,2,..,k
is given by

Then f (x,, Xy, ..., x;) is the probability function of
multinomial distribution. It has par n and
Pys Py -oos Py

This distribution reduces to binomial distribution
when there are only two classes,

Q. 35 What is meant by continuous distribution?

Ans. We know that a continuous variable (variate)
will have continuous distribution, A variate X
which can take any value in an interval (a, b), ie.,
a £ X £ b of arithmetic continuum is a continuous
variable. The probability density fi fx) of
the random variable X in the interval (@, b) is de-
fined as,

4] il x<a
flxy=|d(x) if asxsbh
0 if x=b
Also f(x) always [ the following properti

(i) fix) 20.
(1) The total density (probability) in its entire
range is equal to unity, i.e.,

L]
[r@xyac=1

It implies that the total area under the fre-
quency curve is always unity.
(iii) The distribution function of X is given as,

P(X2x)=F(x)= j'f{x)dx,

1]

(i j Flx)dx = F(b)~ F(a) fora<x<b

(v) F(-o)=0and F(+ %) =1

(vi) For a continuous distribution with p.d.f. f(x)
where a £ X < b, the following relations hold.

b
(a) The mean, p = E(X]=jxﬂ1}dx
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Md
(b) ‘The median Md = J'f(xld,

h
= [fyds =112
AMd

{c

—

The variance, p, = E (X?) - (E (X)}?
B
where £[X’)=I;’f(x]dx

(d

The geometric mean G,

b
logG = _[Iug xf{x)dx
“
{e) The Harmonic mean H,

b
1 1
m =I; f(x)dx
(f) The mode is the solution of f* (x) =0 and

" (x) < 0 provided the derivatives, ' (x)
and f* (x) exist

17

() Mdecile D;(i=1,2,...,9) is obtained by
the relation,

:rf(x)dn;%

(m) M percentile P, (i = 1, 2, ..., 99) is ob-
tained by the relation

i i
_If(r)d-r‘l-‘ia

{n) r raw moment,
b
B, =[x fx)ax

{0) r™ central moment,

b
B, = [(x-n) F()dx
a@
Q. 36 Discuss a continuous uniform or Rectangular
distribution and its properties.
Ans. A random variable X is said to follow con-
uniform or rectangular distribution in an

(g) The point of inflection of a
frequency curve y = f(x) is obtained by
putting f* (x) = 0 and verifying f™' (x)
# 0, provided second and third deriva-
tives exist,
The mean deviation about a conslant A,
b
M.D, = [lx= Al (x)dx
o

generating fi

(h)

(i) The

Mx(0)= [e" f(x)ax

(i) The cumulant generating function,

K x(t) = log Mx (1)
* quartile @, (i = 1, 2, 3) is obtained by
the relation,

(k

?nnm=§

a

interval (a, b) if its density function is constant
over the entire range of the variable X. Its functional
form is,

1 .
£(x)= s if asxsbh
0 otherwise
It is denoted as U (a, b). If X ~ U (0, 1), f(x) = 1.
The distribution function of the variable X ~ U (a, )
is,

o if ~m<x<a
Flo)= ;—'—" if a<x<b
1 if bex<w
Properties of rectangular distribution:

b+
(1) Tts mean is equal to

a
2
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{ii) All the moments of odd order are zero.

2
(iii) Its variance, #;n(b 2) -
12
) (b-a)*
(iv) Its fourth central moment, B4 = 80

() Median of rectangular distribution is 222

b-
(vi) Mean deviation about mean, M.D; = —43.

(vii) Measure of Skewness, B, =0ory, =0.
9
(viii) Measure of Kurtosis, B; =5 ory, =p; =3

6
";-Pearson‘s coefficients P, and P, re-

veal that rectangular distribution is symmetri-
cal and platykurtic.

(ix) M g ing function of gul
— e e
distribution, Mx(l')—m.
{x) Characteristic function of rectangular distri-
buti et _ gt
tion, $x(r) = W)

(xi) Modec does not exists as the probability at
each point in the interval (a, 5) remains the
same.

(xii) 1f X and ¥ are independently and identically
distri 1 (i.i.d) rectangular or uniform
U (0, 1), the distribution of the variates
(x + ¥}, (x =¥), xy and &y are as follows:

( ) x+Y, Ogx+ysl
flxy)= 2-(x+y), Isx+ys2
x=y+l, =lsx-y=<0
flx-y)=
I-(x-y), 0sx-ysl

Sflxy)=~log(xy), D<xy<l
12, 0s 1
flam=| e

225, l<xly<m
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(xiii} If a variable X ~ Uf (0, 1), then the variable
y=—2 log X is distributed as %2 with 2 d.f.
(xiv) Let X,, X,, ..., X, be i.i.d. random variables
with distribution U (0, 1), then the variable

n
y=-2Elogx, or y=21o3(lf!fllx,] is

distributed as x2 with 2n d.f.
Q. 37 When is a variable said to follow exponential
distribution? What are the properties of exponential
distribution?
Ans. A continuous random variable X is said to
follow exponential distribution if for any positive
value X, it has the probability density function,
f@)=re™ for A>0,x>0
‘This is usually denoted as Expo (). A is known
as the parameter of exponential distribution.

The distribution fi of exp 1 variate
Xis
e M i
Fx)= 1-¢ ifx )(].
0, otherwise

The length of time interval between successive oc-
currences of events follow exponential distribution
provided the ber of in fixed time
interval follow Poisson distribution. The variate,
elapsed time between two calls at a telephone switch
board follows exponential distribution. This plays
an important role in the theory of reliability.

The well known properties of exponential distri-
bution are:

(i) Mean of exponential distribution is 1/A.
(ii) Variance of exponential distribution is 1/A2,
(iii) Moments of all order exist. The first four
central moments are:

1 _ 1 2
T Ha =3 Fs"ig-l-u"

_ 9

w= I
If & > 1, mean > variance. If & < 1, mean <
variance, if A = 1, mean = variance.

(iv) The relationship b central
and cumulants are:

My = Kby = Ky By = Ky and py = K, + K3
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(v) Pearson’s measure of skewness, B, = 4 or

n= Jﬁ =2
(vi) Pearson’s measure of Kurtosis, B, =9 ory, =
B,-3=6.
The values of B or v, and B, or v, clearly
reveal that exponential distribution is posi-
tively skewed and is leptokurtic.
{vii} The fian of tial

distribution is

1
3
(viii) Moment generating function,

wi=(1-4)

I
(ix) Characteristic function, $x (1) = [l - ;]

(x) Tt also possesses the memoryless property
just like geometric distribution.

Q. 38 What is the probability density function of
Laplace or double exponential distribution? Also
give its properties.
Ans. A random variable X is said to follow Laplace
or double exponential distribution with parameters
A and p if its probability density function,

£lx)=ghe ™

for—-ow<x<o, A>0and p <o
It is denoted as L (p, A).
fp=0,

£5)=3he

for—w<x<o h>0.
and is denoted as L (3).

The variate standing for the longest lasting object
out of a large \s ly identical objects
follows doubl

of app y

Properties of double exponential distribution

(1) The mean of double exponential distribution
is .

118
(i) The variance of double exponential distribu-
tion is z

First four central moments of double expo-

nential distribution and their relations with
cumulants are:

(i)

2
Hy =x|=p,u2=x2=l_1_"3=x_‘=0

2
By =Kg+Ikd= R

p4

(iv)
{v)

Measure of skewness, B, =0 ory, = |ffj, =0.

Measure of skewness, B, =6or y,= B,~3

= 3. The values of B, and B, vis-a-vis y, and

7, ensure that double exponential distribution

is symmetrical but is leptokurtic.

Moment generating function of double expo-
2

(vi)

nential distribution is e* -

PO

_ 2

H Ul

is e™ - .
et

(viii) Interquartile range (@, — @,) of double expo-

et i
1slic I

(vii) Its ch

2
nential distribution is X log 2.

Q. 39 Discuss claborately Normal distribution and
its characteristics.

Ans, Normal distrit was first d ed by
De-Moivre in 1733 and was also known to Laplace
in 1774, Later it was derived by Kark Friedrich
Gauss in 1809 and used it for the study of errors in
astronomy. Anyhow, the credit of normal distribu-
tion has been given to Gauss and is often called
Gaussion distribution. Normal distribution is the
maximally used probability distribution in the theory
of statistics.

A random variable X is said to follow a normal
distribution with mean p and variance o, if its prob-
ability density function is

_;‘:_T(‘ -u)’

fx(l‘;llnﬂ'z] - #H'Z
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for —WCI<®
—w<p<wand s> 0

The variate X is said to be distributed normally with
mean p and variance o® and is denoted as X ~ NV
(n, 0%).

Ifp=0and g =1, then

12

1 -Ex -
X)= (4

fx(x) N
Here, X is said standardised normal variate and is
denoted as X ~ N (0, 1). Also, p.d.L. f, (x) is called
standardised normal distribution. If X ~ N (n, o)

and we make a transformation, Z = % , the dis-

tribution of Z is a standardised normal distribution
as Z = N (D, 1) irrespective of the values of p and o?
in the distribution of X. Z is also called standard

1 e-;:’
J2r '

normal deviate. We can write, f(z)}=

Also, J-}[z)dz= I. The area under the standard
2

normal curve between the ordinates at z = 0 and
7, = ¢ (z) 1s given as,

t(zlﬂjf(z)dz.
(4]

Also b(z)=d(-2)

Area under the normal curve have been tabulated
and can be obtained from appendix Table IV
provided in the book entitled, Basic Staristics by
B.L. Agarwal or any other texibook.

Characteristics of the normal distribution:

(i) The normal distribution curve is bell-shaped
and is symmetrical about the line x = .
(i) The mode of the normal curve lies at the
point x = .
(i) The area under the normal curve within its
range — @ to = is always unity, i.e.,
nc‘ ii’ h_“l:d!' -1

-

1
ENF

PROGRAMMED STATISTICS

(iv) On either side of the line x = p, the frequency
decreases more rapidly within the range
(p £ o) and get slower and slower as we
depart farther from the point p on either side.
The area under the normal curve beyond the
distance £ 3 o is only 0.27 per cent which is
very small. As a matter of fuct, the area under
the normal curve within the range p = o is
0.6826, in the range u + 2 o is 0.9544 and
within the range p = 3 o is 0.9973, The fact
that 99.73 per cent items are covered within
the range p = 3 o of a normal distribution. It
gives rise to the large number theory. Hence,
for a sample of size n 2 30, the distribution is
taken as normal. The area under standard
normal curve, bounded by the line Z=x1.96
is 0,95, ie, 95 per cent. Since the normal
curve is symmetrical, 2.5 per cent area lies on
the left tail and 2.5 per cent area lies on the
left tail and 2.5 per cent on the right tail
beyond the points z = - 1.96 and z = 1,96,
respectively,

(v) Mean = Median = Mode.

(vi) The normal curve is unimodal.

{vii) All odd order moments of the normal distri-
bution are zero.

(viii) The first raw moment, Le, mean = p. Also

By =0, uy =0, gy =30* =3u].

2
(ix) Measure of skewness, f, = Ei- =0ory,
B

=JB, =0.

Measure of Kurtosis, B, =

=

4

(x

-

=3or T =

5

B,-3=0.

The value of B, and B, clearly reveal that the
normal curve is symmetrical and meso-
kurtic.

- 2
(xi) Quartile deviation, Q.D.= gé‘i-gl‘ =3°
{xii} The mean deviation about mean, M.D." =

@ 1
1 "1";1(“!1)) _ 2 _
G—E_‘Ex—uk dx = ~o=30
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(xiii) The maximum probability say, Max [p (x)] of
the normal curve occurs at the point x = p
whereas,

1
Max| p(x)|=
[p(x)] po
As o increases, p (x) decreases and the curve
becomes more and more flat and vice-versa,
(xiv) The moment generating function of the nor-
mal distribution, N (x; , o) is

j ,{x MI

(xv) Characteristic function of the normal distri-

bution, N(_t: p,uz) is

p:+%u’r’
=¢

Mx(’)‘

Lot
=g 2

dylt)=

1 I . —'z':;f(‘-ﬂ)ldx
e e
ovar 4
{xvi) The points of inflexion of the normal curve
are given by x = p = o and at this point

L
x)=—=e ",
1) ayln
(xvii) If X, X, .., X are n independent random

variables distributed normally with mean

1y e - B, and variances a]z, u%.....sf

respectively, the sum (X, + X, + .. + X)) is
distributed with mean, (1, + py + ... + pt, ) and

variance, (ol +03,.. +t.1,,]

If X and ¥ are two normal variates such that
X =N(0, Iyand ¥~ N (0, 1), the variate X/Y
follow Cauchy distribution.

Q. 40 What is the importance of standard normal
curve?

Ans. The importance of standard normal curve
lies in the fact that one has not to tabulate probability
(areas) under the curve between two lines x = a and
x = b for different value of p and g. Only one table
of arcas prepared for the standard normal curve is
sufficient as for this curve, the mean p=0and 5.D.,
a=1.

(xviii)
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Q. 41 Throw light on the importance of normal
distribution,

Ans. Normal distribution is most important
amongst all known distributions due to the facts
that:

(i) Most of the discrete distributions such as bi-
nomial, Poisson, etc., tend to normal distribu-
tion as n increases, Le, n — @,

Almost all sampling distributions like r, 12, F,
ete., for their large degrees of freedom con-
form to normal distribution.

Users convenience is another reason for wide
adoptability of normal distribution.

One of the greatest reason behind the exten-
sive use and application of normal distribu-
tion lies in most celebrated theorem known
as central limit theorem. The theorem states
that.

If X, X,, .... X, is a random sample of size n
from any population with mean p and vari-
ance o, the distribution of sample mean

(ii)

(iii)

(iv)

- Iy . . .
J‘r[x = —") is asymptotically normal, with
n

mean p and variance o¥fn, as #n —> .
Many variables which are not normally dis-
tributed can be ne lised through
transformation(s).
Q.42 Ifarv. X ~ N (40, 5%, find the probabilities
for the values of X specified as (i) 32 < X < 50 (ii)
1X-401>5(ii) X=25(iv) X =44 (v) 455X =50
(vi) 3l = X =35,
Given the areas ¢ (z) from 0 10 Z:
z 08 1.0 1.6 1.8 0 an
§1(z) 0.28814 0.34134 0.35543 0.46407 0.47725 0.49465

Ans.

¥

32— -

PR 540 —ntf, 2= 50540

¢ (z,) = 0.35543, § (z,) = 0.47725

P (32 < x 5 50) = 047725 + 035543
= 0.83268

x—40 >§)
5 5

(i) Px-40{>5)= P[
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=P(jgd=>n

=2P@>1)

=2(0.5-034134)

=0.31732

x=40 25-40]
5

<

(iii) P(x<25)= };(

=P{z=-13)
=.P{|z| =3)

=05-¢(}-3)
=0.5 - 0.49865
=0.00135

1-40244-40)
5 5
=P(z208)
=05-¢(0.8)
=05~ 0.28814
=021186
(v) P(A5<x<50)
=P(4§—4051—40550-40)
5 5 5
=P(l<z<2)
=42 -d(1)
= 047725 - 034134
=0.13591
(vi) P(31 2x<35)
=P(31-405x-40535-40]
5 5 5
=P(-18<Z=-1)
=¢ (- 1.8)-¢(-1)
=¢(L8) -4 (1)
= 046407 - 0.34134
=0.12273
Q.43 Ifa variable X - N (5, 4)and P { |t - 5| > ¢)
= 0.0, find ¢.

258
, 1y
Given ey 0.495]
[ -‘!- 321:

(iv) P(x=244)= P(

x-5

P
Ans. {2

>%c}=om
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1
Pllg>=c|=001
(4-3¢)
2P(Z>258)=001
l|:=2,Sl§
2
or c=35.16

Q44 If f(x)=ce_['1_hm}m‘—mcx{w repre-

sents a normal distribution, find the value of ¢, the
mean and the variance of the distribution.

Ans. We can wrile,

1 :_-q)’

flx)= ce-i[ ¢
By comparing f (x) with normal p.d.f.

R
ey
a-f2n

. Thus, o*=4.

1

wefind, p=3,0=4,and c=

" ay2n
Q. 45 Give the outline of lognormal distribution
and its properties.
Ans. A pasitive continuous random variable X is
said to follow lognormal distribution if the variable
log,x has normal distribution with mean p and
variance o”. Notationally, log, x ~ N (u. 6%). The
probability density function of lognormal distribu-
tion is

1 —phytiogx)
(3

Sx(log xi . 07) = —s

It has two parameters p and o2,

The hourly median power of radio signals received
and transmitted between two places follow log nor-
mal distribution,

Ifp=0,0=1,

~Jtog, 2°

Fx(log, JF;%?*’
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In this particular case when log, x ~ N (0, 1), the
distribution is called logarithmico normal distribu-
tion.

Properties of lognormal distribution:
I a
Heoa

(i) Mean of log normal distribution is e 2

- . . E
(ii) Its variance is e?#*% . !

(iii) Measure of skewness y, > 0. It means that log-

normal distribution curve is positively skewed,
(iv) Measure of Kurtosis v, > 3. It manifests that
lognormal d:ss.rllﬂ.ltum cnrve is Itpmkumc
If X and Y are independ g

distributed as N[u,. u,z) and N(I-lz- u%).
the variate (X + ¥) is distributed as lognormal

(v)

with mean (p, + ) and variance {cr, + uz}
The variate (X - Y) is distributed as lognormal
with mean (p, — p,) and variance (df +B§} .
The distribution of the variates XY and X/Y is
also lognormal.

Q. 46 Enunciate Cauchy distribution.

Ans. A continuous random variable X is said to
have Cauchy distribution if its probability density

(vi)

function is
P E——
nﬁln[" B“] ]
for —m<r<m

—m<o<oand f>0.

It has two parameters o and B. Notationally, this
distribution is denoted as C (a, p). fa=0,B= 1,
then

Sxlx)= —(“l?l,)
Here the variable X ~ C (0, 1).

Properties of Cauchy distribution:

(i) Moment generating function of Cauchy dis-
tribution does not exist.

(ii) Its mean does not exist.

(iii) Its variance does not exist.

(iv) Characteristic function of Cauchy distribu-
tion is & PH,

(v} Cauchy distribution curve is unimodal and

has its maximum at the point x = a.

Cauchy distribution curve has two points of

inflexion, [u+%ﬂ)mﬂ[u-—\%n}

If X and ¥ are two independent Cauchy vari-
ates distributed as X ~ C (@, p,) and ¥ ~
C (0, B,), their sum (X + ¥) is also a Cauchy
variale distributed as C (o, + oy, B, + B,).

If X, X,, .., X, are n iid. Cauchy variates

distributed as X; ~ C(a,B) fori=1,2, ..., n

(vi)
(vii)
(vii)

-1 .
the mean x=;£xi is also a Cauchy variate

distributed as C (a, B).
Q. 47 Elucidate beta distribution of first kind.

Ans. A continuous random variable X with para-
meters m and # is said to possess beta distribution of
first kind. If the probability density function of the
variable X is

B[m'n}xm—l(l_xln—]
frlx)= m=>0,n>0
D=xs]
] otherwise

1t is denoted as B, (m, n).

The distribution function of beta distribution of
first kind is

_ 1 T mel g _ =t g
F,[x)——s(m‘n)_‘[x (1-x)"d

for >0
O<x<1

The cumulative distribution function Fy (x) is also
known as incomplete beta function,
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Properties of beta distribution of first kind:

(i) The mean of beta distribution of first kind is
m
(m+n)

mn
(m+n) (m+n+1)

(iti} The third and fourth central moments of beta
distribution of first kind are:

(ii} Its variance is

_ 2mnin—m)
N (m+n) (men+1)(m+n+2)

and
Imn {mn(m +n=6)+2(m +n)2}

(m+n)*(m+n+1)(man+2)(m+n+3)

Ry =
(iv) Measure of skewness,

B, = 4(m-n) (m+n+1)
' mn(m+n+2)°

(v) Measure of Kurtosis,

Im+n+ I){mn(m +n—6)+2{m +!l)2}
mn(m+n+2)(m+n+3)

{vi) Mode of beta distribution of first kind de-
pends on the values of m and n.
If m < 1, x =0 is the modal value.
If n < 1, x= 1 is the modal value
1f m < I, n < 1, both hold good simultaneous-
ly, beta distribution of first kind is bimaodal.
One mode occurs at x = 0 and the other at x
=l.lfm=1Ln=1Lthenf(x)=1forO0<x
< |. In such a situation each of x £ (0, 1) is
mode,
Ifm=1,n>1,x=0is the mode
Ifm=>1,n=1,x=1is the mode

y =

Ifm=ln=1x= m- is the mode,
m+

|
n-2
Characteristic funetion of beta distribution of

Z(”) B(m + j, n).

(vii)

first kind is

B(m, n) 5
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(viii) The harmonic mean of B, (m, n) is

m=1

- (m+n-1)
(ix) If X ~ B, (m, n) and ¥ ~ B, (p, q) are
independent variates such that p + g = m, the
variate XY is distributed as B, (p, n + q).
Q. 48 Explicate beta distribution of second kind.
Ans. A continuous random variable X with pa-
rameters m and n is said to follow beta distribution
of second kind if its probability density function is

1 xm
—— form,n>0
fe(x)=| B(m, n) (14 x)™" gl
4] otherwise

It is generally denoted as B, (m, n).

The distribution function of beta distribution of
second kind is

m-1
du
for m,n>0
Fy(x)=| B(m, n )I{l-ru}"" Ocxenm
0 otherwise

Main features of beta distribution of second kind:
m

(i) Its mean is ——

n-1

m{m+n—1)

(n=1)*(n-2)

(i) Tts variance is

(iii) The harmonic mean of B, (m, n) is [m-l].
n

(iv) Characteristic function of beta distribution of
second kind 15

1 (in)*
Fmin Z o C(m+k)T(n-k)

Note: As a matter of fact, both beta type I and type
II distribution are same except in respect of range.
Beta type 1 has range (0, 1) and beta type II has
range (0, «).
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Q. 49 When does a variable follow gamma distri-
bution and what are its properties?

Ans. A positive random variable X is said to fol-
low gamma distribution with parameters r and a if

and only if its probability density fi is

a” —ax _a-]
—_— fi
Sy(xioum)= " m::}ﬁnmd

0 otherwise

It is generally denoted by ¥ (@, n) or gam (g, n).
If @ = 0, the gamma distribution is simply de-
noted as y (n).

The cumulative distribution of gamma variate X
is -

x

a ~ox n=1
—- for x>0
Fel(x)= rnl' “ *

0 otherwise
It is also s called inc g
function.
Properties of gamma distribution:

(i} Mean of gamma distribution is 2

n
{ii) Variance of gamma variate is u—;-
(iii) Ifex< 1, var.> mean; if & > 1, var < mean and
if @ = 1, variance = mean.

(iv) Moment generating function of gamma dis-
tribution

(T 2]

(v} First four central moments and their relation-
ship with analogous cumulants are:
=y =g =y = ey =y =
e A s
B 2l [6.-14-3:1‘)
Py =Ky+ K?_—u“ .

(vi) Pearson’s coefficients of skewness are, B =

4 N
dor= =t

(vii) Pearson’s coefficients of Kurtosis are, f, =

34—, 0ry; =P, -3=E.
n n

Since y, > 0, it ratifics that the gamma fre-
quency curve is positively skewed. Further
B, > 3 ory, > 0 clearly indicate that gamma

. distribution is leptokurtic.
(viii) Characteristic function of gamma distribu-

I

(ix) WX, X, .. X and kiid. y(a,n) variates for
i=1,2, ..,k the sum of the variates, X, + X,
+...+ X is also a gamma variate with param-
eters @ and X n,, ice, v (@, £ n,). It is known
as additive or reproductive property of gamma
variate,

(x) Asn — =, pamma distribution tends to nor-
mal distribution. It is called the limiting form
of gamma distribution.

(xi) If X =y (o, n), the mode of gamma distribu;
tion, is n-l for n > 1. Again if, n < . the
o

mode is 0.
{xii} If in gam (a, n}, n = 1, the gamma distribu-
tion is same as exponential distribution.

1
Fin+
[" 2]
raln '

(xiv) IfX and ¥ are two gamma variates distributed
as v (n,) and y (ny) respectively, then

(a) the variable (X + ¥) =y (n + n,).

(i) If X ~ v (. n). E(vX) =

) ) S ,
(b) the variable X+t © distributed as
By (ny, ny).

(c) the va.rinlc—':- is distributed as {3, (n,, n,).



126

Q. 50 Give a brief description of Logistic distribu-
tion.

Ans. The logistic distribution of a continuous
variable X is given in the form of cumulative distri-
bution function (c.d.f.} which is

Fy(xi0,B) = —

l+e

for—-m<a<o; =0

The model tolerance levels in bioassays follows
logistic distribution.

Properties of logistic distribution

(i) Its mean is o

2q2
(i) Its variance is %

(iii} Logistic distribution curve is symmetrical.
Q. 51 Give ib
Ans. A continuous random variable X which has
probability density function

ly Parcto dists

0 B+l
frlxix,0) = x_[%]
o

for x>0;8>0
is said to follow Pareto distribution.
The i of people exceeding a certain limit x,

follows Pareto distribution. It has found its applica-
tion in modelling problems.

Properties of Pareto distribution

{1) Mean of Pareto distribution is :_"'gl for@>1.
(i) Variance of Pareto distribution is

0x3 (exo]’
—=|—] forB8>2.
0-2 \o-1)
(i) M ing fi of Pareto distri-

bution dues not exist.
Q. 52 Give briefly Weibull distribution.

Ans.  Weibull distribution was discovered by Swed-
ish physicist Wallodi Weibull in 1939. A continuous
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random variable X is said to follow Weibull

- distribution if its probability density function

fe(xia,B)= ‘%x“‘l e(—:_.lp]‘

forx>0,a p>0.

‘This distribution has two parameters a and P. It has
application in reliability theory. Corrosion, weight
loss of an alloy, tensile strength of a metal follow
Weibull distribution.

Properties of Weibul distribution:
(i) Weibull distribution has mean ar[l +-'—].
o

(ii) Weibull distribution has variance

2]

Q. 53 Give the concept of circular distributions.

Ans.  When a distribution is absolutely continuous
with respect to leb on the circumfer-
ence of a unil circle and it can be represented by a
density function f (x) where the random variable X
refers o an angle measured from a chosen direction

satisfying,

fxzo
subject to,

j{{x)dx:l;'ﬂs:sln.
(1]

Such families of distributions are known as circular

distributions.

Q. 54 Give a brief account of the Pearsonian sys-

tem of distributions.

Am:. Karl Pearson gave. various types of distri-
h h diffe | equation:

A density fu ncuonfx (x) which satisfies the differen-

tial equation with constants a, b, b, and b,,

x=a

by + by x+by X

A (x]d.rfx{ x)=
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is said to belong to Pearsonian system of distribu-
tion density function. A number of the distributions
studied so far belong to the Pearsonian system of
distributi For inst distribution
belong to the Pearsonian type IIl distribution. Normal
distribution belongs to the Pearsonian zero type
distribution.
Q. 55 What do you understand by sampling distri-
bution?
Ans. Sampling distribution describes the manner
in which a statistic or a function of statistics, which
isfare a function(s) of the random sample variate
values x, Xy, ..., x,, will vary from one sample to
another of the same size.

Some popular and useful sampling distributions
are ¥, t. zand F.
Q. 56 Explicate the Chi-square distribution and give
its properties.

Ans. The chi-square distribution was first discov-
ered by Helmert in 1876 and later independently by
Karl Pearson in 1900.

If X is N (0, 1) variate, then X? is known as the
Chi-square variate. If X ~ N (i, o), then the stand-

ard normal uevia:cz=(‘;"]~mo. 1) and 22 is

distributed a Chi-square (x2) with 1 degree of free-
dom (d.f.). I X, X,, ..., x, are n independent variates
distributed as N[p;. u;‘], then

S -3z

i=l =l

is distributed as Chi-square with n d.f. The probabil-
ity density function of the Chi-square distribution is,

-x‘n(xz];"

)=
231'2

0sy’ <o,
The Chi-square can be expressed in terms of

sample variance (s?) also. If x,, x,, ..., x, is a random
sample' of size n from a normal population, the
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2

qua.nuty is distributed as Chi-square with k d.f.

where s =—Z{x,—x) andk=n-1.0%is
i=1

the population variance of the population from which

the sample has been drawn. The probability density

function of Chi-square distribution is

1 -2 2
dx:kmt, x #‘[12]” 1

DSIZSw.
) . AT ok
Chi-square is gamma (2 2) % gam(z,z).

Chi-square distribution has only one parameter n or
k as the case may be, which stands for the degrees of
freedom of 2.

Properties of the Chi-square distribution

Properties have been expressed taking the first p.d.f.
of x* having n d.f.:
(i} Mean of the Chi-square distribution is n.
(]
(1)

Variance of the Chi-square distribution is 2n.

Mode of the Chi-square distribution curve
lies at the point y2=n—2.

(iv) Moment generating of the Chi-square distri-
bution is (1_2')-.(2_

(v) Characteristic function of the Chi-square
distribution is (1-2if)™?.

(vi) First four central moments and their relation
with cumulants are:
By =K =mpy =Ky =2n 1y =K, =8n,
By =%y +3k] = 4Bn+12n°

(vii) Measure of skewness, [y =% oryy =

-2
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(viii)

{ix)

(x)

(xi)

(xii)

(xiii)

(xiv)

(xv)

(xvi)

(xvii)

12
Measure of Kurtosis, B; =3+: ory,=

-3=—=.
B2 "

The values of B, and f, lead us to conclude
that the y-distribution curve has positive
skewness since B, > 0, x*-distribution curve
is leptokurtic as B, > 3.

Pearson’s coefficient of skewness, S, L =

mean —mode . (2)"? .
=<7 5| = . This also leads to
S5.D. n

the conclusion that Chi-square distribution
curve has positive skewness.

The Chi-square distribution curve with 1 or
2. d.f. is hyperbolic in shape whereas for
n>2, the curve is unsymmetrical bell-shaped.
Recurrence relation between  and r — |
raw moment of the Chi-square distribution is,

By =(n+2r-2)p;,
Recurrence relation b central (absolute)
moments of the Chi-square distribution is,

By =27(0, +np, ) forrz L.
If X, X, ... X, are k independently distri-
buted Chi-square variates such that X, ~ 3%

k
(fori=1,2,.., k)E[ X; is also a Chi-square

variate with X n,d.f. This is known as additive
or reproductive property of Chi-square.
If X and ¥ are two independently distributed

Chi-square variates such that X-vle and

Y—-xi the variate (X - ¥) ~ 13.-:-, for
ﬂ]>-‘|2.
If X2 X+Y =, thenY ~ 2.

If X~ 3. Y =%, and(X+¥)~x2,,. . the

3 q

Chi-square variates X and ¥ are i

(xviii)

(xix)

(xx)

(xxi}

(xxii)

(xxiii)
(xxiv)
(xxv)
(xxvi)
(xxvii)

(xxviii)
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Points of inflexion of the Chi-square distri-
bution curve are

x=(n-2)x{2(n-2)}"*

Points of inflexion of the Chi-square distri-
bution curve are equidistant from its mode.
If X ~ 5 and ¥ ~y? areindependent Chi-
square variates, the distribution of the
quotient (X/Y) is beta distribution of type 1,
n oy

ie, XY~ 5:1(2 3

If X~ and ¥ ~ X% aretwo independent

Chi-square variates, the distribution of the
quotient XAX + ¥) is beta distribution of

X n .n2
el ie 3y P
Hall X,~N@© Dfori=1,2 ..nE X

~y2. But if X;'s are distributed normally
with unit variance and non-zero means, i.e.,
X, ~ N (u, 1). The distribution of X X7 is

known as non-central Chi-square (x'®)
with non-centrality parameter A where

1 ' ;
h=ZER]. We denote X' = x{1)
The Chi-square distribution is used to test
whether a hypothetical value o} of the
population variance is true or not.
%? is used to make a test of goodness of-fit.
1? is used to test the independence of
attributes.
%2 is used to test the validity of a hypothetical
ratios.
%? is used to test the homogeneity of several
population variances.
32 JS u&ed to lmt the equality of several

If n is large, then lim %2 — N (n,2n). This is
o

known as the limiting property of the Chi-

square.

Q.57

pof [ ion coefficients.
What statistic is known as Pearson’s Chi-

square statistic?

Ans.

In a frequency distribution of large sample
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having k classes such that the frequency of the /-

k _ 2
class is f,, the statistic ZM is distributed
i=l i
as Chi-square with (k — 1) d.f. where np, is the
expected frequency corresponding to the ohserved
frequency f; and p, is the probability that a sample
abservation x, belong to the i - class. Also 2f, = n.

Q. 58 What is a Chi-distribution?
Ans. The positive square root ofx,z, is called the
Chi-distribution, i.e., +/x2 = y,,. The mean of Chi-

distribution is n.

Q. 59 Define and discuss student’s r-distribution,
Ans. Student’s ¢ is defined as the deviation of
sample mean from its popul mean d in
terms of standard error,

The credit of t-distribution goes to W.S. Gosset
who published it in 1908 in research paper entitled,
“The probable error of the mean™. Professor R.A.
Fisher defined t as the ratio of a normal variate X ~

N (0, 1) and the square root J¥/v, where Y—-x,z,

¥

and v is the degree of freedom of 33, e, = X/JT

The two approaches result into the same t-distri-
bution. Student’s 1 is extremely used in the theory
and application of statistics.

Let x,, x,, ..., x, be a random sample drawn from
a normal distribution having mean p and standard

deviation o (unknown). The statistic Vi (¥ - p)/s is
distributed as student's — ¢ with (n — 1) d.f.3, where
i is the sample mean and s, the sample standard
deviation. Thus, student’s i-statistic is,

where,

The probability density function of student’s ¢
withv (=n-1)df.is

129
£y ——
¥ _ 1w fz {w+1)/2
v B(i,-i-J[H—v-]
v+l ;
} F[ E ] [1+i]—|wl};2
JFJEr; v
—mLls®

5

. Il v ) _
since B[E,E)_rﬁ_ﬁ and T'E—JE
2

Properties of student’s I-distribution:

(i) r-distribution is symmetrical about the origin
since f (1) = f(-1).
(ii)y All moments of odd order are zero, ie.,
W = 0.
(iii) The mean of t-distribution is zero.

n
(iv) The variance of r-distribution is ) for

n>2.
(v) The third moment p'; = 0 also py = 0.
(vi) The fourth central moment

In?
My =m for n>4.
(vii) Measure of skewress, B, = 0.
- . 3(n-2)
(viii) Measure of Kurtosis, Pz = (n—-2) for

n>4,
This reveals that £-distribution is symmetrical
about mean and is leptokurtic because f, > 3

as
\ 3(:-2]
n- . o n
(m]ﬂ. Also lim B = lim ([_4]
n

The limiting value of B, = 3. Hence, this

=3
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shows that for large n, 1, is approximately
N (0, 1). In practice n > 30 is considered as
* large. Some workers take 2 = 50 as large. !
Mode of r-distribution lies at the origin ¢ = 0,

Points of inflexion of r-distribution are

{5

(xi) M B ing fi
does not exist.

(ix)
(x

—

of r-distribution

(xii) Recurrence formula for even order moments

of t-distribution is:

n(2r=1)
= m#:f-: forn>2r

(xiii) the maximum height of distribution curve is

1
] at the point ¢ = 0.

sy

If # = 2, the probability density f

1
z(1+4%)

Cauchy distribution. Hence, t with 1 d.f.

1 to Cauchy distrib
Probability tables for r-distribution can be
prepared for various d.f. and different value
of t = i, Fisher and Yates prepared tables for
P = P (1 > ). William Gosset prepared
tables for Py = P(tSt,). By little manipu-
lation it can be shown that P.=2 (1 - P;). 1
tables are prepared for various d.f. for direct
usage in statistical inference which are
extremely useful and extensively used.
t-distribution is used to test whether the sample
mean conforms to a specified value of
population mean or not.
t-distribution provides the facility of testing
the equality of two population means based
on sample means.

(xiv)

reduces to which is the standard

(xv)

(xvi)

(xvii)

1. Random sample has been discussed in Chapter 9.
2. Degrees of freedom has been defined in Chapter 10,
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(xviii) The significance of correlation coefficient and
regression coefficient is tested by student-r.
Significance of partial correlation coefficient
is also tested by student-1.
If X ~ N (5, 1) and ¥ ~ %? with n d.f. are two
independent variates, the distribution of the
statistic

1= X[f¥/n
is known as non-central ¢ variate and is said
to follow non-central ¢ distribution with n d.f.
and non-centrality parameter 5. Mon-central
¢ distribution is seld ded to develop
the power function of certain tests concerning
normal population.
Q. 60 Define Fisher's z-statistics and discuss z-
distribution appropriately.
Ans. Sir R.A. Fisher in 1925 defined a statistic
which is based on the ratio of two sample variances.
Suppose the variances of two random samples based
on sizes n, and n, drawn from two normal popu-

(xix)

(xx)

lations are s and s resg ly. Fisher’s z-
is defined as
1 s,z
o~ los' [_]
2 3
2
5 2
—_—=
or I;
2
5
Putting é =F,
F=ex

The letter F is the first letter of Fisher’s name as a
mark of respect given to him by G.W. Snedecor. Prob-
ability density function of Fisher's z-distribution is,

zv:’lﬂ v;:ﬂ oY

v, v Yy
(3%) rvuery’

felz)=

—m<ze®
where v, =(n, - 1), v;=(n, - 1)

v, and v, are called the degrees of freedom of Fisher's
z-distribution.
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Properties of Fisher's z-distribution:
(i) Itis highly skew distribution.
{ii) z-distribution is a family of distributions for
different values of v, and v,

11 1
(iti) The mean of z-distribution is —{———],
v, v

(iv) The variance of z-distribution is
i 1.
2lv, vy viovE
(v) The third moment,
N P L
=3 :3“‘?*‘ 20v; v
(vi) The fourth moment,
11 1 | 2
=|—=+— [+ 3 —=+—[+3
“(avJ sz)“

(vii) Moment generating function of z-distribution
is,

v 12 r(.‘l;.'_')r[iii-_‘_]
wo-(2) )
vi ryir¥:
22
(viii) Characteristic function of z-distribution is,

vy +it r[_‘il‘i’.]
)

u.":l"[

=Y

Md_[" ) rYrY
2 2

{ix) z-distribution tends to normal with mean

yr_r UL 1 S
20 7Y, and variance 2ln Y,

when v, and v, are large.

Q. 58 What is Snedecor’s F and F-distribution?

Ans. G.W. Snedecor fi as the
ratio of two sample variances and prepared F-tables
in 1934. Suppose there are two samples of sizes n,

1+
£
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and n, from normal populations N(pl.af] and

2

N(p3,03) respectively. Suppose s?,s3 are the

sample variances respectively.

We know,
2
V5,
'—Z'—ﬁ where vy =(n, - 1)
Oy
2
v, §
and z_z:"xg where v, = (ny =1)
2
The ratio,
2t _ v
sifor xalva
= Fv..v,

If we have to test o} = o3, under this hypothesis
2
.!l -
g - Fvl"’i
From the above expression, it is evident that the
ratio of two independent Chi-squares vis-a-vis the
ratio of two independent variances is distributed as
F. v, and v, are called the d.f. of F-distribution. As
a norm larger sample variance is taken in the
numerator. The probability density function of F-

distribution is
wiz
[ v.l.'] ‘ ‘;1 -1
vy F
Ty (F) = vk
a[\n ""'_1] (h__\'_'l F) 2
V2
0sFe<w
F-distribution has two parameters v, and v,.
Froperties of F-distribution:
(i) F-distribution extends along abscissa from 0
10 @,
(ii) F-distribution curve wholly lies in the first
quadrant. ’
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(ili) Shape of the curve depends on the d.f. v, and
Vs

(iv) F-distribution curve is a positive skew curve

and is highly positively skewed when v, is

small (v, < 5).

(v} The curve is unimodal and its mode is at the

point F=v, (v, = 20y, (v, + 2} for (v, 2 3).

The mode is always less than unity.

Mean of F-distribution is v f(v, — 2) for

v,z 3

Variance of F-distribution is

(vi)

(vii)
zvi{vl +Vy —2)

vi(vs —2)2(": -4)

Moment generating function of F-distribution
does not exist.

forv, >4

{viii)
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is distributed as beta distribution of type I,

Le., ﬂ;[ 272 } and the variable v, Fiv, is

v
distributed as By (? ?2

(xii) Ifv, = 1and v; >, [F . ~ N(0,1).
(xiii) If v, = 1 and v; >, F, =3}
(xiv) If thas v d.f. and Fhas (I, ) d.f, ¢ = F,

(xv) If thas = d.f., Xj =15,
(xvi) The two points of inflexion of the F-
distribution are equidistant from its mode.
(xvii) F-distribution is used to test the equality of
two population variances.

(ix) There exists a very useful relation between At N
F-values having interchanged d.f, i.e., (xviii) F-distribution is entirely used in analysis of
i variance.
F:z'l' V) = (xix) F-distribution is applied to test the equality
R it of several regression coefficients.
{xx) F-distribution is used to test the equality of
or P[F,;, Zc] P{sz.". gl} several population means,
C
This is known as the reciprocal p y of (xxi) 1f ﬁ is a non-central x? with v, d.f. and non-
F-distribution. centrality parameter A and %3 is a central ¥
(x) If X, and X, are two variables having the 2
density function f (x) = €™ (0 < x =), the . . X _": .
variate X /X, follows F-distribution. Wit vz A6 the distrbution of 27y is
(xi) IfX ~F (v}, v,), the variable v, X/(v, + v, X) which is known as non-central F.
SECTION-B

Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:
1. A discrete vanable can take a
of values within its range.
2. A continuous variable can take any value
within its
3. If a fair coin is lnssed three times, the

number

probability function p (x) of the number of
heads x is

4. R fair coin is tossed three times. If x denote
the number of heads and y denotes the number
of head runs of two or three heads, the prob-
ability function of the variable Z=x + y is
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5.

Ly

7.

10.

11

12,

If a discrete random variable has the
probability function as,

=0 1 2 3 4 5 6 78
plx): k 2k 3k 5k Sk 4k 3k 2k k
thenthevnlucuf.tlsequal to
and E (x) =
If the probability dcusuy function of a
variable x is defined as,

fy=ex(2-x

then the value of ¢ .
If p.d.f. of a variable x is defined as,

D=x<2

S =32,

then the median of the distribution is

The probability density function £ (x) cannot
exceed

ODsx<2

If a random variable X the following
function.

o +3 42 1 0 -1 -2 -3
pix 001 02 3% k& 2% 0 01
then

(a) the value of k is
(b} the mean of X is
(c) the variance Xis ______ .

If p(x)— 5 forx=1,2,3,4,56

= ) otherwise.
then
(a) P(x=2o0r3)=

() P{G«,Hg)ul}z

The function f(x) = x% - 1 <x <l
= 0 otherwise
is a possible
If f (x) is the p.d.L. ofx.as.tsblhen
(a) the mean p, is equal to

{b) the logarithm of the geometric mean,
log G = .

13

14,

15.

16.

17.
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{¢) the harmonic mean of .t.# =

(d) the expected value of 22, ie, E (x9)
(e} the variance of x, i.e., V(x)=
() the mean deviation about mean p, ie.,
MD.=
(g) the medi
M=
(h) ™ quartile of the fmqucncy distribution
for=1,2,3ie, Q=____ .
M decile of the frequency distribution
fori=1,2,..9 ke, D,=
(i) ™ percentile of the frequency distribution
fori=1,2,.,9,ie, P,=_____ |
Iff(x)isapdf. of a variable X defined as,
fxX)=¢cx, 1 Sx52
=¢22x<3
= 0 otherwise
then the value of ¢ is .
If the exponential distribution is given as,
)= 0sxs

of the frequency distrit

0

=

-

then

(a) the mean of the distribution is

{b) the variance of the distribution

(c) the third moment of the distribution is

(d) Pearson’s cosntant 3, =
If the probability density function of a vari-
able x is given as,

1y 1
=5 2a ,0<x<m

Sx)==5e

then the variance of the distribution is

If a random variable X has the p.d.f.
fx)=3x0<x<1

= 0 otherwise
then the pd.f. of y=dx + 3 is
If x has a rectangular distribution

fla)= %.—25 xs2.
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18.

19.

21.

2.

then p.d.f. g(y) of a variable y = sin x is
The distribution of a random variable x in the
range [0, 2] is defined by
fx)=x’ 0<x<l
= (2—.\‘)’.
then the mean of the distribution f (x) is

l<x=2

If ce™™ is a p.d.f. for 0 < x < o, the value of
¢ is equal to
The mean of binomial dlsl.nbuuen bn, p)is
and its vari is
The mean of the binomial dlstnbutmn is
than its variance.

3.

32,

33.

PROGRAMMED STATISTICS

forx=1,213 ..is

In case of geometric variate x, the variance
of x is always mean of x.

Negative binomial distribution nb (r. p)
reduces to geometric distribution when

Polya's distribution reduces to geometric
distribution when

In hypergeometric distribution, the probability
of successive draws (trailsyare ______ .

The probability of a success changes from
trial to trial in

‘The number of trials in hypergwmclnc distri-
bution is .

Hypergeometric distribution reduces to
bi ial distribution when

If the mean and variance of bi
distribution are 2 and 1 respe:uvely, the
P (x < 1) is equal to

If on an average the rain falls on ten days in
a month (30 days), the probability that the
rain will fall on two days of the week is

In a police control room there are on an
average 3 calls per 10 minute interval. The
probability of receiving 4 calls in a 10 minute
interval is

If the probability of a mclu'.( hitting the target
s+
is

after the other, then the probability that the
10™ launch being the 5™ hit on the target is

and the rockets are being launched one

Shifting of origin does not affect the
distribution.

Mean and variance of geometric distribution
are .

Under shifting of time origin in geometric
distribution, the p.d.f. remain the same. This
property is known as

The mode of the geometric dlstnbuuon

)

39.

41.

42.

44.

If the rectangular distribution, f (x) =

——,asx<b, the mean and the median

of the distribution are R
Rectangle distribution is

Mode of the gular distribution

Mean deviation about mean in case of
rectangular distribution is
Variance of rectangular distribution is equal
0] .

Moment generating function for rectangular
distribution
If the random variable x has the rectangular

o . 1
distribution with p.d.f., f(x}= 9 D<x<®,
then

(a)
(b)
{c)

the mean of the distribution is
the variance of the distribution is .
the third central moment is equal to

(d) the fourth central moment is
(e) the coefficient of skewness is
(D) The coefficient of Kurtosis is .
The number of Parameter(s) involved in
exponential p.d.f. isfare
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45,

46.

47.

48.

49,

50.

51.

52.

53

§5.

57.

59,

61.

62.

The tails of the exponential distribution curve
are

The exponential distribution is

peaked than normal.

If x ~ Expo (), variable y =
distribution.

‘The vanance of L (A} is

of Expo (A).

The distribution curve of double exponential

distribution in respect of its bulginess is

€™ has

the variance

Semi-interquartile range of double
exf ial distribution is .

If X ~ N (p, o), the standard normal deviate
is distributed as

The maximum height of the normal curve
lies at the point

The p.d.f at the point of 1nf|exmn of the
normal curve is .

If X, X,, .... X, are i.i.d normal variates with

"
mean p and variance o7, the variable le X; is

distributed as

If X, X,, ..., X, are iid N (4, o?), the vari-
able ¥ is distributed as

The normal distribution curve is

(a) (b) ()

For a normal distribution, quartile deviation,

mean deviation and standard deviation are in
the ratio

. For a normal distribution N (1, o), the mean

deviation from mean is

For a normal frequency, the odd order
moment p, , are equal to

‘The moment generating function of the
normal distribution N (4, o?) is

The characteristic function of the normal
distribution N (g, o?) is

If X~N(u.of) and ¥~ N(n,,03). the
variable X + ¥ is distributed as

63,

64.

T0.

1.
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IfX ~N(12.5,3.5% and ¥ ~ N (8.5, 2.5%), the
variable X + Y is distributed as

If the income X (rupees) of people is
distributed normally with mean p = 500 and
S.D. o= 200, the percentage of people having
the income:

Given,
z 0.50 1.00 1.25
d(z) 019146 0.19146 0.39435
z: 1.50 2.25 2.50
§(z) 043319 048778 0.49379

(a) more than Rs. 1000 is

(b) less than Rs. 250 is .

(c) between Rs, 400and 600is _______.
(d) between Rs, 200 and 400 is .
(e) between Rs. 700 and Rs. 950 is
In problem number 64, if the total number of
workers in a factory is 500, the number of
employees having income.

(a) more than Rs. 1000 is .

(b) less than Rs. 250 is .

(c) between Rs. 400 and 600 is .
(d) between Rs. 200 and 400 is .
(e) between Rs, 700 and Rs. 9501is
The mean of lognormal distribution is

The variance of lognormal distribution is

The right tail of lognormal distribution is

Log normal distribution curve is
peaked than normal curve.

i Xl~log—N{p,,u,1) and X, ~log—
N (112,03 ). the distribution of X,/X,is ____.
If X, ~log-N(p,.0}) and X, ~log-

N (12:03) the distribution of (X, — X,) is




72.

73,
74

75.
76.

8L

82.

91.

92.

93.

If X, X; ... X, are n observations on log
normal variate X ~ f (x; i, 0%, the geometric
mean G = (x, X, .., x,)'" has
distribution.

The probability density function of a Cauchy
variate X with par 2and$5 is

94.

95,

96.
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The tails of the logistic distribution curve are

Pareto  distribution has  application in

Weibull distribution has application in

Mean of Cauchy distribution is
Variance of Cauchy distribution is
Moment generating function of Cauchy
distribution is -
If X ~ C (5, 4), the maximum of Cnuchy
distribution lies at the point

moments of Cauchy variate exist.
I X ~ C (2 1), the mode of the Cauchy
distribution lies at the point
IfX, X, .. X, areiid. C(a B), thelrmea.n.
X is distributed as ________.
If X and ¥ are standard normal variates, the
variable X/Y has the distribution________,
If X and ¥ are i.i.d. variates and X/Y is C (0,
1), X and ¥ necessarily normal.
If X ~ B, (a, B), the variate X follows U (0, 1}
for the values of a and P as
Mean of distribution B, («, B) is
Mean of distribution B, (c, B) is
The shape of beta distribution curve depends
on the values of
If a random variable X ~ v (n, u), the relation
between mean and variance is .
As regards the position of tails, g distri-
bution curve has .

. As regards the peakedness, gamma

distribution curve is

X~y (n) and Y—-Ytﬂz) lhevaru.ble
X+VYis dl.stnbl.lted as

IfX~y(n)and ¥~ ¥ (ny), lhevanablem"
(X+his dlstnbulod as
The ¢ lative distribution function of
gamma distribution is also known as
If X follows logistic distribution with para-
meler o and B, the variance of the distribution
is ind dent of .

100.

101.

102.

103.

105,

106.

107.

108.

The variable like

follows Weibull
distribution.
If X is a binomial variate with parameters

n=25 and p =02 The pmbablllt)r
Plx<p, -20)is

If X is a binomial variate with parameters
n and p, the distribution of the variable
Y=(n-Xisa variate with
parameters
If a variable X follows Poisson distribution
with Px=1)=P(x= 2} the probability
P(x=lor2)is

If X is a Poisson variate with P (x = 1) =
P (x = 2), the mean of the Poisson variate is
equal to

The normal curve is symmemcal about mean
350 and 5 per cent values are greater than 70,
The standard S.D. of the distribution is
[Given that ¢ (1.64) = 0.05).

The standard deviation of a Poisson variate is
2, the mean of the Poisson variateis
The shape of Chi-square distribution curve
withd.f. 1is

If the Chi-square dlmhuuon has 10 d.f., the
relation between p'; and p'yis .
If the Chi-square has 8 d.f., the relation
between p,, y, and p, is .

In a way the Chi-square distribution is
equivalent to .

If %7 and 13 are two independent Chi-square
variates with d.f. n, and n,, respectively, then

(a) the distribution of y?/y2 is

12.”:
(b) the distribution of =1L js
Az /my
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109,

110,

111

112.

113.

115.

116.

117,

118.

119.

120.
121,

122

123,

124,

137

(©) the distribution of (XZ +x2] is 125. r-distribution with | d.f. reduces to
trhe 126. Equality of two population means can be
@ lested by
(d) the distribution of 1: +1 127. Signifi of Pearson’s correlation co-
efficient can be tested by
(e) the distribution of (x{ ‘Iz) 15 128. Independence of two attributes can be tested
The mean of the Chi-square distribution is by
of its variance. 129, Whether a given frequency distribution
The third moment of the chi-square follows an specified distribution or not can
distribution is of its variance. betestedby .
Pearson's coefficient of skewness for Chi-  130. The population variance o2 has a hypothetical
square distribution curve is value 25 or not can be tesied by
The Chi-square distribution curve for df 13 IFX~N @ 1) and Y~y2, the statistic
3 or more is always
If the d.f. n for Chi-square are large, the Chi- VX e ibated as
square distribution tends to . JrY
The positive square root of %2 follow 132 The ratio of two samp]e variances is distri-
distribution. buted as
The mean of the Chi-square distribution with 133. The relation between Fisher's z and
ndf.is Snedecor’s F is
If the variates X, (i= 1,2, ..., ) are distributed ~ 134. The mean of z-distribution is
as N (s, 1), the variate fo is distributed as 135. Mode of F-distribution is always
unity.
If X, %y ... x, is a random sample from a 136. Moment genesating Sunctiap of F-distriution
pupulatlnn N (}1. o?), the distribution of
137. Reciprocal property of F-distribution leads
£(x; -3) 1o the relation
o N 2
1 For distributions £, . and d ’
I X,, Xy oo X, arc 0 iid cxpo (1) variates, o Lor QoiouOns By, 309Ky, a0dvy =
the distribution of 2 3 E X, is the relation between F and x* is .
Pearson’s Chi-square statistic for K classes is 139, If the d.f. for x? are large, the y*-distribution
. tends to distribution.
1 -distribution tends to normal if 140. If 5* is the variance of a sample of sizc #
t-distribution curve in respect of tails is always from a population N (1, &%), the statistic
. (n-1)s° . .
Measure of Kurtosis for t-distribution curve ol is distributed as
cannot be defined if .
141. If x, and x, be a random sample from a

t-distribution curve as regards its peak is
always

Maximum height of t-distribution curve is

X~ X

Tis

population & (1, 1), the variate

distributed as
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142. Beta type I and beta type 11 distributions are
same excepting in respect of .
143. Characteristic function is not useful to

workout the moments in case of
distribution.

144, If a variate X ~ v (a, 1), the distribution of X’
is same at that of distribution.

145. If a variate ¥ ~ b (y; n, p), variate ¥/ is
known as variate.

146. A wvariable X representing the angles and

satisfying the condition J: Flx)de=1 for

PROGRAMMED STATISTICS

f{x)20and 0 < x < xn follows’
distribution,

147. Thep of a multi
having k classes and n observations are

148. The variable y=—2log x for X ~ U (0, 1) is
distributed as Chi-square with d.f.

149. The variable r=—2[i| log X;, where X, are

i.id. (0, 1), follows distribution.
150. A distribution having always mean and
standard deviation equal is ,

SECTION-C

Multiple Choice Questions

Select one correct alternative out of the given
ones

Q. 1 Two random variables X and ¥ are said 1o be
independent if:
(@ E(XN=1
(b) E(XY)=0
(© EXY)=EX) E(D
(d) E(XY) = any constant value
Q.2 If X and Y are two random variables such
that their expectations exist and P (x < y) =
1, then

(@) E(N)<E(Y)
(b) E(X)zE(V)
(c) E(X)=E(Y)
(dj none of the above
Q.3 Il X and ¥ two independent variables and
their expected values are X and ¥ respec-
tively, then
@ E{(x-X)(r-F)}=o0
® E{(x-X)(y-7)}=1

(c) E{(X—f)(l’—?)}=c‘ (constant)
{d) all the above

Q. 4 If X is a random variable with its mean X,

the expression E(X—f]zmpmsenls:
(a) the variance of X
(b) second central moment
(c) both (a) and (b)
(d) none of {a) and (b)
Q.5 If X and ¥ are two random variables, then
(@) E{XV)=EX)E(()
(b) E{(XYP)=E(X?YY)
(e) E{(XYP}2E(XHE(YY
(d) E{(XYP) E(X?) E (V)
Q. 6 The outcomes of tossing a coin three times
are a variable of the type;
(a) continuous random variable
(b) discrete random variable
(c) neither discrete nor continuous random
variable
(d) discrete as well as continuous random
variable
Q.7 The height of persons in a country is a
random variable of the type:
(a) continuous r.v.
(b) discrete r.v.
(c) neither discrete nor continuous r.v.
(d) continuous as well as discrete r.v.
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Q8

Q.13

If X and Y are two random wvariables with

means X and ¥ respectively, then the
expression

E[(x-X)(r-7)]
is called:
(a) variance of X
(b) variance of ¥
(c) cov (X, 1)
(d) moments of X and ¥
If X is a random variable, E (&) is known
as:
(a) characteristic function
(b) moment generating function
(¢} probability generating function
(d} all the above
If X is a random variable, the E () is known
as:
(a) characteristic function
(b) 8
(c) probability generating function
{d) the 2™ moment
If X is a random variable with mean p, the
E (X — p) is called:
(a) variance
(b) A" raw moment
(¢) r central moment
(d) none of the above
If X is a random variable, E (') is known
as:
{a) characteristic function
(b) 4 ing fi
(c) probability generating function
(d) all the above
If X, X, ... X, be a sequence of mutually
independent random variables where X,
can take only positive integral values and

ing
£

s, = _El X;(m<n),S, = il X E(X)=p>0
i= i=

then

(a) E| (S_,,,] =1
JI

139

® z[:?-"—]=o

Se | m
o 3}

o o)

If X is a random variable which can take
only non-negative values, then

(a) E(XY=[EDOP

) EX3) 2 [EXP

(©) E(XY)<[EXP

(d) none of the above

If X is a random variable having its p.d.f.
£ (x), the E (X) is called:

(a) arithmetic mean

(b} geometric mean

(¢) harmonic mean

(d) first quartile

If X is a random variable and f (x) is its

pdf., E(%J is used to find:

(a) arithmetic mean

(b) harmonic mean

(¢} geometric mean

(d) first central moment

If X is a random variable and its p.d.f. is

f(x), E (log x) represents:

(a) arithmetic mean

(b) geometric mean

{c) harmonic mean

(d) logarithmic mean

If X and Y are two random variables, the

covariance between the variables aX + b

and c¥ + d in terms of COV (X, V) is:

(a) COV (aX + b, c¥ + d)=COV (X, 1}

(b) COV (aX + b, c¥ + d) = abed x COV
*xn

(c) COV(aX +b, cY +d)=acCOV (X, Y)
+ bd

(d) COV(aX+ b, e¥+d)=acCOV(X. V)
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Q.19

Q.20

Q.21

Q.23

Q2

If X, ¥ and Z are three random variables,

then

(a) COV (X + ¥ Z) = COV (X, Z) + COV
(¢ ]

(b) COV (X + ¥, 2)=COV (X, Z Y2)

(c) COV(X+Y,Z)=COV (X, Y. 2)

(d) COV(X+ ¥ Z)=0

If X is a random variable and r is an integer,

then E (X") represents:

fa) r™ central moment

(b) ™ factorial moment

(c) #* raw moment

(d) none of the above

For Bernoulli distribution with probability

p of asuccess and g of a faifure, the relation

between mean and variance that holds is:

(a) mean < variance

(b) mean > variance

(c) mean = variance

(d) mean < variance

The outcomes of an experiment classified

as success A or A failure will follow a
Bernoulli distribution iff:
1
(a) P(A]=5
(b) P(A)=0

() P(A)=1

(d) P (A) remains constant in all trials
The mean and varidrice of a binomial
distribution are 8 and 4, respectively. Then,
P (X = 1) is equal to:

@ 57
(b)
{c)

d)

1f for a binomial distribution, b (n, p), n=4
and also P (X = 2) = 3P (X = 3), the value of
pis:

DR

Q.25

Q.27
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2
® 5
1

1
(c) 3
(d) none of the above
If for a binomial distribution & (n, p), mean

= 4, varisnce = %, the probability, P (X =

5) is equal to:

w (3
o (3)6)
o 3
@ (3]

An experiment succeeds twice as often as it
fails. The chance that in the next six trials,
there shall be at least four successes is:
m

729

489

729

Fl

© 75

(d) none of the above

A manufacturer produces switches and
experiences that 2 per cent switches are
defective. The probability that in a box of
50 switches, there are at most two defective
is:
(a) 25 ¢!

®) !

(c) 2¢!

(d) none of the above

(a)

(b)
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Q.28

Q33

Q.34

If X-PJ["».;] and ¥ ~ b{ 2]. the pro-

bability of P(X + ¥ = 3) is:
{a) 716

(b) 732

{cy 11416

{d) none of the above

If X and Y are two Poisson variates such
X ~P(1)and Y ~ P (2), the probability,
PX+Y<3)is:

(a) 7

(b) 3e7?

(c) 4¢7?

(d) 8.5¢7

If X is a binomial variate with its mean
p =4 and third moment = = 4.8, the value
of Pearson’s constant f3, is:

(a) 213

(b) 5/6

() 0

(d) none of the above

1f X = b (n, p), the distribution of ¥ = (n - X)
is:

(@ bn 1)

(b) bin, x)

) b(n p)

d) b(n q)

A family of parametric distribution in which
mean is equal to variance is:

(a) binomial distribution

(b) gamma distribution

(c) normal distribution

(d) Poisson distribution

A family of parametric distributions in which
mean is always greater than its variance is:
(a) binomial distribution

(b) geometric distribution

(c) both (a) and (b)

{d) neither (a} nor (b)

A family of parametric distributions having
mean <, =, > varance is:

{a) gamma distribution

(b} exponential distribution

(c) logistic distribution

Q.35

Q.36

Q.37

Q.38

Q.41

141

(d) all the above

The family of parametric distributions which
has mean always less than variance is:

(a) beta distribution

(b) lognormal distribution

(c) Weiball distribution

(d) negative binomial distribution

The family of parametric distributions, for
which the mean and variance does not exist,
is:

(a) Polya's distribution

(b) Cauchy distribution

(c) negative binomial distribution

(d) normal distribution

A family of parametric distributions which
has mean nlwayslcssthanmvmmns
(a) negati I dist

{b) Polya's distribution

(c) beta distribution of second kind

(d) hypergeometric distribution

The family of pummelnc distributions for
which g g ion does not
exist is:

(a) student ¢-distribution

(b) Pareto distribution

(c) F-distribution

(d) all the above

The distribution possessing the memoryless
property is:

(a) gamma distribution

(b) geometric distribution

{c) hypergeometric distribution

(d) all the above

The distribution in which the probability at
each successive draw varies is:

(a) hypergeometric distribution

(b) geomeitric distribution

(c) binomial distribution

(d) di uniform distrib

In hypergeometric distribution, H.G. (N,

k
k n), if N> W.F-H’. the hypergeo-

metric distribution reduces to:
(a) binomial distribution
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(b) geometric distribution
(c) normal distribution

" {d) none of the above

Q.43

Q.45

Q. 46

Q.47

Q.48

Negative binomial distribution, b (x; r, p)
for r = 1 reduces to:

(a) binomial distribution

(b) Poisson distribution

(c) hypergeométric distribution

(d) geometric distribution

The distribution for which the mode does
not exist is:

(a) normal distribution

(b) r-distribution

(c) continuous rectangular distribution

(d) F-distribution

For a normal curve, the Q.D., M.D. and
5.D, are in the ratio

(a) 5:6:7

(b) 10:12:15

(€) 2:3:4

(d) none of the above

The mode of the geometric distribution

1 X
[5) forX=1,2, .. is

(a) 1

(b) 0

(c) 112

(d) does not exist

The moment g
distribution is:

(a) (g +pe)”

(b) (g +per™

(€) (g + pe')

(d) (g + pe™)

If X ~ N (u, a®), the points of inflexion of
normal distribution curve are:

(@ £p

(b) pzo

€y oxp

W) to

If X = N (u, o%), the maximum probability at
the point of inflexion of normal distribution
is:

ing function of B li

Q.51

Q.52

Q.53
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el.l'l

!

@ 5r
1

() _Ji;n- e 12

12
oy2n

()

1
@ 7=
An approximate relation between Q.D. and
S.D. of normal distribution is:
{a) 5QD.=48.D.
(b) 4QD.=58.D.
(¢) 2QD.=35D.
(d) 3QD.=25D.
An approximate relation between M.D.
about mean and $.D. of a normal distribution
is:
(a) 5M.D.=48D.
(b) 4 M.D.=5S.D.
(c) 3M.D.=3SD.
(d) 3IMD.=2S.D.
Pearson’s constants for a normal distribution
with mean p and variance o? are:
(@ B,=3p,=07y,=01y,=-3
®) B=0.p,=3,7,=0,1,=0
©) B=0p,=0.7,=0,7,=3
@ P,=0,p,=3,7,=0,7,=3
The area under the standard normal curve
beyond the lines z = x 1.96 is:
(a) 95 per cent
(b) 90 per cent
(c) 5 per cent
(d) 10 per cent
X is a binomial variate with parameters n
and p. If n = 1, the distribation of X reduces
to:
(a) Poisson distribution
(b) binomial distribution itself
(c) Bernoulli distribution
(d) discrete uniform distribution
If a random variable X has the following
probability distribution:



RANDOM VARIABLE, MATHEMATICAL EXPECTATION AND PROBABILITY DISTRIBUTIONS

Q.55

Q. 56

Q.58

-2 1
LA

o =l

Prob:

3 6 6
then the expected value of X is:
(a) 372

(b) /6

(c) 12

{d) none of the above

A box contain 12 items out of which 4 are
defective. A person selects 6 items from the
box. The expected number of defective items
out of his selected items is:

(a) 2

(b) 3

(c) 32

(d) none of the above

If X is a normal variate with mean 20 and
variance 64, the probability that X lies
between 12 and 32 is:

[T X

(a) 0.4332

(b) 0.1189

(c) 0.7475

) 0.5

[Given: Z =10 15 ]
¢(z): 03143 04332

For the normal variate X in Q. No. 56, the

I ge of items b 24 and 44 is:

(a) 30.72

(b) 19.27

{c) 69.02

(d) 30.98

Given: Z: 05 30

[ $(z): 01915 0.498?]

If Z is a standard normal deviate, the
proportion of items lying between Z=-0.5
and Z=-3.0is:

(a) 0.4987

(b) 0.1915

(c) 0.3072

(d) 0.3098

If X is a normal variate representing the
income in Rs. per day with mean = 50 and

Q.60

Q.6

Q.62

Q. 63

143

S.D. = 10. If the number of workers in a

factory is 1200, then the number of workers

having income more than Rs. 62.00 per day

150

(a) 462

(b) 138

(c) 738

(d) none of the above

[Given: z = 1.2, ¢ (2) = 0.3849]

A ing the distribution of di s of
shafts normal with mean = 5 and 5.D. = 0.05.
The tolerance limit of shafts is 4.90 to 5.10
cm. In a consignment of 200 shafts, the
number of shafts out of tolerance limits is:

(a) §

(b) 191 N

(c) 9

(d) 20

[Given: z = 2.0, § (2) = 0.4772]
Assuming that the height of students is
distributed as N (p, o®). Out of a large
number of students, 5 per cent are above 72
inches and 10 per cent are below 60 inches.
the mean and 8.D. of the normal distribution
are:
(a)
(b)
(c)
(d)

=1

[ T 1]

8:3&‘5

B=5
, G =4
,o=4

TETETE

Given: §(z,) =045, z, =164
d(z;) =040, z, =128

Probability mass function for a binomial
distribution with usual notations is:

() ( )p q"
(b) [ ]F q*
(© [;]P“"‘ q*

(d) none of the above.

With usual notations, the probability of
hypergeometric variate X is given as:
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Q.64

Q.65

Q. 66

Q.67

n\(N-k N
@ {xfn-x n
The probability mass function for the

negative binomial distribution with para-
meters rand p is:

@ [X:fl)ﬂ'q"
® [_x'](—l}’p'q"

© (}{)P' (-a)*
(d) all the above
Negative binomial distribution reduces to
Polya's distribution if we substitute:
1

! B ——
@ =P o

(b) r=fp=1+pp

1
r==,p=l+
() B P fu

(d) all the above
In the Polya’s distribution

p(X)= [’;J[, +]g“]w(l f;p]"

if we put p = 1, Polya’s distribution reduces
o:

{a) negative binomial distribution

(b) geometric distribution

(c) Poisson distribution

{d) none of the above

If X ~ N (5, 1), the probability density

PROGRAMMED STATISTICS

function for the normal variate X is:

A

52n

LAY
7=

(a)

(b)

1,2
Ay
e 2

1

5v2n
I —yx-s?

—_—y

V2

If X ~ N (8, 64), the standard normal deviate
Z will be:
X-64

@ Z="5—

X-8
Z==_"
(b) 61

(c)

(d)

X-8

() Z=

8-X
z=222

()] 8

The characteristic function of the normal

distribution of a normal variate X ~ N (p,

o?) is:

ui-tat

@e ?

-mr+!u’r"
) e ?
{c) both (a) and (b)
{d) none of (a} and (b)
The probability density function for beta
type II distribution with parameters o, p >
0is:

=1

@ G

1 x*!
(b) B(U.ﬁ) ‘“_',x)n«b

forX>0

for0<X<1
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Q.71

Q.72

Q.74

1 xa-l

(©) -_3(6‘3)'—(]4-”“'“ for0s X<

1 x*!
—— e for 0 < X
@ Blop) (oxF
The probability density function for beta
distribution of first kind with parameters
m, n>0is:
1

(@) X"+ x)"0<x <1

B(m,n)

1 m=] =1
(®) B(mm}x (1-X)""0<X <l

L xmixn0<x <1
© B{m,n) '

1 - -
@ Fomm ¥ H-x)h0<x <1
If X is a Poisson variate with parameter p,
the B ing fu of Poisson
variate is:
(a) et -1
) c:l{u"-:l:l
© &
«@ eiplé'-l}

The characteristic function of the binomial
distribution for the binomial variate X -
bn, p)is:

(@) (g + pe”)

®) (p +qe'y

©) (p+qe)

@) (g +pey

IF X ~ Expo (5), the probability density
function of X is:

(a) Se*forX>0

) eXforX>0

() Se¥forX =0

(d) %e*" forX>0

Q.75

Q.76

Q.77

Q.78

145

The characteristic function of Laplace
exponential distribution L () is:
2

X
@ e A wr?

(b) el"m

22
K-

Pt
c) e ——y
© W4
2

A
i
d ¢ -7

The probability density function for Laplace
variate X ~ L (, 1) is:

1 -dx-pl

—e

2

(a)

| T
—pne
(b} 3 M

(© % s cMx'lll

I, ux-
@ ke
Laplace distribution curve in respect to tails
is:
(a) not skewed
(b) positive skewed
(c) negatively skewed
(d) not definite
Laplace distribution curve with regard to
peakedness is:
(a) more peaked than normal
{b) less peaked than normal
(c) adequately peaked
(d) depends on the values of its parameters
The moment generating function for
geometric distribution with parameter p is:
(@) p(l-gq¢)
(b) p (1 -qe)
(©) pAl - ge")
(@) pAl - ge)
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Q.80

Q.81

The distribution function of a continuous
uniform distribution of a variable X lying in
the interval (a, b) is:

(a)

(b)

©)

@ 3

If X ~ C (= 2, 3), the probability density
function of the variate X is:
1

H
3n {I - ( X+ 2—] }
3
1
X+2
{“( 3 ]
S
2
fht{l+[&] }
3
(d) all the above
The characteristic function of the Cauchy
distribution X ~ C (a, B) is:
(a) eai-f
(b) e -
(©) g (ot = iy
(d) elur-ﬂl:l
If X, X5 .., X, are niid. C(a, P) variates,
the mean of X's is distributed as:

@ C{%%]
o i)

(a) for —mw<Xgw

for —w< X<

(b}

for —w< X <o

(c)

Q.85

Q.86

PROGRAMMED STATISTICS

(€) Cla, B)
{d) Clna,np)
The probability d ionofa
variable X distributed as y (n) is:

I n=l_=X
—X
I'n ¢

nX™le*

i n-l -X
E{I-X) e

f 1

(a}

(b)
(€)

LT
(d) l_nx e

The characteristic function of the distribution
¥ (o, n) is:

o (-4
o )

1
(c) 1=
3

{d) any of the above

If X and Y are two gamma variate y (n,) and
X

¥ (1), the distribution of ?is:

(@ B, (ny, n)

) E, .

© By (n,ny)

(d) yin +ny)

The characteristic function of beta distri-
bution of first kind, i.e., By (a, B) is:

(R :
@ mé(u)‘ B(a+jip)

® g S s+
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Q.88

Q.89

(c) B[uﬂ]z_‘.l( a+.B)

J=0

(i’
B, B]Z (e +iiB)

If X is ar.v., the probability density function
of the variable log_x ~ N (, o) is:

d

1 -gliog )
— &
o2
1 - éri og, -’
€
Jin

(@)

(b)

"

1 t]
| e—F{‘ﬂhl-lﬂ
oX.2n
any of the above

(c)
(d

—

If log,x = N(u,,07) andlog, y~ N(u,,

ag), the variable (log, x — log,y ) is dis-
tributed as:

@ N(u, -npy.07 -03)
® N(uy ~py.07 +03)

© N(u;.0f)-N(p,.03)

(d) none of the above

The variance of the logistic distribution
_{X=a)

function given as 1/[1+e P yis:

ﬂﬂ-2

@) —3~

(b)

()

Q.93

Q%
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2B1

(d)

The mean of the Pareto distribution f(X; X,
8) is:

X,
@ 3 “l for@>1

b) % foré=1

(© XO-—I forxn >1

(d) none of the above
The variance of the Pareto distribution
£l X, 0) is:

ox:
® 533

2
[%) for@>1
6-1

z 2
%_[%] forB>2
8-2 \6-1

for8>2

(b)

(©)

68X, (08X,
@ o__[ o

— ] for@>2
6-2 \08-1

The mean of Weibull distribution with
parameters a, f > 0 is:

o i)
i)
o ar1+1)
@ r[:n%]

‘The variance of the Weibull distribution will
parameters a, B is given as:
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Q.95

Q.97

Q.98

o wr{2) (2]
o o202
o wei-2{i(-2)

{d) all the above

Student’s t-distribution was given by:
(a) G.W. Snedecor

{b) R.A. Fisher

(c) W.S. Gosset

(d) none of the above
Student’s r-distribution curve is
about mean, it means that:

(a) odd order moments are zero

(b) even order moments are zero

(c) both (a) and (b)

(d) none of (a) and (b)

If X ~ N (0, 1) and ¥ ~¢¥n, the distribution

of the variate Xfﬁ follows:

(a) Cauchy’s distribution

(b) Fisher's r-distribution

(c) student’s r-distribution

(d) none of the above

The p.d.f. of student’s r-distribution based
on the random sample X, X, ..., X, from a
population N (1, a2} is:

Q=

&4

Q. 100

Q. 101

Q. 102

Q. 103

PROGRAMMED STATISTICS

272
The degrees of freedom for t based
on a random sample of size n is:
(@ n-1
(b) n
©) (n-2)
g n-1
() >
If the sample size n = 2, the student’s

t-distribution reduces to:

(a) normal distribution

(b) F-distribution

(c) Cauchy distribution

(d) none of the above

If n, the sample size is larger than 30, the
student’s t-distribution tends to:

(a) normal distribution

(b) F-distribution

(c) Cauchy distribution

(d) Chi-square distribution

The points of inflexion of r-distribution
are:

@ + ‘L
n
n v

® *(m)
n W2

) t(n+2]

n+2
@ 52

Maximum height of the student’s ¢-distri-
bution curve at the point 1 = 0 is:

1

(a) —57——v
1 n-1
"(E'T)
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Q. 104

Q. 105

Q. 106

Q. 107

Q. 108

For n >4 and n < 30, the r-distribution curve

with regard to peakedness is:

(a) mesokurtic .

(b) platykurtic

(c) leptokurtic

(d) bimodal

t-distribution is used to test:

(a) the validity of a postulated value of
population mean

(b) to test the significance of sample
correlation coefficient

(c) to test the equality of two population
means

(d) all the above

The value of statistic 1 to test a hypothetical
value 20 of population mean from a sample
of size 10 having its mean = 18.5 and
varance = 1.21 is:

(a) =371

(b) = 1L.16

{c) 371

() -4.31

A random sample of 17 items from a heap
of machine parts gives a mean of 42 and
S.D. = 6,25. The value of statistic 1 to test
the hypothesis that the population mean =
38 is:

(a) 2.64

(b) 6.6

{c) 2.56

(d) none of the above

If 2, Z, ... Z are n iid. variates, the

distribution of § 72 is:
i=l

Q. 109

Q. 110

Q. 111

Q. 112

Q. 113

148

(a) student-t

(b) x? with n d.f.

(c) y* with (n = 1) d.f.

(d) all the above

‘The probability density function of the sum
of squares of independent n normal variates
N0, 1) is:

1 TR a-l
w1 "_I_ ¢ (x ]
2"'r 2

(a)

1 E-:‘a‘z(xz).'z-'l

() ,1
27
2

,21 n e—;‘;‘z(xz);"
T 2

(c)

"

1 le_::[xz)i-l
rr’?
2

The relation between the mean and variance
of %2 with n d.f. is:
{a) mean = 2 variance
(b} 2 mean = variance
(c) mean = variance
(d) none of the above
Chi-square distribution curve in respect of
symmetry is:
(a) negatively skew
(b) symmetrical
(c) positively skew
(d) any of the above
Chi-square distribution curve with regard to
bulginess is:
(a) mesokurtic
(b) Teptokurtic
{c) platykurtic
{d) not definite
Moment generating function of the Chi-
square distribution is:
(@ (1-2i"

(d)
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Q. 114

Q. 115

Q. 116

Q. 117

Q. 118

(b) (1 =202

(e} (1 =2ity™?

(d) (1 -2

Mode of the Chi-square distribution with n
d.f. lies at the point:

@ P=m-1
M ¥=n
(¢} ¥*=n-2

d) ¥2=ln-2)

The points of inflexion of the Chi-square
distribution curve lie at the points:

(a) (n—2)x(n-2)"2

(b) (1=2)x(2(n-2))'?

(€ (n-2)x2(n-2)"7

vl
_n"n
@ { 2(n- 2}}

If X and ¥ are distributed as ¥ with d.f. "
and n,, respectively, the distribution of the
variate X7Y is:

() ﬂ:("' ]
(b) ﬂ'u[%'%]

(c) x* with d.f. (n, — ny)
{d) none of the above

If X~-x2 and ¥ ~x2, the distribution of
the variate (X = ¥) is:

®) B"[z 2]

(¢) ¥* with (n, — n,) d.F.

(d) all the above

If X and Y are both Chi-square variate with
d.f. n, and n, respectively, the distributi
of the variate XA(X + V) is:

® B’[z‘z)

PROGRAMMED STATISTICS

() B::(—L —i]

© ¥ with (”' ;"’ ]u,f,
(d) none of the above

Pearson’s Chi-square with usual notations
f; p; and n for k classes in a frequency
distribution is:

il np;

E 2

2 fi
=% <y

(c) both (a) and (b)

(d) none of (a) and (b)

In throwing a fair die 90 times, the number
of times, the spots 1, 2, ..., 6 appeared upside
were as follows:

No.ofspots: 1 2 3 4 5 6
Frequency: 12 16 14 20 18 10

The value of Pearson's Chi-square for the
given frequency distribution is:

(a) 0.31

(b) 4.66

(c) 1.20

(d) none of the above

The variate yX5 will be distributed as:
(a) Fisher's t with n d.f.

(b) Gamma distribution

(c) exponential distribution

{d) Chi-distribution

If X; ~ %3 fori=1,2,...,n.thedistribution

of the variate ,i; X, is:

(a) normal distribution

(b) Chi-distribution

(c) %* distribution with £ n, d.f.
(d) none of the above
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Q. 123

Q. 124

Q.125

Q. 126

Q. 127

Q.128

Chi-square distribution is useful to test the:

(a) independence of attributes

(b) equality of several population correla-
tion coefficients

(c) equality of several population variances

(d) all the above

Chi-square distribution is used for the test

of:

(a) goodness of fit

(b) hypothetical value of population
variance

(¢) both (a) and (b)

(d) neither (a) nor (b)

The shape of Chi-square distribution curve

for ¥? with d.f. 1 or 2 is:

() a parabola

(b) a hyperbola

{c) aJ-shaped curve

(d) a bell-shaped curve

The Chi-square distribution is said to be a

non-central chi-square if:

(a) If each of X, is not distributed as N

©, Din TX? fori=12,...n.

(b) Ifthe variate X; ~ N(p;, 1} fori=1,2,
e M

(c) both (a) and (b)

(d) none of (a) and (b)

If each of X; ~ N{u; 1), fori= 1,2, .. k,
the non-centrality parameter A for non-
central Chi-square distribution is:

&
A=Z
(a) Ml-l.f
k
® A=Zpf
A=-Z
(c) m-l“'

“Lip
@ A3k

If the d.f. n for the Chi-square distribution
tend to infinity, the chi-square distribution
tends to:

Q.129

Q. 130

Q. 131

151

(a) Fisher's t-distribution with n d.f.

(b) normal distribution with mean n and
variance 2n

(c) both (a) and (b)

(d) none of (a) and (b)

The relation between statistics ¢ and %2 is:
@ =y
®) =y
© 2 =x
W o =y
Fisher’s z-statistic in terms of two sample

variances is expressed as:
2
(a) z=logy [ﬂg-)
5
2
(b) z= ‘;‘h&n [ﬂ;‘]

b

5
(c) z=log, ?-
2

L op [
(d) 5-2 8e "%

The probability density function of Fisher's
zwithdf. k) and &, is:
Zk}""k:”a ghit
@ k& 22
{5 e
zkih.l’?k:;ﬂ el.z
® Tk i
B( 2" 'i') (ly +kpe®™) 2
2y el
()

hely
B[’g—%{] (k +kie®) 2

(d) none of the abave
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Q. 132

Q. 133

Q. 134

Y 2 i

of Fisher's z-
dlst.nhmon with d f. &, and k, is:

o (&) (%)%

k K [kl -:]
r-ir) 2=
202

Q. 135
ky+1 ky ~t
72 I‘[_l.., )l‘[—-—)
® [f‘ki e
1 i o 3
r 2 r 2
r{tsh) Q 13
(<) 1 __TZ
k| I-'tl =
2 2
" l‘[k' +:) [k,y__t) Q.137
ky 2
(d) [_] 7 N
2
z-distribution with d.f. & and k, has mean
equal to:
Q. 138

LY R
® 3Kk
®) %(kwh-}

11 |. Q.13
o 3(z1)

1 1
2 et
@ [“2 k) ]
The variance of Fisher's z-distribution with
d.f. k, and k, is:

Hr o 1
(O P

LY L
® kTR

Q. 140

Il]
kK

PROGRAMMED STATISTICS
L1 (L N T
© 3k e

’ _I[L+L+L+L]
@2k, TE

When d.f. k, and k, are large, the z-
distribution tends to:

(a) normal distribution

(b) F-distribution

(c) x*-distribution

(d) none of the above

Fisher's z is closely related to:

(a) Helmert x*

(b) Snedecor’s F

(c) Fisher's ¢

(d) all the above

The relation between Snedecor’s F and
Fisher's z is:

1
(a) z= Ehs. (F)

(b) F=e=

(c) both (a) and (b)

{d) none of (a) and (b)

F-distribution was invented by:

(a) R.A. Fisher

(b) G.W. Snedecor

(c) W.S. Gosset

{d) all the above

The variate F with usual notations is defined
as:

2
@ F-Lu
I:fV:

2
5

b) F=IL

(b) s

(c) e*

(d) all the above

The parameters of L -
(a) v andv,
®) si ands]

~distribution are:
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Q. 141

Q. 142

Q. 143

Q. 144

Q. 145

(¢) %] andy3

(d) 0and =

The range of F-variate is:

(a) —=low

(b) Do 1

() Do

(d) —ot00

The probability density function of F with
usual notations is:

{(varv,)® ? Fait
(a) B(:l ﬁ] yl;v,
272 [1+-‘-’-'-F]
Vi
| v/ vy/2-1
b (vi/va) F
{b) 8[!2' EI_] [l v F)\r|+"!
. ]
22|+,
© (A I
vy ¥ e ]
B ..z‘_l] v
[z 2 [u"—%‘) ’
vi

(d) none of the above

F-distribution curve in respect of tails is:
(a) negative skew

(b) positive skew

(c) symmetrical

(d) any of the above

F,, v, distribution curve becomes highly
positive skew when:

(a) v, is less than 5

(b) v, is less than 5

(c) any of v, and v, is less than 5

(d) v, is greater than 5

The mode of F-distribution curve for v,,
v, 2 3 lies at the point:

_valv-2)

@ F= vi(v2+2)

Q. 146

Q. 147

Q. 148

153
v (v;-2)
vy (v +2)
vi{vy-2)
va(v,-2)

(vi+2)v
(v2+2)v,

) F
() F=

@ F=
Mean of the F-distribution with d.f. v, and
v, for v, 2 3 is:

v
@ v -2

k|
vy -2

(b)

N

(© v-2
v2

vy—2

(d)

Second central moment of the F, , -

distribution is given by the formula:
2vi(v,+v,-2)

@ vy (va-2)"(v,-4)
2(v,+va-2)vi

® (-2, -9)
2vy(vy+v;-2)

© V(v -2)(v,-4)
23 (v +v2-2)
S22

@ V(v2-2(v;-4)

Moment generating function of F-

distribution is:

vy=1
My F
(a) [l-l- v € )
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Q. 149

Q. 150

Q. 151

Q. 152

niv

(b) [l+"—’re'] !
Vi
v vy /2=l
Va

© [H“'l” )

(d) does not exist
The reciprocal property of F, , - distri-
bution can be expressed as:
1
(a) Fl—c;v,.v. =F_-_

vy

1
) P(F, . 2C)= P(F,ﬁ_,l < E]

{c) bath (a) and (b)
(d) neither (a) nor (b)

nX
IF X ~ F {m, n), the variable ek follows
the distribution:

(@) By (m,n)
o r(s)

© n(35)
) B, (m n)
If X = F (m, ), the variable %xn distri-

buted as:
(a) Py (m, n)

(b} ﬂu[z 2]

© B'(z 2)
d) B, (m, n)

The relation between student's-t and F-
distribution is:

PROGRAMMED STATISTICS
@ Fy=t
b) F, =t
(c) l'., =F,

(d) none of the above

The non-central F-distribution is defined as:

(a) The ratio of two non-central 2

(b) The ratio of a central-x? and a non-
central x? divided by their correspond-
ing d.f.

(c) The ratio of a central-x? and a non-
central 2

(d) all the above

F-distribution is applied for:

(a) testing the equality of two population
variances

(b} for testing the equality of two or more
population means

(c) for testing the equality of several
regression coefficients

(d) all the above

1
The distribution having the m.g.f. m
can be identified as:
(a) negative binomial distribution
(b) geometric distribution
(¢) exponential distribution
(d) none of the above
The given probability function,

f0)= zix forX=1,23...

represents:

(a) Bernoulli distribution

(b} Poisson distribution

(¢) Geomelric distribution

(d) All the above

‘The characteristic function of a distribution
is given as:

2 -1
""'[]+—]
Az
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Q. 158

Q. 159

Q. 160

Q. 161

Q. 162

By identicality, the distribution for which it

stands is:

(a) exponential distribution

(b) Poisson distribution

(c) Cauchy distribution

{d) double exponential distribution

Normal distribution was invented by:

(a) Laplace

(b} De-Moivre

(c) Gauss

(d) all the above

If a variate X ~ B, (m, n) where m < 1 and

n < 1, the beta distribution is:

(a) bimodal with its mode at the points
X=0and X =1

(b) unimodal with its mode at the point
X=1

(¢) unimodal with its mode at the point
X=0

{d) mode does not exist

If a variate X ~ §, (m, n) wherem > 1, n> 1,

the mode lies at the point:

@ m+n-2
-1
m+n-1

(b)

m=1

(c)

m+n-2

m

(d)

If a beta variate X ~ B, (m, n) where m = 1
and n > | the mode lies at the point:

{a) X=1

(b) X=0

(e) both (a) and (b)

(d) none of (a) and (b)

If a beta variate X ~ B, (m, n) where m = 1,
n = 1, the mode lies at the point(s):

(a) X=1

(b) X=0

(c) both (a) and (b)

(d)} none of (a) and (b)

m+n

Q. 163

Q. 164

Q. 165

Q. 166

Q. 167

Q. 168

The abbreviation i.i.d stands for:

(a) independent and identically distributed

(b} identically and independently distri-
buted

(c) both (a) and (b)

(d) none of (a) and (b)

If a variate X ~ y (a, 1), the pd.f. of X is

same as that of:

{a) Chi-square distribution

(b) exponential distribution

{c) normal distribution

(d) Weibull distribution

If the moment generating function of a

distribution is (g + pe’)", the variance of the

distribution is:

(a) 2n ’

(b) pq

(c) npq

(d) pgn

The distribution for which the moment

generating function does not exist but

moments exits is:

{a) Pareto distribution

(b) t-distribution

(c) F-distribution

(d} all the above

The distribution of which the characteristic

function is not useful in finding the moments

is:

(a) negative binomial distribution

{b) hypergeometric distribution

(c) geometric distribution

(d) none of the above

Pearson’s coefficient of skewness for the

negative binomial distribution

[’;)p'{-q)x is:

(p+q)’

myq

(P+0)
q

(a)

1
whefe p=—,q=—
) P=51
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Q. 169

Q. 170

Q17

Q. 172

Q. 173

(P+0)
PQ

(P+0)
rPQ

The name of the distribution having the

characteristic function (¢® — ™Yt (b ~ a)

is:

(2) continuous rectangular distribution

(b) discrete rectangular distribution

(c) normal distribution

(d) none of the above

X~ b(n,p)and X, ~ b (ny, p,) the sum

of the variates (X, + X,) is distributed as:

(a) hypergeometric distribution

(b} binomial distribution

(c) Poisson distribution

(d) none of the above

If X, and X, are two independent Poisson

variates with parameters A, and A, respec-

tively, the variable (X, + X) follows:

(a) binomial distribution with parameters
(2 +2)

(b) Poisson distribution with parameter
(A +1p)

(c) either of (a) and (b)

(d) neither of (a) and (b)

The sk of 2 binomial distrit

be zero if:

()

(d)

will

(a) ?‘l
2
(b) p>i
2

=1
(c) p=3

) p<q

If a variable Y =~ b (¥; n, p) the variable ¥/n
is called:

(a) a relative variate

(b) a Pseudo variate

Q. 174

Q. 175

Q. 176

Q. 177

Q. 178
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(c) both (a) and (b)

{d) none of (a) and (b)

Binomial distribution tends to Poisson
distribution when:

(a) n—>o0,p—0and np=p (finite)
(b) n-bw.p-b%andup—b;: (finite)

€) n=>0,p—>0andnp—0
(d n=>15p->0and np—>0

If for a normal distribution, Q, = 54.52 and
Q, = 78.86, the median of the distribution
is:
(a) 12.17
(b) 39.43
(c) 66.69
(d) none of the above
A discrete random variable has probability
mass function
pxy=kyp:p+g=1;x=234,..
The value k should be equal to,
(a) lig?
(b) lip
(c) Ugq
(d) lipg
If a discrete random variable takes on four
values ~ 1, 0, 3, 4 with probabilities 1/6, k,
1/4 and 1-6k, where k is a constant, then the
value of k is:
(a) 113
(b) 219
(c) 112
(d) 5/24
Let X be a continuous random variable with
probability density functi

flx)=k; 0222

=kl<x<2
= (); otherwise
The value of k is equal to:
(a) 114
(b) 2/3
(c) 25

(d) 34



RANDOM VARIABLE, MATHEMATICAL EXPECTATION AND PROBABILITY DISTRIBUTIONS

Q.179

Q. 150

Q. 181

Q. 182

Q. 183

Q. 184

For the distribution fi of a rand

variable X, F (5) - F (2) is equal to:

(a) p(2<x<5)

®) pR<x<5

€) p(2sx<5)

(d) p(2<x<5)

If a continuous random variable X has
bability density f

i =1sx<0

then E (X?) is equal to:

(a) 1/9

(b) 273

(c) 5M12

(d) 173

If binomial random variable has mean = 4
and variance = 3, then its third central
moment 1, is:

{a) 112

(b) 512

(c) 312

(d) 7/4

A Poisson random variable has p, = 2, the
value of its mean is:

(a) 1/3

(b) 273

(c) l/4

(d) 34

A negative binomial variate has probability
mass function,

f(x) -(’”:u])q‘ phix=0,12,...
with its mean = 2 and variance = 3. The
value of p is equal to

() 23

(b 13

(©) 14

(d) 3/4

A random variable has uniform distribution
over the interval [- 1, 3]. This distribution

Q. 185

Q. 186

Q. 187

Q. 188
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has variance equal to: ©

(a) 815

(b) 43

(© 134

(d) 912

For an exponential distribution with prob-
ability density function,

flx)= %e"ﬂ; xz0,

its mean and variance are:

o (t3)
o
o (b

@ 2,4

If a variable x has probability density

function,
Fla)=—

Tape e x>0
[+ 3

then its variance is:

(a) ap*

(b) o’f

(c) a?p?

) o/p?

A normal random variable has mean = 2
and variance = 4. Iis fourth central moment
1, will be:

(a) 16

(b) 64

(c) 80

(d) 48

If a random variable X has mean 3 and
standard deviation 5, then, the variance of
the variable ¥ = 2X - 5 is,

(a) 25

(b) 45

(c) 100

(d) 50
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Q. 189

Q. 190

Q. 191

Q. 192

Q. 193

Q. 194

The generating fi of a ran-

dom variable X is,
2 14 4 4
M At)=—+= —e”,
(D 5+33 +I5‘

The expected value of X is,
(a) 22/15
(b) 95
(c) 17/15
(d) 11/5
A random variable X is distributed as F«‘ »
the mode of the distribution is:
(a) 7/6
(b) 21/10
{c) 18
(d) 8121
If X, and X, are two independent y*-variates,
which of following has also y2-distribution?
@ X /(X +X,)
b) X +X,
© X,/X,
@ X/X

If X, and X, are two random variables having
the same probability density function
f(x)=e"" where x > 0, the variable XX,
follows:

(a) x -distribution

(b) t-distribution

(¢) F-distribution

(d) P distribution

The distribution lf is equivalent to the
distribution:

(@) A,

&) A0

(c) F,l

@ Ry,

If X, and X, are two independent x*-variates
with n, and n, d.f. respectively, then the
variable X, /X, is distributed as:

Q. 195

Q. 1%

Q. 197

Q. 198
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@ "in.-u;)

® F2mm)
© v(m/n)

@ Pugann)

If X, and X, are two gamma variates distri-
buted as y (n,) and y (n,) respectively, which
of the following has B, (n,, n,) distribution?
@ X /(X,+X,)

by X,+X;

© X /X

) X -X;

If X, and X, have y (n,) and ¥ (n,) distri-
butions respectively, then the variable X,/X,
is distributed as:

@ PBylnmy)

) Byln.ny)

()} Flm,n)

(d) none of the above

Let X has F-distribution with (n, n,) d.f.
The distribution of /X will be:

(a) t-distribution with n, d.f.

1 1
(b) F-distribution with (—;—] d.f.
nony

(c) F-distribution with (n,, n)) d.f.
(d) ¥ distribution with n, d.f.
Let X ~ F (n), n,) then the variable

Y= /[l-ln L3 X} follows the distribution:
ny
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Q. 199

Q. 200

Q. 201

Q. 202

Q. 203

Q. 204

@ Fum)
Let X ~ N (i, 92), then the central

Q. 205
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(b) y-distribution with 2n d.f.

{c) log-normal distribution

(d) circular distribution

A variable X with moment generating

of odd order are:

(a) one

(b) zero

{c) infinite

(d) positive

Let X be a random wvariable U (0, 1), then
the variable y = = 2 log X follows:

(a) Log-normal distribution

(b) Gamma distribution

(c) chi-square distribution

(d) exponential distribution

The number of parameters in a multinomial
distribution having k classes and n obser-
vations is:

(@) n+1

(b) k+1

(c) n—-k

(d) n+k

The variable y = — 2 log x, where x is
distributed as U (0, 1), follows:

(a) F-distribution

(b) t-distribution

(c) yX-distribution

{d) exponential distribution

The distribution type of the variable y= -2

ié'l log X; is same as that of the variable:
(a) =2 logX,

() 2 log [;.ﬁ, x,]‘l

(c) both (a) and (b)

(d) neither (a) nor (b)

The variable ¥ =-2 £ log X;, where all X,

are Lid. U (0, 1), follows:
(a) x2-distribution with n d.f.

Q. 206

Q. 208

functi Mﬂ.‘]:(—i--l-—;e'] is distributed

with mean and variance as:

& ta

2 .
(a) mean =;, variance =

|02

(b) mean:%, variance =

wlte ¥

1 .
(c) mean =;. variance =

I |
(d) mean =3+ variance =g

If a distribution has moment generating

-3
function My(r) = (2 -e') » then the distri-

bution is:

(a) geometric distribution

(b) hypergeometric distribution
{c) binomial distribution

{d) negative binomial distribution

1
If X is a standard normal variate, then 3 x?

is a gamma variate with parameters:

(a) 1-%
|
(b) 5-1

© 37
) 1,1
If the moment generating function of a

1 2
random variable X is [;“';" ] then X

isa
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(a) Bernoulli variate

{b) Poisson variate

(c) binomial variate

(d) negative binomial variate

1 -
Ifa variable X has the p.f. /(x) 7% 2

for x > 0, then the variable X is distributed
as:

(a) gamma variate

(b) chi-square variate

(c) both (a) and (b)

(d) neither (a) nor (b)

-
Q-210 If a variable X has the pd.., /() 7% 7

for 0 < x < =, then the distribution has mean
and variance as:

(a) mean = 2, variance = 4

(b) mean = 1/2, variance = 1/4

(¢} mean = 4, variance =2

(d) mean = 4, variance = 8

ANSWERS

SECTION-B

(1) finite (2) domain (3) p(i);

% —o
o0 | —
00 |1 b
00 | ==t

1
(5) % and E(x)=3.96

3
(6) = (7)1 (8) unity (9) (a) 0.1 (b) 0.5 (c) 2.85
(10) (B} - (b1 1 (1) pdf (12) {a) E (X) =
1
fotx)dx ) logG= flosr () (©) =

j:%f(x}dx (d) E(X’}=j:x’f(zldx(=; My =
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J:x’flx)dx—{j:mxm}’ M MD. =
I:Ix —Hf(¥)dx (g) _L"f(x)dx = J:‘;(:}d, = %

qu(dex - L [0

o i
ju flx)= Z 10

8 .
L fx)dx= l[‘)(] (13)0.4 (14) (2) 1 (b) | ()2 (d) 4

1
(15) 1 (16) i{y—a] an 4 iz us); (19)a

224
(20) np; npq (21) greater than (22) (23]

@4 ;v 25) - 5|2 (26) geometric (27) related
(28) lack of memory (29) 1 (30) greater than (31) r
=1(32) p = | (33) dependent (34) hypergeometric

k
distribution (35) fixed (36) N — e and -ﬁ—bp

(37) equal (38) symmetrical (39) does not exist (40]

bn (b)

— (41} ——— (42) exist (43) (a) —(IJ)

©0@) % ©0 (0 3 () one (45) symmetrica
(46) more (47) U (0, 1) (48) twice (49) leptokurtic

(50) %Iusz (51) N (0, 1) (52) X = p

1 -z o
(53) ume (54) N (n p, no?) (55) N[“‘JEJ
(56) (a) unimodal (b) not skewed (c) Mesokurtic

2 4
(57)10: 12 : 15 (58) G‘J;or gc (59) zero (60)

K] flrl-l—u’l’
T e e T 62) Ny +pg.0f +od)

(63) N (21.0, 18.5) (64) (a) 0.62% (b) 10.56%
(c) 38.29% (d) 24.17% (e) 29.63% (65) (a) 3 (b) 53
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+1u'
(© 191 (d) 121 () 148 (66) ¢ 2 (67) g2usa’ yoi-1
(68) elongated (69) more (70) lognormal

(71) log— N’[u, -3,07 +o§)

2
(72) log- N[u-%]

o -5

(74) not existing (75) not existing (76) non-existing
(77 X =5 (78) No (79) X = 2 (80) C (a, B)
(81) C (D, 1) (82) are not (83) a =1, B = 1 (B4)
a

u+f! (85) 7— B-1 (86) @ and { (87) mean = a x
variance (B8) positive skewness (89) leptokurtic (90)
Y {nl + ”:)

(91) B; (n), ny) (92) incomplete gamma function
(93) a (94) symmetrical (95) modelling problem
(96) reliability theory (97) corrosion (98) (0.8)%
(99) binomial; n and g (100) 4¢72 (101) 2 (102) o =

12.2(103) 4 (104) hyperbolic (105) 4 = 14p (106)
My =4(uy +8py) (107) gamma distribution (108)

(a) By [— —] (b) F-distribution with d.f. (n, 1))

() x* will du.f. (n) + ny) (d) By [— JW—}(c) x? with

(n, = my) L (109) half (110) four times (111)

2
{;’J (112) leptokurtic (113} normal distribution

(114) Chi (115) n (116} non-central chi-square (117)
Chi-square with (n — 1) d.f. (118) Chi-square with

. —np,
2n lf.(119) E "'_'_"j')_ (120) n = = (121)

symmetric (122) n s 4 (i123) leptokurtic (124)

e (3

1
](125) Cauchy distribution
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(126) t-test (127) r-test (128) x>-test (129} x>-test
(130) %2-test (131) Fisher's-r (132) Snedecor's-F

Ifr 1
(133) F = 2 (134) E[E-"_l] (135) less than

1
I

I-trivy.vy

(136) does not exist (137) Fy.y, o, =

(138) v, F =" (139) normal (140) * with (n - 1)
d.f. (141) N (0, 1) (142) range (143) hypergeometric
(144) exponential (145) Pseudo binomial (146)
circular distribution (147) n, p, py - p (148) 1
(149) chi-square (150) exponential distribution

SECTION-C

e (2)a
(Ma (8)c
(13e (14
(I9a (20)c
(25)d (26)c
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49d (50)a
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(127)d(128) b (129 ¢ (130) d
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(145) a (146) d (147)d (148)d
(151 b(152)d (153) b (154)d
(157)d (158)d (159 a (160)c
(163)a(l64) b (165)c (166) d
(169 a (170} b (171)b (172)c

(3)a

b
(15)a
2l) b
(27 a
A% e
(39 b
(45)a
(51 b
(3N a
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69) d
(75) ¢
Bl)c

e
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(16) b
(22)d
(28) b
(34)d
(40) a
(46) ¢
(52) ¢
(58) c
(64) d
(70 ¢
(76) d
{82)d
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(5)d
(I)e
(17 b
(23)a
(29)d
(35)d
“4a
47 b
(53)c
(59 b
(65) a
(71)d
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83 ¢

b
(12)a
(18)d
(24) ¢
(30 b
(36) b
“@2)d
(48) ¢
(54) b
(60) ¢
(66) b
{72) b
(78) a
(B4) a
B9 b (90)d
(95) ¢ (96)a
(10)ya (102) ¢
(107) a (108) b
(113)d (114)c
(119 e (1200 b
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(175) ¢ (176)a (177)c (178) b (179) c (180) d
(181) c (182) b (183)a (184) b (185)d (186)a
(1873 d (188) c (189)a (190)c (191} b (192)c
(193) a (194)d (195)a (196) b (197)c (198)a
(199) b (200) ¢ (201) b (202) ¢ (203) c (204) b
(205) b (206) d (207} a (208)a (209)c (210)d
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Chapter 8

Bivariate Random Variable and

Distributions

SECTION-A
Short Essay Type Questions
Q.1  What do you understand by bivariate random Q. 2 Define bivariate discrete random variable and
variable? give an illustration. ’
Ans. Inmany si , a scientist has to Ans. A random variable (X, ¥) is said to be a two-

more than one factor or character at a time on the
same item or some adjutant items. These

di | discrete

ments may have different units of

variable if it can take
only a ¢ of points (x, ¥} in a two-
di ional space. The random variable (X, V) is

and moreover the range or the domain of the vari-
ables may also be different. If two variables are
studied simultaneously in respect of their distribu-
tion, then they are known as bivariate random
variable. Two or more variables studied concurrently
with regard to their distributions are known in general
multivariate studies. The variables may be discrete
or continuous or the mixture of the two. But in this
chapter we have dealt with the situations when both
the variables are either discrete or continuous. Just
like univariate variables, the 1wo variables have
also various distributions. Their properties have
also been studied which behave differently than
univariates because of the impact of one variable
over the other. The variables should be defined
over the same sample space. In this situation the
variables can be jointly discrete or jointly conti-
nuous, Here, we are dealing with two-di
spaces or planes.

also said to be joint discrete random variable.

As for illustration, let us consider an experiment
of tossing a coin three times and take the variable X
as the number of tails in first tossing and ¥ the
number of heads in three tosses. In this problem our
bivariate random variable is the ordered pair (X, ¥).
Also both the variables X and ¥ are discrete. The
possible outcomes are:

HHH, HHT, HTH, HTT, THH, THT, TTH, TTT.

The pairs of variate values (x, y) are,

(x ¥ : (0, 3), (0, 2), (0, 2), (O, 1), (1, 2), (1, 1),

(1, 1), (1, 0).

Q.3 Define bivariate continuous random variable. -
Ans. A two-dimensional random variable (X, ¥) is
called a bivariate continuous random variable if there
exists a function f (x, ¥) 2 0 such that for -0 < x, y
<, the distribution function F (x, y) of (X, 1) is
given as
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Flx,y)= j_:.ll;f{u,v]dudv.

The function f (x, y) is called the joint probability
density function of (X, Y).

As an example, the age X of husband and age Yof
wife at marriage when treated jointly, they represent
the bivariate continuous random variable.

Q. 4 Explain joint distribution function. What are
its properties?

Ans. Let X and ¥ be two random variables defined
over the same probability space. The joint ¢

PROGRAMMED STATISTICS

px.y)=P(X=x Y=y forallx, yinthe X -Y
plane. p (x, y) is called the joint probability mass
function (p.m.f.). Some writers use f (x, ¥) in place
of p (x. ¥) - p (x, ¥) holds the following properties:

@ p(x.0:)20 forall i, j
(ii)

-

Flx.y)= :,y's': y:":s’ plxixi)
(i)
Q.6

{.E plx,y)=1 for i,j=12,...
]

Explain joint probability density function of

distribution function (c.d.0) of X and Y is denoted by
Fyy (x, y) and is defined as the P(X <x,Y < y) for

all (x, ¥) in the X =¥ plane. Its domain is just the X
=Y plane. Cumulative distribution function is often
known as distribution function only.

Properties of joint distribution function:
(i) lim F(x,y) = F(w,<)=1
L

(i) lim F(x,y)=F(-,y)=0 forally.
-

(i) lim F(x.y)= F(x,—=)=0 forall x.
ot

(iv) F(x,y) is right continuous in each argument,

ie., :I_I;I:] Flx+hy)= thi_l’no(x,y +h)= F(x,y).

Plx sxsxuy <ysy)=Fx,y)
=F(x,32) = Flx3,0)+ F(x,3)20.
(vi) 0 F(xy)sl

Q.5 Discuss joint discrete density (probability
mass) function.

Ans.  The joint density function of X and Y is said
to be discrete if there exists a non-negative function
p (x. ¥) such that it vanishes everywhere except at a
finite or countably infinite number of mass points.
The joint probability distribution describes the
relationship between x and y and assigns probabilities
to all possible outcomes (x, ¥). Thus,

(v

the

Ans.

ous random variables X and Y.
A function fxy(x.¥) is a continuous func-
tion of x, y which gives the joint probability
distribution of X and ¥ such that the probability of
the variates falling within the infinitesimal rectangular

1 1
region bounded by the lines xi-z-d.tand y:tidy is

expressed as f  (x, y) dx, dy. This function is called
the joint probability density function (p.d.f.).
Symbolically,

1 1 i 1

Plx-—desXSx+—dr,y-~dysY<y+—
(x 2 Frydey=3d ”2”]

= fxy(x.y)dxdy

Often the suffix X, ¥ to fis omitted.

Q.7 Define marginal probability functions.

Ans. If Xand ¥ are joint discrete random variables

with probability function p (x, ¥), the individual

distribution of either X or ¥ is called the marginal

distributions of X or ¥ and/or denoted as p,, (x), and

Py (¥), respectively. Thus,

px(x)=P(X=x)= fp(x.:f}= §p(X =5¥=y)
Similarly,
Pr()=P(¥=y)=Zp(xy)=Ep(X=xV=))

Q.8 Define

Ans. IT X and Y are jointly continuous random vari-
ables and their joint p.d.f. is fg (x, ¥), the marginal
probability density function of the variable X is
given as:

hah

ility density functi
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5= fuy 3y

Similarly, the marginal probability density function
of the variable Y is given as:

Hr0)= [ xr(e)as
Q.9 What do you understand by conditional
random variable?

Ans. If (X, ¥) is a bivariale random variable, the
consideration of the variable ¥ for given value of X
is known as the conditional variable ¥ for given X

and is denoted as Y]X = xor Yx.

Similarly, the conditional X for given Y can be
defined and denoted as X|¥ = y or X]y.
Q. 10 Define conditional probability mass function.
Ans. Let X and ¥ be two discrete random variables
with their p.m.f. p, , (x, ¥). The conditional
probability mass function of ¥ given X usually de-
noted as py, (Mx) or p(¥x) is defined as the ratio

of the joint probability mass function to the marginal
probability of X, ie.,

Pxy (¥
rx(x)

Similarly, the conditional probability mass function
of X given ¥ can be given as,

P (ix) =

Py (x.3)
pr(y)
Also, the conditional discrete distribution function,

Pay(xly) =

" P (¥x) = v}zﬂpn,(yju} =P(Y<yX=1x)
and
Fyy (<ly) = ;,E‘ Pay(xily)= P(X £ x1¥ = y).
Note: Thesuffix X, Yor ¥lxor X|ywithpor Fis

often not indicated.

Q. 11 Define
function.

Ans.

conditional probability density

If X and ¥ are two bivariate continuous
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random variables and their joint p.d.f. is fy (x. y),
the conditional probability density function of ¥ given
X = xis given as,

Sry(xy)
fx(®)
where fy (x) is the marginal p.d.f. of X and is

undefined at points where f, (x) = 0.

Similarly, the conditional p.d.f. of X given ¥ =y is
given as,

Sfra{x)= for fx (x)>0

fm' (I \¥)

fr(¥)
where £, (y) is the marginal p.d.f. of ¥ and is un-
defined at the points where [, (y) = 0.

Q. 12 Explain independence of two random vari-
ables,

Ans.  If X and Y are two random variables and their
Joint p.d.f. is f (x. ¥), the variables X and ¥ are
independent if and only if (iff),

fx.r(x-}'] = fr(0)- fx(x)
for all values, x, yof X and Y.
In terms of conditional distributions,

Srn(aly) = forfy (¥)> 0

Sar (xy) _ Sx(x)-fr(¥)

o) = BB SEED) - 1)
Similarly,

S (ady) = fr(x).
Also,

Fyy(x.y) = Fy(x) K (3).

The definition of independence remains as such
for discrete case except that one has to call £, (x, ¥)
as joint probability mass function and f, (y) and
S (x) as marginal probability mass function. Also,
instead of f for density function, one may use p for
mass functions, ie., one may use p,  (x. ¥), p,(x)
and p, (y) instead of f ,(x. ), f, () and £, (3)
respectively.

Q.13 What do you understand by conditional
expectation?
Ans. Let X and ¥ be two random variables having
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joint pd.f. f, , (x, y) and their marginal p.d.f's
be f, (x) and f, (y). The conditional expectation of
Y1 X =xis given as,

£{hx)=J_:y1%i(’;')l)dy where fx(x) >0

Similarly, the conditional expectation of X | Y=y is
given as,

E(Xly)= ::%1—((;)”& for £y (y) > 0.

For discrete random variables X and ¥, the condi-
tional expectation of ¥ given X is given as,

Py
E(Vix)=) y,— forp; >0
g " b
=Yy p(H)
i
Similarly, E{Jﬂy}:Z x.-p—”l'orpj =0
i Pj

where, P = P(X =x,¥= yj-),
Pi=P(X=x)p;=P(Y=y)
Q. 14 Give properties of conditional expectation.
Ans.

(i) E{E(Nx)}=E(Y)
(i) E(XYIx)= XE(¥1x)

(i) E(XY)= E{X E(Y‘Ix)}

(iv) IF X and Y are independent, then E (X}) =
E (X) E (Y). But the converse is nol true.

(v) E(Y|X=x)is called the regression curve of

YonX.

(vi) E(X|Y=x)is called the regression curve of
XonY.

(vii) The conditional expectation of a function
glx, yof X, Yis,

Eg )X = 2] = [ g(x3) fncboix)dy

when X, ¥ are continuous.
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or,

Hglx, Y =y]= j_:s(x. ¥) oy (el y) dx

when X, ¥ are continuous.

Also, E[g(x. 30X =x]= 3 s(x yj)%
when X, Paro dicreis,
E[gleyiY=y]= 2 s(nvy)i—'j

when X, ¥ are discrete. If X and Y are
independent, then

E[8, (94201)] = E[$, ()] E[$,()]
Q. 15 Give conditional variance.
Ans. The ¢ of a variable Y

given X = ¢ is denoted by V(¥X = x) and is defined
as,

V(NX =x)=E(Y*IX = x)-[E(X = 2]
Q. 16 Express variance of a variable X in terms of
conditional variances.
Ans. If X and ¥ are two random variables having

their joint p.d.f. f (x, y), then the variance of X in
terms of conditional variance is,

V(X)=E[V(Xiy)]+ V][E(Xiy)]

Q. 17 Discuss covariance between two variables X
and Y. What are its properties?

Ans, Covariance between two variables X and ¥
is defined,

cov (X N=E[{X-E@} {Y-EWM}H
=E[[X‘Px](r'l-lr]}
=E(XY)-pypy=ayy
Properties of covariance:

(i) Covariance between two variables is a mea-
sure of strength and direction of association
between two variables.

(ii) Covariance tends to measure the linear
relationship of X and Y.
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(iii) If the variates X and ¥ are independent, the
cov (X, ¥) is zero.

The magnitude of cov (X, ¥) does not indicate
much towards the linear relationship between
X and Y as it is subject to the variances of X
and ¥.

If cov (X, ¥) = 0, it means that the variables X
and Y are uncorrelated but not necessarily
independent.

Q. 18 Define conditional covariance.

(iv)

(v

Ans. If X, ¥ and Z are three random variables, the
covariance between X and ¥ given Z =z is,

= E[{(x- E(x12)}

{r-E(na)iz]
Q. 19 Express covariance between two variables
for a given third variable in terms of conditional
covariances.
Ans. IfX, Y, and Z are three random variables, the
covariance between X and Y for a given value of Z
in terms of conditional covariances is,

cov(X,Y)= E[cov(X.le)]+m\r[E(Xlz) E(Nz)]

Q. 20 Define joint moment generating function for
bivariate random variables.

cov{X,Nz)

Ans. If X and ¥ are two random variables having the
joint p.d.f. f(x,y), then their joint moment generating
function (m.g.f.) My , (1, #,) is defined as,

Mx.r(r,.r1}=5(e-,,.,”.)

= [ rayasay

Q.21 Define joint raw moments for bivariate
distribution.

Ans. The (r, s¥® moment of the variables X and ¥
about the origin is called the raw moment of bivariate
distribution and is given as,

e = E(X°¥)

Also 1o =E(X") and py, = E(y")
forrs=0,1,23,..
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Q. 22 Define joint central moments for the bivariate
distributions.

Ans. The (r, s} moment about the means By By
of (X, ¥) is called the central moment of bivariate
distribution and is obtained as,

By = 5{(x'“x),[1"l-lr}’}
forrns=0,1,2,..
Also,

Wi = E(X-nx}=0; po, = E(Y=py)=0;
2

H1,0=E[(X‘!»‘x] }=°J2v3
2

Mn.z“E[(Y'!-lr) }“'ﬁ'

En= E{(X—px](l’—p,»)}=cn\*(x. ¥)

Q. 23 Explicate bivariate normal distribution and
its properties.

Ans. The bivariate continuous random variables
(X, ¥) with population means p, and p,, population
variances u} and q,z, respectively and constant p,
which is known as the population correlation
coefficient between X and Y, are said to follow bi-
variate normal distribution if their probability density
function is:

1

Frrlry) = o
2noyoyfl-p

- ol

for —<py,py <oo'u'i.cl'§ >0and0=p=).

Bivariate normal distribution is sometimes named
after its inventors as Gaussian, Laplace-Gauss and
Bravais.

Bivariate normal distribution has five parameters

namely, py,py,0%,0} and p.

=V, then

If we put ~—2X = 4 and )';Hr

Ox 1
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|
1)

2n(1-p%)

This is known as the standardised bivariate normal

distribution with parameters (0, 0, 1, 1, p).

Latest definition: A random vector (X, ¥) is said
to possess bivariate normal distribution if for any
two constants @ and b, Z = aX + bY is a normal
variate,

Bivariate

(5-2pm4+7)
gluy)=

distribution is d i as BVN

(#x- Ky, o). 0} P] .
Properties of bivariate normal distribution:
(i) Moment generating function of bivariate
normal distribution. If (X, Y) ~BVN (px, iy,
a%.al,p) is given as,

My y(tuty) = E('I'm’,)

- J-I;e*'"""f(x.y)dx dy

- er.u;ﬁ,uwl.‘:{n’nin}r’, +2phyayay)
If (X, ¥) ~ BVN (0, 0, 1, 1, p), then

My y(th12)= 'L'ilr.‘+é01w.r1]

If X and Y are independent, i.e., if p =0, then
My, (1) = My (6) My (1)

(r, 5} moment about the origin is,

[
H;,, = coeff. of r'—,}, in My (1.12)

b= [T (r)dcay

=[x (e
Similarly, pl; =By
(1, )™ moment about mean is,

(ii)

(iii)
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Kin =£J:(x~nx](y—ur)f(x.y)dx dy
=cov (X, Y)

Hag = J:(x—llx)z fx (x)dx

Similarly, Moz = _[:(y— uy)’ fy ().

Also, the correlation coefficient between X
and ¥,

My
L e
BaoMoz
Marginal distribution X if (X, ¥) ~ BVN (,,
Hy.Cy.Oy,p) is given as,

1
Inoy

Similarly, the marginal distribution of ¥ is,

_'_[.J-_llr]"
e 2 oy

fy(y)=

_ltm '

2 ay

1
f'(y)-ﬁ;u,,e

Marginal density describes the probability
density of one variable ignoring the other.
Conditional distribution of ¥ given X for the

BVN (1x:ky.6%.9%.p) distribution is,

'l =
FARCEY Ji??u., =

2
|
:- i)t [(r-ml-a%f[r-ml
for —w<ysw,

The right hand expression is the probability
density function of the univariate normal dis-

a
tribution of ¥ with mean My "‘9;‘1‘("*1)
X

and variance o (1-p?). In other words, the
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mean of the conditional distribution of ¥

given X,
E(Nx)= I-‘r+P (Ar nx)

and  V(Nx)=a}(l —p’]

Similarly, the conditional distribution of X

given Y is,

1
dy) =
fn_'( ) Jﬁule—pa

et
¢ Z(I-pa }ﬂ'}

The conditional distribution of X given ¥ has

mean,
Ox
E(Xiy)=py+p—X(y-ny)
Oy

and variance, V(Xly)= u} (l -

The conditional density of a variate describes
the probability of a variable when the value

of the other variable is known.

(iv) If (X, ¥) ~ N (0, 0, 1, 1, p), the correlation

between X2 and Y2 is p?.

(v)'rhesurfaoez—f(x.yltscalledmnmf
7 ! density

correlation surface or bi

surface.

(vi) For bivariate normal distributions, elliptical
conlours can be used for densities in X - ¥
plane. The exponent of e in bivariate normal
function describes the densities in X — ¥ plane.

(vii) If (X, ¥) are bivariate normal variates with
joint p.d.f. £ (x, ¥), the E (¥ | x) is a function
of x and is defined as the regression of Y on
X. Similarly E (X | y) is a function of y and is

defined as the regressionof X on ¥,

(viii) If the regression of ¥ on X is linear, it is not
necessary that the regression of X on Yis also

linear.

(ix) If the regression of X and Y is linear, it does
not imply that the regression of ¥ on X is

linear.

{I-"IH}'P%: {y=ny ]}l

(x)

{xi)

(xii)

(xiii)

(xiv)

(xv)
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If(X, 1) ~ BVN (ix: 1y, 0%.0%.p). the dis-
tribution of the variable,

= (x- I-'x}rlﬂx
(Y-ny)foy
follows Couchy distribution with parameters

p and \jl—pz, ie., Z~C(P. I-P:J and
the modal value of Z is p.
Again if,
X-py
Z=—=,
Y-py

then Z—C[po—x.o—x l—pz] and its
Oy Oy

. Ox
modal value is Pc—-

In case of bivariate random variable (X, Y) it
is possible that each of the marginal
distribution of X and Y is normal but their
joint distribution is not bivariate normal.

1f (X, ¥) follows biviariate normal distribution,
then X and Y are independent only if the
correlation between them is zero, i.e, p=0.
For the standard BVN distribution (0, 0, 1,
1, p), the recurrence relation between
moments is,

Brs ={r+l’-l]P|~l,.|‘,-1 +{'_l)("_ l)

<(1=p?) rezons
If in the given BVN distribution with para-
meters (Hx- Hys Ui. di‘ D}.cx =gy and

p=0the density function is known as circular
normal.

If in the BVN (By.ly,0%.0%.p) distri-

bution, oy 20, and p = 0 the bivariate
normal distribution is known as elliptical
normal distribution.
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(xvi) For a standardised bivariate normal distri-
bution, ie., (U, V) ~ BVN (0,0, 1, 1, p), the
values of various moments are as follows:

oo =5 Miyg=p Hap=1+2p%

My =3p(3+297)
Big =Ha1 =00 By = pyy =3p;
Bia =Hay =00 pg3=3,=0;

His = sy =595 Ko = Ryp =3(1+4p%)
(xvii) IF (X, ¥) are BVN (. 12,07,03,p) fori=

1,2, ... n then (X.¥) is distributed as

1 _2
ol o
BVN[F;.F:-—"L.—:--P)

Q. 24 Consider an experiment of tossing a coin
thrice. Also take the variate X as the number of tails
sppearing first time and ¥ the number of heads
appearing in three tosses, i.e., X can take values 0, 1
and ¥ can take values 0, 1, 2, 3. In this experiment,
the bivariate values (x, y) for the sample space

HHH, HHT, HTH, HTT, THH, THT, TTH, TTT
are (0, 3), (0, 2), (0, 2), (0, 1),(1,2),(1, 1D, (1, 1), (1,
0). Let p be the constant probability of occurrence of
each sample point. The probabilities for each (x, y)
values can be presented in the following two way
Table.

Y{ o ! 2 3 Total
X
0 0 P » p 4p
1 P 2p p 0 4p
Total P p Ip P 8p

For bivariate distribution given in the above table
find the values of (i) £ (X), Gi) E(Y), G EX + 1),
{iV)eov (X, V) (v)var (Y1 X=1), (vi) V(X1 ¥=2)
i) PAX 1Y =2) (viil) P(YIX = 1), (i) P(X=1,
Y=2),(x) P(Y=31X=0)(xi) P(X=11F=1).
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Ans. We know that the sum of probabilities is

1
equal to I, Hence, 8p =1 or P‘=§

0} E(X)=0x4p+lu4pn4p=4x%=%

(i) E(Y)=0xp+Ix3p+2x3p+3xp=

Gi) E(X+Y)= ()4 E(W) =3 +3 =20
cov(X,Y)= E(XY)- E(X) E(Y)

E(Xf)=ﬁ1‘}(xm)pq

(iv)

=(0x0)0+(0x1)p+(0x2)2p+
(0x3)p+(l=x0)p+(1x1)2p+

(1%2) p+(1x3)0
1
=d4p=—
P=3
I 1. 3 1
VXN =32%377y

v V(¥/x=1)=E(r*/x=1)-{E(x/X = s
_aow L)
‘E[Y’!’f")"z ee1)
- Oxp+1x2p+dxp+9Ix0
4p

3

2

Zyp(L.y)
E(HX=I)=m
- Oxp+lx2p+2xp+3x0
4p
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1.*(wx-1)-%-[|)2 =%

) V(X/¥=2)=E(X*Y =2)

-{E(xiy =2)f

Zx%p(x2)

E(xMy = z}zp_(y:i)—

_0x2p+lxp 1
Ixp 3
Zxp(x,2)

E(XIY = 2)=W)—

_Ox2p+lxp 1
Aup 3

v(x;r:z]%{%]z =?9_

Zp(x2)

(vii) P(XIY = Z]nP(Y %)

ey
3p
Ep(l.)’)
i) P(NX=1)=2t—
(viii) P( )] <D
_p+2ptp+0
= o
P(L2) _p_1
P(Y=2) 3p 3

=1
(ix) P(X=1Y=2)=

P
(x) P(r=mx-n}=%-$_%

POLY) _2p_

(xi) P(X=1Y=1)= PT=0 "3

2
3

i

Q.25 Given the joint distribution of (X, ¥) as BVN
(3, 4, 16,25, 0.8), find (i) P (5 < X < %1 ¥V =6} (i)
P(-3<Y<3lX=5)

Z 03 10 197 30 ]
Given ¢ (z): 0.11791 034134 0.47558 0.49865

Ans, (i) We know that the conditional distri-
bution of X given ¥ has mean Hyx *’P‘Eﬁ‘{)‘"l‘r)
and variance o% (1-p?).

. E(XI1Y+6)=3+08x %(6—4) =428

and  V(Xly)=16(1-08%) =516
Using conditional mean and variance,
P(5< X <91Y =6)

(5—4,23 X-428 9—4.28]
=P < <
24 24 24

=P(03<Z<197)

=$(197)-$(03)
= 0.47558- 011791

= 035767
(i) The conditional distribution of ¥ given X

has mean Fr+P—(I ltx) and variance

aj(1-9%)
. E[Y!X=5)=4+0,8x§-(5—3)=6.0
V(11X =5)=25[1-(08)*] =90

Using conditional mean and variance,

-3-6 Y-6 3—6]
< o ——
3 3 3

P{-3¢Y<3IX=5]=P(

=P(-3<Z<-1)
= $I(=3)I-$I(=1)!
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= 0.49865 - 0.34134
=0.15731

-2 2
=P <Z<
Q.26 If (X, ¥) ~ BVN (3, 6, 16, 25, p) and P (1 41-p? a1-p?

< X<51Y=6)=0.724 then find the values of p.
[Given: $ (1.09) = 0.36214] I‘“\' % gy 2 0724
TR i ¢

Aus. E(XI¥=6)= iy +p2X(y-py)
4

L"’Q'I'P e 4z = 0724
ix

=3+pA%(€|-6)=3.0

1ol o
V(XY =6)=a}(1-p?) “72-“": e dz = 0362
= lﬁ(l-p’) Using the area under the standard normal curve,

$(1.09) = 0362
P(1<X <5IY =6)

109 = —-1
1-3 X-3 5-3 ] - 21-p?
or

=P C——
4;}1—;:’ 4f1-p* 4 J1-p? p=089.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s} or phrase(s) in the 8. The relation between joint cumulative distri-
blanks: bution function F (x, y) and joint probability
mass function p (x, ¥) is

1. The distribution of two or more variables

taken simultaneously is a * problem. 9. The value of the expression .muup[x" }';)
2. The multivariate random variables should be is al
defined over the same . 10 ;;aways ) s the joi nabili
3. The marks X and Y secured by examinees in - P .{‘t' ¥) 1s the jomt probability TAss
Physics and Chemistry will follow fum:ho'n, thug:;l marginal probability function
normal distribution. Py x) is equal to
4, Joim cumulative distribution function, 11. Letp (. y). py (x) and p s 0) be the joint and
& )= marginal probability mass functions of the
Fyy d

random variables X and Y. The conditional

5. The cumulative distribution function F (x, y) probability mass function p,, , (y1x)=

fies and 12. The conditional discrete distribution function
6. P(asXsb.csrsd)mlmnsufcumulauve .

distribution function is equal to . Fyy (x1y) is equal to
7. Joint probability mass function p (x, y) = 13. Let the joint probability density function of

two random variables X and Y is f (x, y). The
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14,

15.
16.

17.

18.

19.

20.

21
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marginal probability density function f, () =

The conditional probability density function
f(Y1x)of ¥ given X = x can be found out by
the formula
E (¥1x) is called the

The expression for conditional variance of
a variable ¥ for a given value of X = x is

of Yon X.

The variance of a variable X in terms of
the conditional variance of ¥ given X = x is

If two variables X and Y are independent,
then E (XY¥) = .

If X and Y are two independent variables,
then fy y (x, ) = .

If X and ¥ are two independent variables, the
conditional distribution of X given ¥ =y, i.e,
Sy 1) =
If X, Y and Z are three random variable, the
covariance between X, ¥ for a given value of
Zie,cov(X, YIZ)=

If X, ¥ and Z are three random variates, the
covariance between X and Y in terms of
conditional covariance, ie, cov (X, ¥) =

. If two variables X, ¥ with joint p.d.f. fy

{x, y) are ir the joint
generating function My, , (1, t,) =

. Given a joint bivariate normal distribution of

X, YasBVN (i, By,0%.OF,p), the marginal
distribution fy (x) =

. For conditional distribution fyy(xiy). the

mean = E (X1y) =

IfX, ¥~BVN (0,0, 1, 1, p), the correlation
coefficient between X? and ¥? is equal to

. IF(X, ¥) are distributed as BVN (Bx, 1y, 0%,
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X-
al,p),the variable Z =r—:-"- follows
=Wy

If the regression of ¥ on X is linear, it is
that the regression of X on ¥ is
linear.

29, For a bivariate normal distribution f (x, ¥),

31

32.

33

the surface z = f (x, ¥) s called

. For a bivariate normal density surface of

the joint random variables X and Y is given as

(r, sy t of the joint rand jabl
having the joint p.d.f. f (x, y) are given as

Two bivariate normally distributed variables
X and ¥ are independent if they are

Iff(x, y)=4xy, forD<x<l,0<y<l, then
) E(Mx)=

(i) V(¥ix)=
(iii) E(XVix)=

If p = 0, the joint density of a bivariate normal
distribution is cqual to the product of

. If X and ¥ are two independent random

variables, E (¥/X = x) on x.

36. Iff(x,y)=2(x+y) forO<x y<], then

‘5.%#?"

(i) marginal probability function of x =

(i) E(Y/ X =x)
P(X >Y)=1 impli
E(Y).

If the covariance between X and Y is zero, it
mean that X and ¥ are

If X and ¥ are tndependem vannhlcs. then
cov (X, ¥) =

If the variables (X, ¥) follows BVN (1, 2, 4,
9, 0.5) distribution, the conditional distri-
bution of (X | y = 5) has mean

and variance

that E (X)
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SECTION-C
Multiple Choice Questions

Select the correct alternative out of the given

ones:

Q.1

Q.3

If (X, V) is a bivariate discrete random
variable, the number of values which (X, ¥)
can taken in the X - ¥ plane is: '
(a) infinite

(b) finite

(c) any number of values

(d) none of the above

(1, 1" moment p,, of the bivariate distri-
bution is called:

{a) Var(X, 1)

(b) Var (X) - Var (V)

(c) cov (X, 1)

(d) correlation between X,¥

Variance of X in a bivariate distribution of X
and ¥ in terms of moments is represented
by:

(a) py

() py,

(c) B

(d)

In rolling of two distinct dice at a time, the
variable X is defined as the number greater
than 2 and the variable ¥ as the sum of
numbers of two dices is less than 10. These
bivariates (X, Y) are:

(a) continuous type

{b) discrete type

(c) continuous and discrete both

(d) neither continuous nor discrete

The heights of fathers and their sons form
bivariable variables which are:

(a) continuous variables

(b) discrete variables

(¢) pseudo variables

(d) none of the above

If a BVN distribution with parameter

(nx:hy.0%.03,p) is such that o =0y,

Q.10
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p =0, the distribution is known as:
(a) uniform normal

(b} rectangular normal

(c) elliptical normal

{d) circular normal

If in a BVN (y.Hy.0%.0%.p) distri-

bution, oy # oy, p =0, the distribution is
named as:

(a) symmetrical normal

(b} uniform normal

(c) elliptical normal

(d) circular normal

If in a bivariate normal distribution of the
variables X and Y, p,, = 0, it implies that X
and ¥ are

(a) uncorrelated but not independent

(b) uncorrelated and independent

(c) independent but not uncorrelated

(d) correlated and dependent

Bivariate normal distribution is also named
as: :

{a) Bravais distribution

(b) Laplace-Gauss distribution

(c) Gaussian distribution

(d) all the above

Joint distribution fungtion of (X, ¥) is
equivalent to the probability:
(@ PX=xY=y)

(h) P(X<x,¥=<y)
€) P(X<x,¥Y=y) .
@) P(Xzx,Y2y)

Joint cumulative distribution function
F (x, y) lies within the limits:

(a) =1 and |
(b) ~1 and 0
(c) ~ccand 0

(d) Oand 1
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. Q12

Q. 16

Q.18

For the joint p.d.f. f (x, ¥), the marginal
distribution of ¥ given X = x is given as:

@ I f(xy)
®) I_:f (x3)dx

(c) j':f (x,y)dx dy

@ ]:l:r (x,y)dx

If X and Y are independent, the cumulative
distribution Fy . (x, y) is equal to:

(a) Fy(x) Fe(y)

(b)y P(X<x)P(Y<y)

(e) both (a) and (b)

(d) neither (a) nor (b)

If X and ¥ are two independent variables,
then

(a) EXY)=EMX)E(Y)

(b) cov(X,V)=0

(©) pyy=0

(d) all the above

E (Y| X = x) is called the:

(a) regressioncurve of X on Y

{b) regression curve of ¥ on X

(c) both (a) and (b)

(d) neither (a) and (b)

If the joint distribution of the variables X
and Yis BVN (0, 0, 1, 1, p), the correlation
cocfficient between X2 and ¥? is equal to:
(a) 1

() -1

(c) p?

(d) 0

If f (x, ¥) is a binormal density function,
then the surface Z = f (x, y) is called:

(a) normal correlation surface

(b) bivariate normal density surface

(c) neither of (a) nor (b)

(d) both (a) and (b)

(r. 5 moment in a bivariate normal distri-

Q.21
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bution M, , (1, £;) can be found as the
coefficient of:

i
rl

(a)

[

® Trrs

N
ris!

(c)

(d)

The correlation coefficient p between two
variables X, and X, for a bivariate population
in terms of moments is:

K2y
(@ VHx Bo2
b B
(b) VHo P

M2
© J'-'II W22
g B
@ ]I-‘m Hp

If X and ¥ follows BVN (jy,py,0%,

i

ci ,p) distribution, the conditional variance
(X/Y = y) is distributed as:

() N[Px +p§£(y— Hy)hok (l—u"]]
4

(b N[l-'-x +p?{x- xhok(l -P)]
X

(c) hoth (a) and (b)
(d) neither (a) nor (b)

If the variable (X, ¥ ) is BVN (py,pty,0%.

_ (x-pyx)ox

cf-,p), the variable z_(y'i-'r);'.ﬁr

follows:
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Q.22

Q.23

(a) uniform continuous distribution with
parameters [p, (1 - p%)]

(b} exponential distribution with parameters
[L pl

(¢) Cauchy distrit

o]
(d) none of the above

The conditional distribution of a discrete
variable ¥ given X = x can be expressed as

(@) Fa(ylx)=P(F<iX=x)

with 5

(b) Fy(Ax)=P(¥=)X=1x)

P(Y<yXsx)

(€) Fn(¥ix)= X%

P(X=xl¥=y)
P(X=x)
The conditional p.d.f. of X given Y=y fora

joint density fy  (x, ¥) can be found by the
formula:

(d) Fn(Mx)=

Jrr (%)
Ix(x)

() Fry () = fiyx ) fey (5.5)

Sy ()
Ffr(»)
(d) none of the above

Given the joint p.m.f. py, , (x, y), the con-
ditional p.m.f of ¥ given X = x is given by
the relation:

(a) Fylaly)=

(€) Fyylaly)=

Prr(y) -
Py(x)

() Py y/x)=py(x)/py (3
© Pyy/x)=py (0)/px (%)

Pxy(xy)
Py (1) py (x)

(@) Py (yfx)=

@ Prly/x)=

Q.25

Q.26

Q.27

Q.29
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I E (¥ | x) is the conditional expectation of
¥ given X = x, the E (XY) in terms of con-
ditional expectation can be expressed as:

(a) E(XY)=E(X)E(¥/x)
() E(XY)=E(Y)E(Y/x)
() E(XY)=XE(Y/x)

(d) E(XY)=E[XE(¥[x)]

For any two continuous variables X and ¥, if

a variable Z which is a linear combination

of X and ¥ follows normal distribution, then

X and ¥ jointly follow:

(a) jointly discrete distribution

(b) jointly continuous distribution

(c) bivariate normal distribution

(d) circular normal distribution

Conditional variance of a variable X for given

Y = y in terms of conditional expectation

can be expressed as:

@ V(XY =y)=E(YIX = x)~[E(XI
Y=y

(b V(XIY =y)=[E(NX = x)f ~[E(X’
1Y =y)

@ V(Y =y)=E(X1X =x)-[E(XI
Y=y

@ V(Y =y)=E(X2Y =y)-1EX
¥ = »P

If the moment generating function M, ,

Fatd .

(r)is €29, then the variable X

follows:

(a) standard normal bivariate distribution

(b) ¥ -distribution with 1 iLf.

(c) Cauchy distribution

(d) none of the above

Probability of the event Play £ X <a,,b 2

Y<by) in terms of joint cumulative distri-

bution function F (x, ¥) is:
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Q.31

Q.32

(@) Fla.by)~F(ap.by)- Flaz.by)
- F(ay,b;)
F(a),by)+ F(ay,by) ~ F(ay, by)
—F(ayb)
F(ay,by) = F(ay.by) - F(ay.by)
+F(ay. )
F(ay by }+ F(ay, by )+ Fay,by)
+F(ay.by)

(b)

(©)

(d)

. The cumulative distribution function F (x,

¥) of two-dimensional random variables X
and Y in terms of probability is equivalent
to:

@ Floy)=P0<X<x0<¥<y)
(b) Flx,y)=Pl-w<Xgm~mw<lcw)
(e} Flr,y)=Ple<Xsx~o<¥<y)

(d) none of the above

The relation of cumulative distribution
function with joint pd.f. f (x. y) of two-
di ional random variables X and ¥ is:

@ Flxy)= D:f (x,y)dx dy

® Flx)= [} [ Fedcdy
€ Flxy)= J';Lf (x, y)dx dy

@ Fln)=[ [ r(uy)dcay

If F (x, y) is a non-decreasing cumulative
distribution of two-dimensional random
variables X and Y, then F (x, ¥) holds the
relation:

(a) F{—a@ y)=F(x, —x)=0F (=, x)=1
(b) - y)=F(x,—o)=1,F(o,x)=1
(€) Fl-xq y)=F(x, —=) = F (=, x)=0
(d) none of the above

Q.33

Q.34
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If the joint p.d.F. of two random variables X
and ¥ is defined as,

fley)=x+yfor0<x,y<l

= {) otherwise
then the marginal distribution of X is:

(a) fx (x)=x+%

1
by fx(x)= ¥tz

©) frltd=@x+y+1)
(d) none of the above

A player rolls a fair die. He gets — 1 pointif

the die turns up with 1 to 3 spots and get |
point if the die tuns up with 4 to 6 spots. In
this way a variable X has two values - | and
L. Also one gets 0 point if the die turns up
with 1 spot and 1 point if the die tums up
with 6 spots. In this way a sccond variable ¥
takes two values 0 and 1. The joint prob-
ability distribution is given in the follow-
ing table.

Y 0 ! Py (x)
X
-1 116 26 12
I 2/6 1/6 12
Py 12 112 1

Q.35

For the given joint distribution, the expected
value of X is:

(a) E(X)=0
|
(b) E(x)—a
©) E(X)=1
1
(d) E(*’]-;

For the problem given in Q. No. 34, the
expected value of Y is:
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Q. 36

Q.38

Q.39

Q.41

(@) E(N=0
1
(b) 5(1")—5
() E(=1
d) E(y=1/4
For the joint distribution given in Q. No. 34,
the variance of X is:
@ Vx)=o0
b) ViXy=112
€ V=1

@ V=1

For the bivariate distribution given in Q.
No. 34, the variance of ¥ is:

@ V(=0

b VvM=1n

© V(ih=1

@ V(r)= i

For the joint distribution given in Q. No. 34,
the covariance between X and ¥ is:

(a) cov(X,¥)=0

(b) cov (X, V)= 1/6

(c) cov(X, N =-1/6

(d) cov(X, ¥)=-1

For the given joint distribution in Q. No. 34,
the correlation between X and Y is:

(@) pyy=-1/3
(b) pxy =-1/6
() pyyr==2/3
) pyy =13

For the problem given in Q. 34, the con-
dition variance of X given ¥ = 0 is:

(a) V(X/¥=0)=1/3
(b) V(X/¥=0)=1

© V(X,rr'=0)=§

(d) none of the above
For the discrete bivariate distribution given

Q.42

Q.43

Q.44

Q.45

PROGRAMMED STATISTICS

in Q. No. 34, the conditional variance of ¥
given X = | is:

@ V(¥/x=1) =§

by B(¥jx=1)= %

() V(¥/Xx=1)= %

{d) none of the above
Following is the joint probability density
function of the BVN distribution of X and ¥,
B ]
~—H(5=T) vy 5) -2(x=T)(y+3)
S(xy)=ce ol }
The parameters of BVN distribution are:
(@) po=7p, =-5067=360}=9, p=
0.5
(b) p,=-Tpy=-50} =60l =3p=1

(© B, =7, =507 =3606) =3,p=05
(d) none of the above

For the joint density function given in Q.
No. 42, the value of the constant ¢ is:

1
@ 1g73x
J3
® 55
(c) 0.0102
(d) all the above
Given the BVN (1, 2, 9, 16, 0.5) distribu-
tion, P(X 23) is:
[Given: ¢ (0.67) = 0.24537]

(a) 0.74537
(b) 0.25463
(c) 0.24537
(d) none of the above

Giventhe BVN (1, 2,9, 16, 0.5) distribution,
P(X>2/y=2) is:
|Given: ¢ (0.38) = 0.15]
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Q.4

Q.50

(a) 0.65
(b) 0.85
(c) 035
) 0.15

For a BVN (0, 0, 1, 1, 0.5) distribution, (4,
2)" moment is:

Bt
(a) Hs2= )
(b) py ,=0

© past
c) M2 2

(d) py,=6

For a BVN (0,0, 1, 1, p) distribution,
(3, 1)™ moment is:

(@ p, ,=1+3p

®) py,=30-p)

(© By =3p

{d) none of the above

If the regression of ¥ on X is linear, the
regression of X on Y is:

(a) linear

(b) naot necessarily linear

(c) always curvilinear

(d) any of the above

For the discrete variables X and Y, the joint
probability Py is expressed as:

@ py=P(X=x.Y>y)

) py=P(Xsx,¥sy)
(c) p,-,-=P{X2x,—.Y2yj}
() py=P(X=x.¥Y=y)
Ufny)=3-x-yfor 0sxy<l, the

marginal distribution of X is:
(@) fy(x)=3-x

(b) fx(ﬂ'%-x

2
© flx)=5-3

Q.5

Q.52

Q.53

Q.55
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{d) none of the above

If the joint p.d.f. of X and ¥, f(x, ) =3 -
x—yfor 0gx<1,0sy=<1 the marginal
distribution of ¥ is:

(@) frly)= %'J’

—yo3
by fr(M=y 2

©) f0)=3-y

@ fyon=3

Given the joint pd.f, f(x, ¥)=3 - x—yfor
0 < x,y<|the means of X and ¥ are:

PRI, -
(@ Hio=Ho =7

(b) Mio =Koy =3
R b
(©) Ko =Koi = 2
(@) Hio=Hp1 =0
For the joint p.d.f, f(x, ) =3 - x -y for
0<x y< 1, the variances of X and Y are:
, , 7
(a) Mzo=Mo2= 2
. , 168
(b} K20 =Ho2 =g

{c) both (a) and (b)

{d) none of (a) and (b)

The (1, 1™ central moment for the joint
pdf firy)=3-x-yfor0sxy<sl s

-l
(a) Mg Y
) g, =112
©) n, =0

(d) none of the above

Given the joint pd.f.of Xand Y=3-x-y
for 0sx,v<1, the correlation coefficient
between X and ¥ is:

-1
(@) Pxy=—3

2
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Q.56

3
(b) Pxy =3

(c) Pxy= Y

-3
(d) Pxy =

The conditional distribution of X given ¥
for the joint p.d.f, f(x, y) =3 = x - y for
O=xy=<lis

J—x-
@ faly)="22

() f(xly):afx_y
¥y

© flxy)=3E

'z‘.\"

(d) none of the above

The conditional distribution of ¥ given X
for the joint p.d.f, f(x, =3 —x -y for
O<xy<lis

@ (1) ,3_;&

2_)’
ey
® flyix)==5"2

o~
2

537¥
(c) f(y‘1)=§

2 -X
(d) all the above
If the density function of bivariates X and ¥
is given as:

fley)=3ryfor0<xsi
O<y<1,

Q.59

Q.60

—-

Q.6

Q.62

PROGRAMMED STATISTICS

the marginal distribution of X is:
(@) fy(x)=3x

(b) fx(-‘)=%x
3
(© fx(x)n;x

(d) none of the above

For f(x, y) given in Q. No. 58, the marginal
distribution of ¥ is:

(@ f, (=3

® 0=
© £ =3-2—xy

=3
@ )= 2

For f (x, y) given in Q. No. 58, the mean of
X is:

(@) Bio=

— |

(b) I-liu'i
© Hig=!
@ 1y o=0

For the BVN density £ (x, y) in Q. No. 58,
the conditional distribution of ¥ given
X=xis:

(a) f (n‘x)-%r
() f{y/x)=3y
© fly/x)=2y

@ fly/x)=y

(2,2)® moment of the BVN density given in
Q. No. 58 is:

1
(a) Ha2= a8



BIVARIATE RANDOM VARIABLE AND DISTRIBUTIONS

Q.64

Q.65

1
(b) Ha2= 1

1
(c) Ha2= n
(d) none of the above

The covariance between X, Y for the joint
density function given in Q. No. 58 is:

1
(@ Hn T

1
(b) Hu=Ta

|
() Bn=y

(d) none of the above

The variance of X for the joint p.d.f, f(x, y)
given in Q. No. 58 is

1
(a) B = r

1
) Hz.u-lﬁ
(c) Hao =7

(d) any of the above
The correlation coefficient between the
variables X and Y having the joint density,

flx yy=3xyfor D<x5],0<y<l is

1
(@ Pxr=3

_is
(b) Pxr =73

=2
(c) Pxy= 6

(d) all the above

Given the joint probability mass function of
X+

Xand ¥ be flny)="22 v =1, 2,3

y= 1,2 the P (x = 3) is equal to:

Q.67

Q.68
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(a) 377

(b) 19

(c) 4/9

(dy 47

Given the joint probability density function
of Xand Y as,

flxy)=4xn05sxd, 05y
= 0; otherwise.

P[(ch%;%s)rsl) is equal to

(a) 1/4

(b) 5/16

(c)y 316

(d) 3/8

If (X, ¥) are bivariate N (0, 0, 1, 1, p), then
the variables (x + y) and (x - y) are:

(a) correlated with P—'v%

(b) independently distributed

(c) negatively correlated

(d) none of the above

Let (X, ¥) be jointly distributed with density
function,

1e=[5”

Then X and Y are:

(a) independent

(b} both having the mean unity

(c) both having the variance unity
(d) all the above.

Letfixr, ¥v)=l;-x<y<x O<cx<l

T, O<x<wm0<y<w
otherwise

= (; otherwise
Then, the marginal density function of X is:
(a) 2x

(b) 1

() l"
2

(d) 2y
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ANSWERS

SECTION-B

(1) multivariate  (2) sample space (3) bivariate
4) P(X<x,¥<y) (5)0and 1 (6) F (a c) +
F(bd)~Fla,d)=Fb o) (MP(X=xY=y)(8)
Flay=3% E p(x,y) & 100 Ep(m){m

SR NSy
P (x ¥Mpy (x) (IZ}‘E" pm,(x,-ly)[l?:}ﬁf(»\'.y)dl
(14) Sy y(x )1 (2) (15) regression curve (16)
VXX =x =E(rix=x-[Emx=x] an
VIX)=EWVXIy+VIEXINI(BEX EWM
a9 fe(x)fr () 20) £y ) @D E[{x - E(x12)}
{r-g(m2}z] 22) E[cov(X,N2)]+ cov[E
(X12)E(Nnz)) My (4)My(t)

(23) (24)

] 1

| ggtend o
e -

Jimay Py U H)

(26) p? (27) Cauchy distribution (28) not necessary
(29) normal correlation surface (30) z = f (x, ¥)

31 I_:_[:x'y‘f (x.y) dx dy (32) uncorrelated

(25) px+

. 4
(33 () :’xﬁ[H-m:fm(ﬁx) = f =2y, E(N1x) =

o]

@) If9[Hinl: E(r1x) =_L',-’-2ydy=%,v(m)

0

(iii) 2;;3[1-:()(}1 X) = xE(Vix) = % x}

PROGRAMMED STATISTICS
(34) marginal densities (35) does not depend

36) (i) 21+][Hin1:f,[x)=£ 2x+y)dy=
3x+2

2 1
z:(y):]+2[’—] -2x+[]
2 o
(i) 32xv1)

(37) is greater than (38) are not lincarly related
(39) zero (40) 2 and 3.

SECTION-C

(b (2)c
Me (&b
(13)c (14)d
(19¢ (200a (@2Dc
(25)d (26)c (27)d
(31)d (32)a (33)b

34) u[Him: E[X)=(—]]x%+lx—é—z0]

Fa
(9 d
(15 b

)b
(10) b
(16) ¢
22) ¢
(28) a

3)a
(nd
(1Md
(23)c
(29) b

©)d
(12)b
(18) ¢
(24) a
(30 ¢

(SS)h[H-m B(Y)=0x~ +lx—=—]

(36) c[Hjnt: V(X)=(-1)* x%-l-{l]z x %-0= 1]

11 1
X — = —
2 4 4

(38) c[Hint: cov(X,Y)= E(XY)- E(Y)E(X)

(3?}d[uim: V(Y}=ox_;.+mz

=£(xr)=ox(-:)%+ox(|),.§+|x.

[—2] 1 -1
x +lxln==—
6 6 6

-1/6 |

Jixva 3

(39) n[l—linl: Pyy =
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(1?4026

(40) c| Hint: E(x?/¥ =0)= 72

=1
1
—lxg+lx2;’6
E(Xﬁ’-ﬂ)uu—z-a.

—0)=j-L=8
V(XY =0)=1 9-9]

2 2 1
0xZa(y? =t
(41) ¢| Hint: E(Y’[x-l)-%:%,

2

1
Ox=+1x-—

1
E(y!x-|]-%=§

V(XX =1) -%-%pg—]

(42)a @3 d

(44) b[Hinl: p(X23)=P [? 2 33;1]

=05-024537 = 025463}
) 3
(45) c[Hint: p(X/y)=1+05x I(2- 2)=1,

V(X1y)=9(1-05%) =675,

=1 _ 2-1
P = P(Z 20385
[?6.75 > 36.75] ( )
=05-015=0.35]

@6)d
(52 c
(58) b
64) b
(70) a
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Chapter 9

Sampling Methods

SECTION-A
Short Essay Type Questions
Q.1 What is the need of sampling as paredto Population is termed as universe by a number of

complete enumeration?

Ans. Sampling is a part of our day-to-day life
which we use advertantly or inadvertanily. For
instance, a housewife takes one or two grains of rice
from the cooking pan and decides whether the rice
is cocked or not. A quality controller takes a few
items and decides whether the lot is in d

statisticians and scientists.

The inhabitants of a region, number of wheat
fields in a stale or district, fruit plants in a city,
insects in a field, persons suffering from tuberculosis
in a city, lepers in India, workers in a factory, students
in an vniversity, etc., are a few examples of finite

with the desired specifications or not. A pathologist
takes a few drops of blood and tests for any change
in blood of the whole body than normal. In all these
situations, sampling is inevitable and gives satis-
factory results,

Even in those cases where complete enumeration
is possible, it is not preferred due to the facts that it

populations. All real bers, all stars in the sky are
examples of infinite populations. Generally, the
population consists of a large number of animates
and inanimates. Moreover, the units or subjects
constituting the population may vary from survey to
survey in the same region or sphere of activity
depending upon the aims and objectives of the survey.

In b‘nef one shuuld very well keep in mind that

is much more time g and expensive,

requires more skilled and technical personnel, more
crrors are caused due to greater volume of work,
measurement errors, elc.

Complete enumeration is used only for various
censuses or in case of small populations.
Q.2 What do you und
statistical sense?

i by a population in

Ans. Population is a group of items, units or
subjects which is under of study. Pop
may consist of finite or infinite number of units.

statisti ion is not only the human
population whu:h is usually conceived in literary
sense. It is generally a group or collection of items
specified by certain characteristics or defined under
certain restrictions.

Q.3 Name differemt types of populations or
universe and give their description summarily.
Ans. Population can be classified into four cate-
gories namely, (i) Finite population (i) Infinite
population (iii) Real population (iv) Hypothetical
population.
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(i) Finite population. If the number of items or
units constituting the population is fixed and limited,
it is known as finite population. For i the

185

Ans. By sampling method we mean the manner or
scheme through which the required ber of units

P

workers in a factory, students in a college, etc. This
usually consists of existing items.

(i) Infinite population. If the population consists of
an infinite number of items, it is called an infinite
population. For example, the population of all real
numbers lying between 5 and 10, the population of
stars in the sky, etc.

are selected ina le from a p

Q.7 Mention in brief the objective of sampling.
Ans, The foremost purpose of sampling is to gather
maximum information about the population under
consideration at minimum cost, time and human
power. This is best achieved when lhe sample
contains all the properties of the popul

Q.8 Define sampling unit m‘ld give its two

(iti) Real popul, Ap ion consisting of
the items which are all pre.sent physu:a]ly is tcrmed
as real population.

(iv) Hypothetical ! The popul
consists of the rcsulis of repeated trials is named as
hypothetical population. The tossing of a coin
repeatedly results into a hypothetical populalion of
heads and tails, mllmg ofadle again and again gives

rise to a hypoth 1 popul of bers from 1
to 6, etc.
Q. 4 In what situations sampling is inevitable?

Ans. Sampling is inevitable in the following
situations:
(i) When population is infinite
(ii} When the item or uvnit is destroyed under
investigation,
(iii) When the resulls are required in a short time.
(iv) When resources for survey are limited
particularly in respect of money and trained
persons.
(v) When area of survey is wide.
Q.5 What is a sample?
Ans. Sample is a part or fraction of a population
selected on some basis. Sample consists of a few
items of a population. In principle a sample should
be such that it is a troe representative of the popu-
lation. Usually a rand le is selected. If the
population is reasonably homogem. a simple
rand ple is most ferred one. But the
moment one starts identifying sampling units on the
basis of their characteristics, it gives rise to different
sampling methods.
Q.6 What is meant by sampling method?

Ans. The constituents of a population wh;ch are
the individuals to be led from the p

and cannot be further subdmded for the purpose of
sampling at a time are called sampling units. For
instance, to know the average income per family, the
head of the family is a sampling unit. To know the
average yield of wheat, each farm owner's field of
wheat is a sampling unit.

Q.9 What is meant by sampling frame?

Ans. For adopting any sampling procedure it is
essential to have a list or a map identifying each
sampling unit by a number. Such a list or map is
called sampling frame.

A list of voters, a list of households, a list of
technical persons, areas in a map marked by number
for soil surveys, a list of villages in a district, a list of
farmer’s fields, etc., are a few examples of sampling
frame.

Q. 10 Distinguish ¢ ph
and sampling study.
Ans, Incomplete enumeration, each and every unit
of the population is studied and results are based on
all units of the population. Whereas, in sampling
study only a selected number of units are studied
and results based on the data of these units are
supposed to yield information about the whole
population.
Q.11 What do you understand by random
sampling?
Ans. When equal probability of selection is
hed to each ling unit at each draw, the
selection procedure is known as random sampling.
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Suppose, there are N units in the pof then
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the probability of sek.cunn nfwh unit is 1/N. Also
when cach sub is ind dent of

1 T
the previous selection, the selection procedure is

are ples. In spite
ofl]lc fact that one may use r.h:hesl sampling method
and all care is being taken in conducting the survey

known as simple random sampling (sts).

Q. 12 Write a short note on the importance of
random sample.

Ans. The sampling distribution of the statistic
X from a g ion

and ol g the for various character-
istics of the population, there is always some discre-
pancy between the estimates and population values
obtained by census studies of the sampl: popul.auun
in the same Such Iti ies
are termed as sampling errors, The samplmg ETTOrS

X ing random pof

N (1. a) can be derived ;na:hmnucally from the
properties of random samples based on purely mathe-
matical considerations. It can be shown that the

sampling distribution of X is exactly N(p,a/vn).

This result can be verified by empirical sampling

experiments. So a random sample saves the labour

of conducting empirical sampling experiments.
All the more, estimates obtained from random

samples have highly desirable properties.

Q. 13 Delineate the principles of sampling method

be pletely eli ted but may be

1 by choosing a proper sample of adeq
size and adopting suitable method of estimation.

Non-sampling errors — Errors other than sampling

errors in a survey are called non-sampling errors.
The crrors usually arise du: to fnulty plannmg.
defective schedules or q
and inaccuracy of returrl.s. non-response, compi!ing
errors, ete. These errors can be minimised by
employing efficient investigators and supervisory
staff, full coverage, better management, etc. Non-

pling errors are likely to be more widespread in

Ans, There are four principles of sampling methods
as described below:

(i) Principle of statistical regularity — This
principle ensures that the items selected in a
moderately large sample al random from a
population on the average possess the
characteristics of the population units.
Principle of inertia of large numbers - This
law states that other things being same, as the
sample size increases, the results tend to be
more reliable and accurate.

Principles of validity — By the validity of a

(i)

(iii)

complete enumeration than in a sample survey,

Q. 15 What is purposive (subjective or judgement)
sampling?

Ans. In purposive sampling, the selection of units
entirely depends on the choice of the investigator.
This type of sampling is adopted when it is not
possible to adopt any random procedure for selection
of sampling units. For instance, a sample of patients
suffering from Tuberculosis (TB) has to be drawn.
Since, it is not possible to ascertain a population of
TB patients, the persons turning up to TB sanitorium
and having TB are selected in the sample. Such a

sampling design we mean that the pling
method should be such that it enables us to
obtain valid estimates and tests about the
of the population. Probability
s:lrnplmg fulfils this requirement.
Principle of optimisation — This principle is
related to efficiency and cost of a design. It
consists of achieving a given level of
efficiency at mi cost or
maximum possible efficiency at fixed cost.

Q. 14 Exp d pling and non
Ans. Sampling error - Mostly the !

(iv)

o
Lt

CITOrS.

ion

hod of sampli |s known as purpasive, sub}er:ln'c
or judg £. In this pling

there is no |n\rolvemcul of probability. That is why.
itis called subjective sampling.

Purposive or jud pling is not p
because it is not possible to determine the frequency
distribution of the estimates obtained by this
procedure and thus sampling error cannot be objecti-
vely determined.

Purposive sampling is highly prone to investi-
gdlnr s biases. Hence, purposive or judgement
is seldom used.

PYE

e
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Q. 16 Define a parameler.

Ans, Any population constant is called a para-
meter. Out of various parameters, mean and variance
are largely used besides correlation coefficient,
regression coefficient, ete. In a distribution, by
parameter one means those population constants
which appear in probability density (mass) function.
Q. 17 What is meant by an estimator?

Ans.  Anestimator is a rule or a function of variates
for estimating the population par . Itis
expressed as a function of sample variates. An
estimator is itself a random variable and can have
any value within its domain. For instance, the

estimator for mean l_zlx,-}ﬂ‘ which depends on the

sample values x; of a variable X. Similarly, the
estimator of variance is f%l{x' - E)Z/(n =1).

Q. 18 How do you disting
and estimator?
Ans. A particular value of an estimator from a
fixed set of values of a random sample is known as
estimate. An estimate stands for the value of a
For 1 ple mean ¥ is an esti-
matc of population mcan p and sample variance 5%
is an estimate of population variance o2, Whereas
the functions for ¥ and 52 are eslimators.

Q. 19 Define the tenn statistic.

Ans. A stalistic is a function of observable random
variables and does not involve any unknown
parameter. An statistic is also a random variable but
15 not necessarily an estimator of a parameter. For

example stud 's-![l = Jﬁ(f -“)] is a

Q. 20 Give different types of sampling schemes
and describe them in brief.

ish between
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equal chance of being included in the Simple
random sampling is an example of unrestricted
sempling.
(ii) Restricted sampling. If an i igator has any
idea about the heterogeneity of sampling units, the
population is divided into homogeneous groups and
le is drawn ind lently from each group.
Such a process of sampling is known as remc‘led
sampling. Stratified sampling, sy
multistage sampling, elc., are covered unde:r lhc
category of restricted sampling.

Q. 21 Differentiate between simple random sam-
pling with replacement and without replacement.
Ans. If the units are selected or drawn one by one
in such a way that a unit drawn at a time is replaced
back to the population before the subsequent draw,
itis known as simple random sampling with replace-
ment (srswr). In this type of sampling from a
population of size N, the probability of selection of
a unit at each draw remains 1/N. In srswr, a unit can
be included more than once in a sample. Therefore,
if the required sample size is n, the eifective sample
size is sometimes less than n due to the inclusion of
one or more units more than once.

With the idea that effective sample size should be
adhered to, the simple random sampling without
replacement (srswor) is adopted. In this method a
unit selected once is not included in the population
at any subsequent draw. Hence, the probability of
drawing a unit from a population of N units at /*
draw is /(N =r+ 1).

In simple random sampling, the probability of
selection of any sample of size n from a population

consisting of N units remains the same, 5/[':' ie.,

Here [2’] is the number of all possible sampl

Q. 22 Which factors are responsible for the size of
a ple?

Ans. There are two types of pling

namely (i) unrestricted random sampling (ii) res-
tricted random sampling.

(i) Unrestricted random sampling. In this type of
sampling, each and every unit of the population has

Ans.The size of a sample depend
factors:
(i} The purpose for which the sample is drawn.
(ii) The heter ity of the ling units in

upon the following
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the population, More is the heterogeneity,

larger is the size of the sample.

(iii) Resources available for the study in terms of
time and money.

(iv) Number of technical f andfor equip-
ment available.

(v) Precision of d is an imp

factor in determining ll;e size of a sample.
For greater precision usually a large sample
is preferred.
Q. 23 How can
matically?
Ans. The mathematical formula for estimating the
sample size is:

ple size be d d mathe-

= 32
ne= {U‘J‘]
dl

where, d - the extent of difference which is desired
to be detected.
Uy - value of statistic at the reliability level R.
The value of Up is substituted from
probability distribution table. If the data
are selected from a normal population,
then for 95 per cent reliability level, U,
= 1.96

+ - the standard deviation of x which is
L 1 from some pr study or
experience.
Q. 24 Give the formula for sample mean,

Ans. If n sample observation are x,, x,, ...,
formula for sample mean is,

R S
X=
n

== Z X;
B
Q. 25 What formula is used to calculate the sample
variance?
Ans. If x, x,, .., x, are the observations of n
sample units and X is its mean, the formula for
variance is,

=1
'

x,. the

:=;[{2I:

Q. 26 How do you determine the sn.mp]e mean of
prof in a dict pop ?

Ans. Let P be the proportion of units in category
C, and Q = (1 — P) is the proportion of units
belonging to the category C,. The estimate p of P,
based on a sample of size n, can be obtained by the

formula, p= —L where n, is the number of units in
the sample gory C,. Also

Q‘%whm ny=n-n,. Hencep=1-gq.

g to the

Suppose the observations are coded as 1 if the
unit belongs to C, and 0 if the unit belongs to C,.
Thus, the sample mean,

Zx
Febl_ Mo,
n n

or ny =np=ni.

Q. 27 How do you calculate the sample variance
for proportions when the sample is drawn from a
dichotomous population?

Ans. With usual notations, the sample variance
for proportions can be calculated by the formula,

=—(np-n?)
==£(-p)
-
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Q. 28 Define standard error of an estimator and
discuss it briefly.

Ans.  Definition: Standard error is the standard
deviation of the sampling distribution of an estimator.

From a population of N units, samples of

N
n
size n can possibly be drawn from the population. If
the sampling units are distinct, each sample will
give more or less a different estimate of a parameter,
In this way, the estimates themselves will follow a
distribution. The standard deviation of the estimates
obtained from different possible samples is called
standard error (S.E.). May it be the standard error of
the sample mean ¥, the standard deviation s, etc.
Mostly, the standard error of mean ¥ is calculated.
Lesser is the value of the dard error, more
is the estimate.

Q. 29 What is the advantage of considering standard
error instead of standard deviation?

Ans.  Standard error is not much influenced by the
extreme values present in the population. Moreover
it withholds all the virtues of standard deviation. All
the more, the reciprocal of standard error is an index
of precision of an estimator.

Q. 30 What formula is used to find the standard
error of mean?

Yinkl

Ans. The formula for the standard error of sample

mean X based on a sample of size n drawn from a
population of N units is,

SE(X)=s5 = [ﬁ-#]s’.

where 52 is the sample variance.

1
If N is large, the quantity N is negligible. Hence,

5

SE(X)=5=,—

n
“.f
In
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Q. 31 Express the quantity 52,
Ans. 5% is a quantity which is used in estimation
of variance. It is slightly different from population
variance ¢ - 57 is expressed as,

3 (-’

Q. 32 Express standard error of sample mean in
terms of §%.
Auns. Standard error of sample mean in terms of

5% is,

N -n)g
N

Q. 33 What is finite population correction and

sampling fraction?

S.E.(7)= [

N-n
N
finite population correction (f.p.c) and it tends to

Ans. The guantity

or (I -':r-] is known as

n
unity as N —» m, i.e., N is large. The quantity ~ is

known as sampling fraction. N

is taken as negligible

if its value is 0.05 or less.

Q. 34 How can one estimate population total and
its variance?

Ans. The population total for a variate X can be
estimated by the formula,

X=N¥
where X is the sample mean based on n sample
observations and N is the total number of units in the
population.

The variance of X in terms of §° is obtained by
the formula,

v(X)=NV(%)
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;N-ng

N n
=N(N—n}52
n

=N

and its estimate,

w(E) = N“:‘") 5

1f N, is the number of units in a class C, out of N
population unils, the variance of the estimate KF, is
V(W) =v(Np)
=NV(p)

Y.
N=1l n

where P-i:r]- andQ=1-P
The estimated variance v(h"l) of V(hn'l) can be
obtained by the formula,

o(f) = N2 ﬁ‘_’;%

1
If N is large such that N and % are negligible,

R)=nH
v(m)=n 2
Also the variance of p is estimated by the formula,
N-n
"(P)-mm-

n

"N

is negligible,

vip)=-PL

The square root of v (p) will provide standard

error of p, i.e.,
S.E.(p)= ‘ﬂ
n-1
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Q. 35 What do you understand by stratified random
sampling?

Ans. Stratified sampling comes under the category
of restricted sampling. In this type of sampling
method first the whole population is divided into
homogeneous groups under certain criterion, These
groups are termed as strata. Then the sample is
drawn randomly from each stratum independently.
The estimates are calculated from the data obtained
from all the strata.

Information about each individual sampling unit
is rarely available. Hence, the strata are formed on
some broad basis such as localities in a city, districts
in a state, etc.

Q. 36 Highlight the advantages of stratified sam-
pling.

Ans, Different advantages of stratified sampling
can be summarised as follows:

(i) If the admissible error is given, small sample
is needed which results into a cut of
expenditure,

(ii) In case the cost of survey is fixed, there is
reduction in error due to stratification.

(iii) Through stratification, it is possible to gather
the information or obtain the estimates for
each stratum separately and also an estimate
for the whole population.

(iv) Stratified sampling is very convenient from
organisational point of view.

{v) If need be, different sampling schemes can
be used to draw samples from different strata.
But it creates many complications and hence
it is mostly avoided.

Q. 37 Mention the exigencies of stratified sampling
and describe them in brief.

Ans. Various exigencies arise at each step or stage
of stratified sampling which are listed below and
discussed one by one.

(i} What should be the criterion for stratification?

(ii} What should be number of strata?

(ii1) How to fix the points of demarcation between
strata?

(iv) What should be the sample size for each
stratum?
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{v) What li dure be adopted

Ltk - ¥

sampling from each stratum?

(vi) How to find the estimate for each stratum
and then to pool them to get the estimates for
the population as a whole?

(i) Criterion for stratification. The criterion of strati-
fication depends on the objective of the survey. For
example. in opinion surveys, stratification li

for

19
K —= Number of strata
N; - Number of units in the j* stratum (j = 1, 2,
wep k)
n = the sample size.

n;— number of units to be selected from j*
stratum such that ?nj =n.

to ional qualifications or ic status may
be a good criterion. Due to administrative and
organisational convenience, localities or regions are
generally taken as sirata.
(ii) Number of strata. One should take as many
strata as are necessary (o maintain the homogeneity
of strata. More the number of strata, better it is. But
often the strata are taken as regions for which
information is required separately. (For formulae,
see a book on sampling.) )
(iii) Point of demarcation. As a rule, strata be
marked in such a manner that no sampling unit
belongs to more than one stratum.
(iv) Sample size for each stratum. Since the sample
size infl the esti itis y that the
5|ze of the sample for each stratum should be
Determination of ple size for each
s|m.um is known as allocation problem, For this,
most fi Iy used hes are, (a) proportion
allocation, and (b) uptrmum allocation,
(v) Stratumwi ,“ i
monly used procedure is to draw a simple

Most com-

q

under prop 1 allc
5Hon

N, N

n
or "}-FNJ
=nw}

w, =

where 1= N

Thus proportional allocation gives a self-weighing
sample.
Q. 40 Discuss optimum allocation.
Ans. The formulae for optimum allocation in
various strata were derived by Tschuprow in 1923,
Later J. Neyman derived them independently in 1934,
That is why such an allocation is named as Neyman
allocation.

There are three situations under which the op-
timum allocation is considered: (i) When the variance

sample from each stratum mdepcndentl)n This
procedure is called ified In
some cases, other procedures like pmhnhlhiy
proportional to size may be used.
(vi) Calculation of estimates. Different formulae
are given ahead to find the estimated values of
population constants.
Q. 38 What is equal allocation?
Ans. Under equal allocation samples of equal size
are drawn from each stratum.
Q. 39 Discuss proportional allocation in stratified
sampling.
Ans. Suppose,

N - Number of units in the population

of the stratified le mean, V(¥,) is minimised,

(ii) When the total cost of the survey is fixed, (iii)
When the variance of the stratified sample mean is

fixed say, V(X,)=V,.
Case (i) For a fixed sample size n, the optimum
sample size for / stratum (= 1, 2, ..., k),
2
1y = WS
L, WS,

where 57 is the variance of /¥ stratum. If €, C, and
C, are the total, overhead and cost per unit of survey
in the j* stratum respectively, the optimum value of
n, which minimises the variance of X, is,
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(“’J"HJ_)
(EI “'33.-;“\/_)

for j=1012,..k

The fi 1 Is that ch a large n if,
(a) n is large.
(b) 5; is large i.e., stratum j is more
heterogeneous.
(c) C}is small.

Case (ii) When the cost of the survey is fixed,
optimum sample sim for j® stratum is,

E![“’J 5/4G)
n =
“3 £,(w;s,C))
for i=L2 ..k
and C,=C-C,
Case (iii) When the value of V(X,,) is fixed say, V,,
the optimum sample size for / stratum is,

[EJ%SJJ_)(W;SJ/J_)
Z“’Jsj

Q. 41 Give different formulae for mean and vari-
ance of stratified sample.

Ans., Different formulae for stratum mean, vari
ances and stratified sample means and variances are:

If x; is the #* observation in the j* stratum for i =
1,2, ., N. and j=1, 2, ..., k then,

(i) 7 stratum mean, XJ’_Z X
J iml

(ii) j* stratum sample mean, i -—z x;
=

(i) /™ stratum variance,

= _Z (x-X,)

PROGRAMMED STATISTICS

(iv) Sample variance of / stratum,

i} ,,j‘_,z (v-%)’

(v) An unbiased estimate of population mean
under stratified sampling is,

X -—Z N;x;

j=1
(vi) Variance of stratified sample mean,

1< 5]
VE) =57 2 Ny (N =)t
J=1 i

Swl)

[ 2 g2
-y Wi S
T

n
when —- is negligible.
N;

Estimated value of V(%) is,

[y
w}?
v(3g)=2, o
el
(vii) Under proportional nllucnnon.

k W, s}
v{x] (I--—) i '
“ N ‘?_-;‘ n
: “"151

>

=l

heni
when N

Estimated value of V(X,,) under proportional
allocation is,

_ ko s?
v(E) =), —L
i=1

is negligible.
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(viii) Variance of X, under optimum allocation is,

- (x,)=-[§ W,s, € )[Z ﬁas,]
_ﬁz W, s

,‘-1
If C, is same for all units, then

v,.,,(x,,)-—[z w;s,] -—z w,; s}
J=l J=1

To have the estimated values of variance,
replace .SiJ by 5

Q. 42 How are the variances of X, under random

sampling, proportional allocation and Neyman
allocation related with each other?

Ans. The variances of X, under random sampling,

proportional allocation and Neyman allocation hold
the relation,

an (is } 2 vhw [f") z VN@:(E:]

This shows V, (T,,) is largest and Vi, (%) is
minimum,
Q. 43 What do you understand by two-way strati-
fication?
Ans. S the population is stratified ac-
cording to two factors, e.g., the persons are stratified

ling to their qualifications and monthly income.

In this way, we have a two-way table and units
belong to different cells or substrata. Samples are
drawn from each sul {cell) independently.
Such a sampling procedure is known as two-way
stratified sampling. Two way stratification is also
termed as deep stratification.

Further two-way stratification is generally more
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estimates are most likely upward or downward
biased. To avoid this situation, population is divided
into various homogeneous strata and a sample is
drawn from each stratum to minimise the probabilities
of non-preferred samples and is thus termed as
controlled selection.
Q. 45 Can one make use of varying probabilities of
selection in stratified sampling?
Ans.  Yes, often the units within a stratum are
selected with replacement and with varying prob-
abilities of selection.
Q. 46 What do you understand by systematic
sampling?
Ans. When the population units occur in a deck or
sequence or line and a sample of size n is 1o be
drawn, the population is divided into n sequential
groups and one unit is drawn from each group
d at equal di

The selection procedure is such that one unit is
drawn randomly from the first group say, / unit
is selected. Then select (f + k), ( + 2k), ...,

{j +n=1 k)u units from the subsequent groups. Such

a selection procedure is known as linear systematic
sampling. This procedure fails if the population size
N is not a multiple of n.
Q. 47 What is the advantages of systematic sam-
pling?
Ans. Some of the principal advantages of
systematic sampling are given below:
(i) The method of selection is very simple.
(ii) The methed of sclection is cheap in terms of
time and money.
(iii) The sample is distributed over the whole
population and hence all contiguous parts of

efficient than one way stratification. Sull itis
used.

Q. 44. Describe the term ‘controlled selection’.

Ans. In many situations we know that if the units
of different types are not included in the sample, the

the p are well d in the
sample.
(iv) It is easy to locale selecwd units and is very
1d ient from org ional point of view
Q. 48 What are the disad ges of sy ic
sampling?

Ans.
(i) If the variation in the units is periodic, the
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units at regular intervals are correlated. In
this situation the sample becomes highly lop-
sided and hence the estimates are biased.
No single reliable formula is available for
estimating the standard error of sample mean.
A formula is good enough if the population
is of the type it has been expected to,
otherwise not. This is a great drawback of
systematic sampling.

Q. 49 In what situations systematic sampling is
preferred over other sampling procedures?

Ans. Systematic sampling is preferably used when
the information is to be collected from cards, trees
in a forest, houses in blocks, entries in a register
which are in a serial order, ete.

Q. 50 What is circular systematic sampling?
Ans. Linear systematic sampling fails if N » nk.
Circular systematic sampling was first used by
D.B. Lahiri in 1952, In circular systematic sampli

(i)

N
take ’ as rounded to the nearest integer. Select a
random number from 1 10 N. Suppose the selected
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resents the variance between samples where,

N-IZ Z (x# f}

jel bml
and the variance within systematic samples,

1 = _32
53q=m§; § (xy =)

N-1g_ 2 . .
Also, T =0" (Population variance)

Z Z (= "1)

J'-l i=l

and k(n !}

= g (Variance within the systematic sample}

V[iq) =g%- crf,
Hence, we conclude that variance of X,, is small
when the units within a systematic sample are as

number is m. Now select every (m + jk)® unit when
m + jk < N and every (m + jk — N)*® unit when m +
Jk = N putting j= 1, 2, ..., till » units are selected.
Such a procedure of selection is known as circular
systematic sampling.

Q. 51 Give the formulae for mean and variance of
systematic sample.

Ans. Let x, x, ..., x, be the observations on n
selected units of systematic sample. The mean of
systematic sample,

5 =_Z "

The variance of X,, when N = nk is,

V[x,,,)--—

Suppose x; represents the # observation in the
systematic sample when a number from | to k is
selected.

In the above formula for variance of X, §* rep-

1.5' k{l;—vl)sem

Q. 52 Compare systematic sampling with stratified
sampling.

Ans,

(i) Sy i li bles stratified
sampling in the mse llm groups of k units
look like strata but no criterion has been
considered in the formation of groups that
ensures homogeneity.

(ii) No independent samples are drawn from each
group.

(iii) In systematic sampling we have only one

sample from the whole population.

The above three points clearly reveal that systematic
sampling is quite different from stratified sampling.
Q.53 Is the systematic sampling superior to
simple random sampling and stratified sampling?
Comment.

Ans. Nothing definite can be said about the
superiority of systematic sampling over simple
random sampling and vice-versa as it depends more
on the structure of the population. One may be better
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than the other in particular cases. The same statement
holds good while comparing systematic sampling
with stratified random sampling.

Q. 54 Discuss double sampling in brief.

Ans. Many a time, some initial information
necessitated to draw a sample is not available. In
that situation such information can be gathered by
taking a large sample provided it is not very expen-
sive and time consuming. Then take a sub-sample to
estimate the main characters as per the objectives of
the survey. Such a sampling process is known as
double sampling. Double sampling is also called
two-phase sampling. For example, an investigator
want to draw a sample of agricultural holdings with
probability proportional to size. But the areas of
holdings are not known. Hencc. inf about
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Q. 56 In what situations the cluster sampling be
preferred?
Ans. The cluster sampling is used when:

@) the samplmg frame is not avmlable and it is
P ¢ and time gtop

it.

(i) the sampling units are situated distant apart.
In this situation selection of elementary units
makes the survey very cumbersome. For
instance, selection of farmers in a state.
the clementary units may not be easily
identifiable and locatable. For example, the

imals of certain species, the migratory
populations, etc
Q. 57 What sampl:ng deaugn is used to select

(iii)

each agricultural halding is collected on a large
number of farmer’s holdmgx and then a sample is
selected with pps for the main survey.

Double sampling is also helpful in stratified

sampling to determine the strata sizes if not known.
Double sampling is also very helpful in ratio and
regression methods of estimation.
Q. 55 Describe cluster or area sampling in nutshell.
Ans. In many situations, the sampling frame for
elementary units of the population i is not available,
moreover it is not easy to prepare it. But the
information is available for groups of elements so
called clusters. For instance, the list of houses may
be available but not the persons residing in them, list
of individual farms may not be available but the list
of villages is generally available. Hence, in these
situations, houses or villages are known as clusters
and selection has to be made of houses or villages in
the ple. Such a sampling [ dure is known as
cluster sampling.

When the entire area containing the population is
divided into smaller area or segments, these small
areas or segments are taken as sampling units, This
procedure is known as area sampling. Clusters or
arca segments are also known as primary units.

In cluster sampling, precaution should be taken
that a unit should never belong to more than one
cluster. Also each elementary unit of the population
should definitely belong to one primary unit.

1 from a popul

Ans. Usually simple random sampling without
replacement is used to select clusters or area scgments
from a population. But any other design can be
Q. 58 Give the formulae for estimating the mean of
the characteristic X under single stage cluster
sampling.

Ans. Let x, denote the i observation in the /®
cluster. Suppose,

Number of clusters= N

Sample size =n
Suppose the ber of el y units in the j®
cluster = M,

Total number of elementary units in the population

=M =M

j=1

The mean of / cluster,

fori= I..2,....Mjandj= 1,2, .. N
The population mean,

X =L x;/EM,

GEm
I
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An estimate ¥, of X_, which is unbiased but not
consistent, is given as,

.1 -
I‘j;; M;x; /M

= M
h M==
where N

Let s: and S: A te the z I
within clusters respectively. Now the populat
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where, 5% - the variance of cluster
M - the cluster size for each cluster.

82 - the difference of the total variance &
within clusters variance.
From the formula it is apparent that the efficiency
of the cluster sampling increases:
(i) if the cluster size decreases.
(ii) if the clusters are so formed that the variation
within clusters is as large as possible and

variance,
1 =12
o = i 2 2 (%)
| o
N-]Zl {xﬁ-xr)2

1 -
and 3: = mZJ Z} {xu _ﬂ}:

An unbiased estimate of the variance of X_
as,

Also, §i=

is given

N-n
Nn

v(%.)= 5

1 IR ]
2

where, s; == J(M,xj—xc)
forj=1,2,...n

Also, an estimatc of s2 is,

s =;‘(j}j’]‘}'zj Y, (x-5)

Since the units within a cluster are more homo-
geneous within a cluster than those in different

clusters, §2 < 57,

Q. 59 Comment on the efficiency of cluster sam-
pling as compared to simple random sampling
without replacement.
Ans. The efficiency of cluster sampling as com-
pared to simple random sampling is,
2
P
MS;

b clusters is as small as possible.
Q. 60 What are the main differences between cluster
sampling and stratified sampling?
Ans. The main differences between cluster sam-
pling and stratified sampling are:

(i) In stratified sample, a sample is drawn from
each (el ) in cluster
sampling, a cluster (stratum) is selected as
such.

(ii) A heterogeneous cluster is more preferable
whereas a homogeneous stratum is always
desirable.

Q. 61 What is multi-stage sampling?

Ans.  Insingle-stage cluster sampling it is costly to
include every clementary unit of the selected clusters
in the survey. Moreover, it appears superfluous when
the clusters are homogeneous. Hence, it is better to
select a sample from each selected cluster rather
than surveying the clusters as a whole. Selection of
a sample from each selected cluster is known as sub-
sampling. Under such a sampling procedure a sample
is drawn in two stages, i.e., in the first stage a sample
of clusters is selected, and in the second stage a
sample of elementary units is drawn from each
selected cluster. This kind of sampling procedure is
known as two-stage sampling. For example, if a
survey is conducted to have an estimate of crop
production, one may prefer to use two-stage
sampling. Select villages as first stage units and
farms in the villages as second stage units.

The selection p dure can be ded to any

number of stages. Hence, in general it is known as
multi-stage sampling.

Q. 62 Give the formulae for estimates of mean and
variance in case of two-stage sampling.
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Ans. Suppose, the total number of first stage units
=N.
No. of second stage units in & first stage unit = M,
fori=1,2,., N
No. of first stage units selected = n.
No. of second stage units selected from the h® first
stage unit = m,
forh=1,2, .. n
x, - observation on the J* second stage unit
belonging to i first stage selected unit.
X, - Mean of the ™ first stage unit on the basis of
per second stage unit.
%) - The estimated value of X;.
X, - Overall sample mean on the basis of each

second stage unit when subsampling has been
done,

Total number of second stage unit in the sample,

n
m=z my

& first stage unit mean,

M,
X=—)» =x
S
fori=1,2,..,.N
Estimated value of X,
-
I =— X,
e = !

Population mean per second stage unit,

— N — N
X==t M,X,/I‘. M,
i=1 i=]

N — -
=!£|M, X,/NM

N
where F=LZ M;
NG
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An unbiased estimate of X, is,

A=l
3=-L3 (f-*-i —f]:
where, ] "_'li-l M oA
and sl =—I~Z [x ~X }2
wh my 14 i~ X

Q. 63 Comment on two-stage sampling design.

Ans. It has been found that two-stage sampling
design is generally less efficient than single stage
sampling except when the correlation between
clements in the same (first) stage units is negative.

Q. 64 Write a short note on inverse sampling.

Ans. When the character under study rarely exists
and the proportion P of units possessing the character
is very small, a simple random sample without
replacement does not yield satisfactory results.
Hence, for getting good estimate of P. Haldane, 1946
and Finney, 1949 suggested the method of inverse
sampling. In inverse sampling, the size of the sample
‘n’ is not fixed but selection process continues until
a predecided number of units possessing the rare
character or attribi*= has been selected in the sample.

Suppose /V is the number of units in the population
and P is the proportion of units possessing the rare
character or attribute under study. The number of
units possessing the rare character in NP. Now to
estimate P, draw a sample with stswor until the
sample contains m units having rare character. Let n
be the total ber of units selected ining m
units of interest. In this type of selection, n is a
random variable and follows hypergeometric
distribution. An unbiased estimate of P is,

m=1
{.I=v—-—-—

n=1
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An unbiased estimate of the variance of p is,
s P{l—PJ(]‘E]
! (n-2) N

n—-1 .
If L negligible,

2_pl-p)
S n-2

Q. 65 Give the idea of sampling with probability
proportional to size (pps).
Ans. When the units vary in size according to a
measure which can influence our studies, it was
considered more appropriate to select items with
probabilities proportional to their size. For instance,
the villages having large geographical area will be
having more area under crops. Hence, a survey meant
for estimating the crop production il is betier that
the village with larger areas be selected with
probability proportional to their area.

Thus, a selection procedure in which the units are
selected with varying probabilities in proportion to
some measure of the size of the sampling units is

PROGRAMMED STATISTICS

probability of inclusion in the sample as compared
to the unit of smaller size.

Q. 66 Give the concept of non-response in brief.
Ans. In surveys it is commonly experienced that
complete data from the sampling units or respondents
is not obtainable for various reasons. For example in
an opinion survey, the selected family might have
shifted to some other place, selected person might
have died. In mailed questionnaire, many respondents
do not send their replies. Such a problem of in-
complete sample data due to non-availability of
information from the respondents is known as the
problem of non-response.

Biases are introduced in the due to non-

P Hence, hods have been evolved
to tackle the problem of non-response, but the details
are omitted for brevity.

To deal with the problem of non-response, one
approach is to ider the p g of
twoslrnln.oneufmpundmtsmdthcuﬂwrofmn

dents in a mailed questi ire survey. A sub-
sa.mpl: is drawn from n(m rcspondenr.s strata and
these units are interviewed personally. Two sampl
data are pooled to get the estimates of the population

known as sampling with p bility prop Ito
size (pps). Under pps sampling larger unit has more

par This technique was suggested by Hansen
nnd Hurwitz in 1946.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:
1. Sampling is
2. All samy
population.

3 Ina pulation all pling
units are |mwnad.

in many situations.
£ units are p in

4. If the number of units in a population are
limited, it is known as population.
5. A pop g of an unlimi
number of units is called an
population.

6. If all the units of a populauocn are surveyed,
it is called

7. The errors other than sa.mpl:u; errors are
termed as

8. The di t ap and its
estimate due lu mmplmg process is known
as

9. Any populauon constants is called a
10. A function for estimating a parameter is called

11. A value of the estimator is an of
the parameter.
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12

13,

14,

15.
16.

17.

19.

21,

Standard deviation of all possible estimates
from samples of fixed size is called

Formula for standard error of sample mean X
based on a sample of size n and with standard
deviationsis _______ .

The list of all the items of a population is
known as .

Another name of population is .

Number of samples of size n thal can be
drawn out of N population units through
simple random sampling without replacement
is .

Ther

hility of of any one samp

out of (:r] samples is
Under simple random sampling with replace-

ment, there can be samples of
size n out of N population units (n < N).

Under simple random sampling with replace-
ment, the same item can occur

in the sample.

Formula for sample mean of n observations
Xy Xy eonr X, 18
Sample variance of the variate values x,
Xy s X, €an be calculated by the formula

The sampling procedure in which the popu-
lation is first divided into homogeneous
groups and then a sample is drawn from each
group is called .

Stratified samphng is approprla!e when
population is

Stratification is done in respect of certain

Deciding the sample size for each stratum is
known as problem.

If the sample size of each stratum is in pro-
portion to stratum size, it is called )
Stratified sampling comes under the category
of sampling.

28.

29.

3o.

3L
32,

3s.

37

39.

41,

42,

43
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More heterogeneous is the population,

is the sample size.
Standard error of mean in terms of $? is

n, __
in usual notation is called

. N-
The quantity N

n
The expression N is known as

When the units in a sample are selected by
the investigator at his will, the selection

procedure is known as sampling.
Judgement sampling is used in
practice.

. For a high precision of

samples is required.

Estimator and estimate are
If p is the proportion of units in one category
out of two categories, the variance of p can
be calculated by the formula

n
Sampling fraction N is negligible if it is

Determination of sample size for each stratum
subject to the cost constrained is known as
allocation.

Optimum allocation is also known as
allocation.

Estimation of sample size for a stratum subject
to the prefixed value of V(X,) in slmuf ed

pling is called 1 .
Sample under proportion allocation is a
sample.
In siratified random sampling, the variance

of ¥, for a fixed total size of sample is
minimum if n; is proportional to
W1h varymg cost C; per unit in stmuﬁad

pling, the of X, attains

the smallest value if n; is proportional to




45,

47,

&

49,

51

53,

57.

59,

allocation
is least as compared to proportional allocation.

Variance of ¥, under

V(%,;) under proportional allocation is less

than the variance T, under

Vi (%) lies in between V,, (%,) and

11 ot

The students in a ge are grades
A. B and C. For estimating the average /Q of
the college stud will provid
good estimate of average 1Q.

Stratified sampling is not preferred when the
population is

When a simple random sample is drawn from
each stratum, it is known as

When there is an infinite population

is not possible.

When the items are perishable under investi-
gation it is not possible to do

When the sample of same size is drawn from
each stratum, it is known as

Population is divided into substrata or cell
under

The two-way stratification is generally
efficient than the one-way strati-

fication.

When stratification is done to minimise the

selection of non-preferred samples, it is

known as .

When the population consists of units

arranged in a sequence or deck, one would

prefer

In systematic sampling, all parts
of the population are well 1

The main advantage of sy pling
is that it is and

The main disad ge of sy sam-
pling is that formula for esti-

mating the standard error of sample mean is
available.

70.

1.

72,

73.

74.

75

76.

PROGRAMMED STATISTICS

When the population size ¥ is a multiple of
sample size n, systematic sampling
in appropriate.

When the population size N is not dw;slble
by the le size ‘n’, Y
sampling is plausible,

A subsample is drawn under

sampling.

Double sampling is termed as

sampling.

Double sampling is sometimes used in

sampling.

Double sampling is useful in and

estimation methods.
Cluster sampling is a good sampling tech-
nigue when is not availabl

Cluster sampling is useful when sampling
units are situated

Clusters or arca segments are called
ber of

A cluster
units.

ofa

In cluster umplln;, the variance within
is cluster variance.

Efficiency of cluster sampling as

the cluster size decreases.

wrmmmvmn,gmselmﬁrsﬂyhgsm
1 and then ller size from

bigger clusters and so on, the sampling

method is known as

The two-stage sampling is better than the

single-stage sampling only if the zlemenlary

units in the same unit are

In inverse sampling, the sample size is

If p is the estimated proportion of units having
adesired attribute in inverse sampling and m,
the of units | g it out of n
units drawn in the sample, then p = ,
In inverse sampling, the proportion p of units
having the desired atribute with n units drawn
has variance equal to .
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77.

81

82,

&

R

91.

93,
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If larger units have greater chance of being 95. Cluster sampling ordinarily leads to the

included in the sample and vice-versa, it is of precision.

known as sampling with 96. Cluster sampling helps to cost of

Non-availability of information from the the survey.

respondents is termed as the problem of . Larger the cluster size, cfficient

. it is relative to the el as the pling

Sampling is in all kinds of unit.

studies. 98. Two stage sampling is efficient

Sampling studies give good result if a sample as compared to single stage sampling.

Isa of the popul 99. A sampling procedure, in which the units are

For a homogeneous population, simple selected with chance of selection in proportion
! pling is than stratified to some measure of their size, is known as

random sampling. sampling.

5 i pl besaidtogive  100. Under pps sclection, a unit has

more reliable results than a rand, pl h of being included in the sample than

Sy i pl be said to give a unit smaller to it

less reliable results as compared to a simple 101, Estimates from random samples possess

random sample. properties.

It besaidthat the sample meanis 102, A random sample saves the labour of con-

always more or less than population mean. ducting sampling trials.

The population mean __ with i 103. If a random sample of adequate size truly

or decrease of sample size. represents the population, then it is said to

An infinite population has variance 100 and follow the principle of

mean 96. If a random snmplnf o_f 4 units is 104. The principle of optimisation makes one 10

selected, the standard deviation of the attain a desired level of efficiency at

sampling distribution of mean is . cost.

The population mean is a value. 105, A sampling method resulting into reliable

Precision of estimates by proper estimates for parameters is said to follow the

stratification. principle of

Sampling error may arise due to 106. The index of precision of an estimator is

selection of sample. indicated by its

Sampling error is d by 107. Attaining maximum efficiency in esti-

methods of analysis of data. mating for a fixed cost is a part of principle

If all the units selected in the sample are not of .

covered, it is a problem of . 108. As the sample size increases, the conclusions

MNon-sampling error arise due to based on sample values tend to be more

of data. and

Errors committed in presentation of data are ~ 109. The reciprocal of standard error is an index

categorised as erTOrS. of ____ of an estimator.

If estimates are close to their respective  110. The increase in sample size leading to

population parameters, the estimates are
called

reliability and accuracy of estimates is
governed by the principle of
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Q1

Q.3
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SECTION-C
Multiple Choice Questions
Select the correct alternative out of given ones: Q. 7 Probability of selection varies at each
. subsequent draw in:
A sample consists of: @ line without renl
(a) all units of the population ) v with repl. "
(b} 50 per cent units of the population e
{c) 5 per cent units of the population (:} bof.l:l'(a) and (b)
(d) any fraction of the population (d) neither (a) nor (b) ‘
Sampling is inevitable in the situation(s): Q8 Anunordered sample of size n can occur in:
(a) blood test of a person (:) "'I“ys
(b} when the population is infinite (b) n! ways
(c) testing of life of dry battery cells (©) one way
(d) all the above (@) n ways
1 i . 9 Probability of any one sample of size n
The of p ples of size n Q . .
out of N population units without I{J:;ng!;rnwn out of N units is:
replacement is: ) wN
N (©) ln!
(a) ( ") "
® ), @ ‘/(,.]
(c) n?*
() n! Q. 10 Probability of including a specified unit in a
The ber of 1L les of size n sample of size n selected out of N units is:
from a population of N units with (@) Un
replacement is: (b) UN
(@ N2 (c) niN
(b) n? N
© @5
d N Q. 11 A selection procedure of a sample having
The number of all possible samples of size no involvement of probability is known as:
two from a population of 4 units as: (a) purposive sampling
(a) 2 (b) judgement sampling
(b) 4 (c) subjective sampling
(c) 8 (d) all the above
@ 12 Q.12 When an i wants a ple con-

Probability of drawing a unit at each
selection remains same in:

(a) srswor

(b) srswr

(c) bath (a) and (b)

(d) none of (a) and (b)

taining /m units which possess a rare attribute,
the appropriate sampling procedure is:

(a) srswor

(b} stratified sampling

(c) inverse sampling

(d) all the above



SAMPLING METHODS

Q. 13 If larger units have greater probability of

Q.14

Q.15

Q.16

their inclusion in the sample, it is known
as:
(a) selection with replacement
(b} selection with probability proportional
1o size
(c) sel with
(d) probability selection
Simple random sample can be drawn with
the help of:
(a) random number tables
(b) chit method
{c) roulette wheel
(d} all the above
Sampling frame is a term used for:
(a) a list of random numbers
(b) a list of voters
(c) a list of sampling units of a population
(d) none of the above
In simple rand pling with repl
the same sampling unit may be included in
the sample:
(a) only once
(b) only twice
(c) more than once
{d) none of the above
A population consisting of all the items
which are physically present is called:
{a) hypothetical population
(b) real population
(c) infinite population
(d) none of the above
A population consisting of the results of the
conceptually repeated trials is known as:
(a) hypothetical population
(b} finite population
(c) infinite population
(d) real population
If the items are destroyed under investi-
gation, we have to go for:
(a) complete enumeration
(b) sampling studies
(c) both (a) and (b)
(d) neither (a) nor (b)

Lot

ility

Q22

Q.23

Q.25

Q.27
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The disc between pl
and population parameter is termed as:
(a) human error
(b) formula error
(c) non-sampling error
(d) sampling error
The errors in a survey other than sampling
errors are called
(a) formula errors
{b} planning error
(c) non-sampling error
(d) none of the above
A function of variates for estimating a
parameter is called:
(a) an estimate
(b} an estimator
(c) a frame
(d) a statistic
An estimator can possess:
(a) a fixed value
(b} any value
(c) both (a) and (b)
(d) neither (a) nor (b)
An estimate based on a fixed set of values
of a sample always possess:
(a) asingle value
(b) any value
(c) a value equal to one
(d) all the above
Students-f is categorised as:
(a) an estimate
(b) an estimator
(c) a statistic
{d} none of the above
If each and every unit of a population has
equal chance of being included in the
sample, it is known as:
(a) restricted sampling
(b) purposive sampling
{c) subjective sampling
(d) unrestricted sampling
The most important factor in determining
the size of a sample is:
{a) the availability of resources




Q.29

Q.30

Q.31

Q.32

(b) purpose of the survey

(c) b ity of populati

(d) none of the above

If d is the difference to be detected, uy, the
value of the statistic at reliability level R
and s the S.D., the formula for the sample
size n is:

Having sample observations x,, x,, ..., x,,
the formula for variance is:

@ ==Y (-5’
i1 [ =)
® s ﬂ-l[Z n n

2 1 2_ =2
() § ’n—_—l(z X —nx )
(d) all the above
If the observations recorded on five sampled
items are 3, 4, 5, 6, 7 the sample variance is:
(a) 1
(h) 0
(c) 2
(dy 2.5
If all ohservations in a set of observations
are same, the variance of the set of values
is:
(a) zero
(b) one
(c) infinity
(d) not possible to calculate
A sample of size n is drawn from a
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dichotomous population. If the sample has
proportion p of items of category [ and
proportion g of category /U, then the variance
of the proportion p is:

1
® 5=

®) 2=—pg
n

© :,’,=qu
n-1

2_1 4

d) 55 P
Ifa sample x,, x,, ..., x, from a dichotomous
population has n, items of type C, with
proportion p and n, items of type C, with
proportion 4. Also,

n=1ifxeC,

x=0ifxeC,
then which of given four relations does not
hold good?
@ X=p
by g=l-p
© g=mfn

=2
@ Py

Formula for standard error of sample mean
X based on sample of size n having vari-
ances 5%, when population consisted of N
items, is:

(a) s/n

() s/Jn-1

© s/yN-1

) s/vn

Which of following statement is true?

{a) more the standard error, better it is

(b) less the standard error, better it is

{c) standard error is always zero
(d) standard error is always unity
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Q. 36

Q.37

Q. 40

‘Which of the following statement is not true?
{a) standard error cannot be zero

(b) standard error cannot be 1

(c) standard ervor can be negative

(d) all the above

If the sample values are 1, 3, 5, 7, 9 the
standard error of sample mean is:

(@ S.E=+2

() S.E=1/J2
(c)

SE=20
) SE= 112

If we have a sample of size n from a
population of N units, the finile population
correction is:
N-1

N

(a)

N

N-n
() N

(b)

N-n

)

If n units are selected in a sample from N
population units, the sampling fraction is
given as;

N
(a) o

by 1IN

(c) lin

(d) /N

As a normal practice, sampling fraction is
idered to be negligible if it is:

(n) less than 10 per cent

(b) less than or equal to 5 per cent

(c) more than 5 per cent

(d) more than 10 per cent

Stratified sampling comes under the category

of:

(a) unrestricted sampling

Q.42

Q.44

Q.46

Q.47
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(b) subjective sampling
(c), purposive sampling
(d) restricted sampling
Which of the following statements does not
hold good in case of stratified sampling?
(a) stratified sampling is convenient
(b) stratified sampling is always good
(c) enables to gather information about

different stratum separately
(d) reduces error for fixed cost

Which one problem out of the four is not

related to stratified sampling?

(a) fixing the criterion for stratification

(b} fixing the number of strata

(c) fixing the sample size

(d) fixing the points of demarcation
between strata

Regarding the number of strata, which

statement is true?

(a) lesser the number of strata, belter it is

(b) more the number of strata, poorer it is

(c) more the number of strata, better it is

(d) not more than ten items should be there
in a stratum

Under equal allocation in stratified sampling,

the sample from each stratum is:

{a) proportional to stratum size

(b) of same size from each stratum

{c) in proportion to the per unit cost of
survey of the stratum

(d) all the above

Under proportional allocation, the size of
the sample from each stratum depends on:
(a) total sample size

(b) size of the stratum

(¢} population size

(d) all the above

Under proportional allocation one gets:
(a) an optimum sample

(b) a self-weighing sample
(c) both (a) and (b)

(d) neither (a) nor (b)

Fi la for ap ple size was
derived by whom and in which year?

(a) Tschuprow in 1923
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Q. 50

Q.51

Q.52

(b) J. Neyman in 1934

(c) both (a) and (b)

(d)} none of (a) and (b)

How many types of optimum allocation are
in common use?

(a) ome

(b) two

(c) three

(d) four

With usual notations, the formula for opti-
mum sample size n; for the J® strawm
G=1,2, .., k) for fixed total sample size n
is:

@ ny=nW;s,/(z,W;s})
® n=W;5,/(2;5,)
© n,=nW;S;[(z;W;5})

@ n=n, W5, /(2,W;5,)

Irc, Coand(.'_,mthelutal.muheadmd
cost of survey per unit in the / stratum
resp., the optimum sample size for / straum
(f =1, 2, ..., k) with usual notations which
minimises the variance of stratjfied sample
mean is:

To have minimum V(X ), one has to choose
a large sample n, using cost per unit of
survey provided:

(a) n is fixed, SJ is small and Cj is small.

Q.53
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(b) n is small, S‘, is small and (.} is large.
{c) nis large, SJ. is large and C; is large.
(d) n is large, Sj is small and CJf is small.

If the cost C of the survey is fixed and C, =
C ~ C, where C, is overhead cost, optimum
sample size for /* stratum can be obtained
by the formula:

;WS G
T, W,S,/C;

WS, S
L, Ws;/Jc;

© noy =G % W8,JC
T we =
s G

(@) My = G

(®) M =€

T, WS, C
@) e = G 205G
z;(W;5,/6))

r

for op ple size for
stratum with usual notations when the

V(%) is fixed and equal to V,, is:

w,s; T, WS, [C;

@ NG Yz, WS
ws,/JC )z, ws; C
(b njn( JHJ_J)[J It i')

T
Vot I, WS
o+ g =i WSy

© = WS, I, W8.C/
i fC 1
VG Vys oz, W,5}
(d) none of the above
With usual notations, the estimate of the

variance of the stratified sample mean x,,
is:

& 2
@ V5= v-;[ N—‘]—
A
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® v(E)= Zw:[ﬁ’;—n;)ﬂ
f

j=1 ny

13
(c) v(E,]=%Z '“'}[NJN " ]sf
J=l ]

(d) any of the above

With usual notations, the estimate of the
variance of ¥, under proportional alloca-
tion is:

(a) V(x.)=—z W, sf
il

) v(Za) =[l-;':,-]i W; j

el

© ¥(Fa)= [u%]i %

=

W,
w7 )= ;_1] it
@ vt =(1-7)3;
With usual notation, the variance of the
mean X, of stratified sample under Neyman
allocation is:

(a) Vm,{iu}="l;'[zj wﬁ;ﬁj
[Z; e ]-_Z W, s}

JG

-#ZJ W;s;
2

© Viey (h)f(Z, w,s;,/C; ]

(b) Viiey (%a)= i[zi

Q.58
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@ Y (5) =T, W54 )
(=, B az, we

If the cost per unit of survey is same for all

units, then the formula for V(%,,) under
Neyman allocation is:

® Yo (2) = 22w -1 T w5}

(®) VM,{E,,]-#[ZJWS_?)
-izj W5,

© Yy (2)= (T, W5}
W8

() Vigey (Fr) =~ [{Z ws_.)
-%, wst]

Variance of X, under random sampling,
proportional allocation and optimum allo-
cation hold the correct inequality as:

@ Voan (i) S Voo (%) S Vogu (%)

) Viga (%) 2 Vogu (%) 2 Vige (%)

©) Vi (:,,)2 (Xslzvopl(-‘n)

(d} all the above

Which of the following statement is correct?
{a) two way stratification can also be used

(b) two way stratification is usually better
than one way stralification

(c) two way stratification is not much used
{d) all the above
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If a sample is drawn from each stratum

minimising the probabilities of non-

preferred samples, it is known as:

(a) selection with proportional allocation

(b) controlled selection

(¢} haphazard selection

(d) none of the above

Systematic sampling means:

(a) selection of # contiguous units

(b) seclection of n units situated at equal
distances

(c) selection of a largest units

(d) selection of n middle units in a se-
quence

If the number of population units N is an

integral multiple of sampling size n, the

systematic sampling is called:

(a) linear systematic sampling

(b) circular systematic sampling

(c) random systematic sampling

(d) all the above

Circular systematic sampling is used when:

{a) N is a multiple of n

(b) N is a whole number

(c) N is not divisible by n

(d} none of the above

Linear and circular systematic sampling

methods are equivalent if and only if:

(a) N is a whole number

(b) nis a whole number

() N=n

(d) none of the above

Which of the following advantage of

et i ¥ li -] !'O'II Lol ?

(a) easy selection of sample

(b) economical

(c) spread of sample over the whole
population

(d) all the abave

Selected units of a systematic sample are:
{a) not easily locateable

(b} easily locateable

(c) not representing the whole population
(d) all the above

Q71
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In what situation(s) a systematic sample is

more preferred than others?

(a) when the data are on cards

(b) when the items are in row

(c) when the items situated at equal
distances are uncorrelated

{d) all the above

A systematic sample does not yield good

results if:

(a) variation in units is periodic

(b) units at regular intervals are correlated

() both (a) and (b)

(d) none of (a) and (b)

Greatest drawback of systematic sampling

is that:

(a) one requires a large sample

(b) data are not easily accessible

{c) no single reliable formula for standard
error of mean is available

(dy none of the above

‘Which of the following statement is correct?

(a) systematic sample is superior than
stratified random sample

(b) simple random sample is inferior than
systematic sample

(c) stratified random sample is better than
systematic sample

(d) none of the above

Double sampling is also known as:

(a) two stage sampling

(b) two phase sampling

(¢) two directional sampling

(d) all the above

Double sampling has its utility in:

(a) stratified sampling

(b) ratio method of estimation

(c) regression method of estimation

(d) all the above

In which of the following situation(s) cluster

sampling is appropriate?

(a) when the units are situated for apart

(b) when sampling frame is not available

(c) when all the elementary units are not
easily identifiable.

(d) all the above
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Q.75

Q.76

Q.79

What i k

more efficient?

(a) by taking clusters of small size

(b) choosing clusters having largest within
variation

(c) choosing clusters having least variation
between clusters

(d) all the above

Which of the following basis distinguishes

cluster sampling from stratified sampling?

(a) cl are preferably b peneou

whereas strata are taken as homo-

geneous as possible.

a sample is always drawn from each

stratum whereas no sample of ele-

mentary units is drawn from clusters,

small size clusters are better whereas

there is no such restriction for stratum

size

(d) all the above

What distinction exists between cluster
sampling and two stage sampling?

(a) in cluster sampling one studies each
unit of the selected cluster whereas in
two slage sampling one selects a sampl
of elementary units from each cluster
in two stage sampling one draws a
sample in two stages whereas in cluster
sampling only a sample of clusters is
selected

(c) both (a) and (b)

(d) neither (a) nor {b)

In what situation two stage sampling is better
than single stage sampling.

(a) when the elements in the same stage
are positively correlated

when the elements in the same stage
are negatively correlated

when the elements in the same stage
are uncorrelated

{d) none of the above

Which of the following statemenis is true?
(a) all sampling procedures involve
sampling with constant probability

cluster sampli

(b)

—

{c

(b)

(b)

(¢)
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{b) there exists sampling procedure in
which the units are selected with varying

probability

(c) every selection p lure of a samp)
involves probability

(d) all the above

Non-response in surveys mean:

(a) non-availability of respond

(b) non-return of questionnaire by the
respondents

(c) refusal to give information by the
respondents

(d) all the above

Problem of non-response:

(a) has no solution

(b) can be solved

(c) is meaningless

(d) none of the above

Which of the following statements is truc?

(a} population mean i with the
increase in sample size

{b) population mean decreases with
increase in sample size

(c) population mean d with the
decrease in sample size

(d) population mean is a constant value

Which of the following statements does not

hold good?

(a) ani in ple size red the
standard error

(b) an increase in sample size decreases
the sampling error

(c) decrease in sample size results in the
reduction of population standard
deviation

(d) thep
sample size

A sample of 25 units from an infinite popu-

lation with standard deviation 10 results into

a total score of 450. The mean of the

sampling distribution is:

() 45

(b) 50

(c) 18

(d) 1.8

1 1
P

on

of an
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Q.85

Q.88
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If population variance of an infinite popu-
lation is o2 and a sample of a items is
selected from this population, the standard
error of sample mean is equal to:

() o*/n
(b) a/n

) ofJn

d) o

A sample of 16 items from an infinite
population having S.D. = 4, yielded total
scores as 160, The d error of sampling
distribution of mean is:

(a) 1

(b) 10

(e} 40

(d) none of the above

A population was divided into clusters and
it was found that within cluster variation
was less than the variation between clusters.
If a sample of units was selected from each
cluster, the sampling procedure used was:
(a) multistage sampling

(b) stratified sampling

(c) cluster sampling

(d) systematic sampling

A population is perfectly homogeneous in
respect of a characteristic. What size of
sample would you prefer?

(a) alarge sample

(b) a small sample

{c) asingle item

(d) noitem

The selected items of a sampl lted into
same values pertaining to a character. The
variance of the sample is:

(a) 1

(b} 0

(c) =

(d) not determinable

A population is divided into clusters and it
has been found that all items within a cluster
are alike. Which of the following sampling
procedures would you adopt?

Q.91
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{a) simple random sampling

(b) cluster sampling

(c) systematic sampling

(d) stratified sampling

A population of N units is divided into X
strata. A sample of size n is to be selected.
Let N, the / stratum size and n, the sample
size {mm itG=12 ..k n formula
for selection of n, under proportional allo-
cation is:

(a) ";'%

(b) ";=Ni

s

Soon

© NN
(d) n;Ny=Nn

If an investigator selects districts from a
state, Panchayat samities from districts and
farmers from Panchayat samities, then such
a sampling procedure is known as:

(a) two stage sampling

(b) three stage sampling

(c) cluster sampling

(d) stratified sampling

In sampling with probability proportional
1o size, the units are selected with probability
in proportion to:

(a) the size of the unit

{b) the size of the sample

(c) the size of the population

(d) none of the abave

In case of inverse sampling, the proportion
‘p" of m units of interest contained in a
sample of » units is:

(a) mfn

) (m=1)/n

(©) (m~1)/(n+1)
@ (m=1)f(n-1)
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Q. 9%

If the respondents do not supply the required
information, this problem is known as:

() the problem of the non.

(b) non-sampling error

(c) both (a) and (b)

(d) none of (a) and (b)

Supposing that, in cluster sampling 52
represents the variance within the clusters

and s} between clusters. What is the relation

between s2 and s7?

() s2=sf

) s2z2si

) sissi
(d)} none of the above

Twao stage sampling design is more efficient
than single stage sampling if the correlation
between units in the first stage is:

() negative

(b} positive

(e} zero

(d) none of the above

What sampling design is most appropriate
for cluster sampling?

(a) simple random sampling without re-
placement

simple random sampling with re-
placement

(c) stratified random sampling

(d} guota sampling

Circular systematic sampling was first used
by:

(a) W.G. Cochran
(b) M.H. Hansen

{c) D.B. Lahiri

(d) P.C. Mahalanobis
A population c

is an example of:

(a) an infinite population
(b) a finite population

(c) an imaginary population
(d) none of the above

()

1

g of all real s

Q. 101

Q. 102

Q. 103

Q. 104

Q. 105

Q. 106

Q. 107

2n
A rand le of a ly large size
pnsSesamg almmt all propemes of the
pop confi 10 'lht of:

{a] inertia of large numbcts

(b) statistical regularity

(c) optimisation

(d) Newton’s first law of inertia

The errors emerging out of faulty planning
of surveys are categorised as:

(a) non-sampling errors

(b) non-response errors

(c) sampling errors

(d) absolute error.

If there is a certain number of very high
values in a sample, then it is preferable to
calculate:;

(a) standard deviation

(b) standard error

(c) variance

(d) all the above

Principle of optimisation in
methods is related to:

{a) cost and efficiency of sampling designs
(b) validity of estimates

(c) asymptotic properties of estimates

(d) all the above

Which of the following pling desig
will be categorised as non-probability
sampling?

(a) haphazard sampling

(b) convenience sampling

(c) judgement sampling

(d) all the above

The discrepancy between
population parameters is known as:
(a) human error

(b) enumeration error

(c) sampling error

(d) formula error

To meet requirement of the principle of
validity of sampling methods, one must
adopt:

(a) purposive sampling

(b) restricted sampling

(¢c) probability sampling

Ll

and
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Q. 108

Q. 109

Q. 110

Q1

Q. 112

Q. 113

(d) any type of sampling.

‘There are more chances of non-sampling
errors than sampling errors in case of:

(a) studies of large samples

(b) complete enumeration

(c) inefficient investigators

(d) all the above

Increase in reliability and accuracy of results
from a sampling study with the increase in
sample size is known as the principle of:
(a) optimisation

(b) statistical regularity

(c) law of increasing returns

(d) inertia of large numbers

Sampling error can be reduced by:

(a) choosing a proper pruhahlllty sampling
(b) selecting a sample of adequate size
(c) using a suitable formula for estimation
(d) all the above

‘The magnitude of the standard error of an
estimate is an index of its:

(a) accuracy

(b) precision

(¢) efficicncy

(d) all the above

For estimating the population proportion P
in a class of a population having N units, the
variance of the estimator p of P based on
sample for size n is:

(a) N—hl-l%'g
(b) -ﬂ"{_l%
©
@ ¥y

For estimating the population mean T, let T,
be the sample mean under srswor and T,
under srswr. Then:

@ var(T) = var(Ty)

PROGRAMMED STATISTICS

(b) var(7})=1/var(T;)
() var(T,) < var(Ty)
() var(T,) 2 var(T)

Let the standard error of an estimator T
under srswor is more than the standard error
of T under stratified randomly sampling.
Then T under stratified sampling as com-
pared to T under srswor is:

(a) more reliable

(b} less reliable

(c) equally reliable

(d) not comparable

Stratified sampling belongs to the category
of:

(a) judgement sampling

(b) subjective sampling

{c) controlled sampling

(d) non-random sampling

ANSWERS

Q114

Q. 115

SECTION-B

(1) necessary or unavoidable (2) real (3) hypo-
thetical (4) finite (5) infinite (6) complete enu-
meration or ) n pling error (8)
sampling error (9) pmmel:er (10) estimator (11)

estimate (12) standard error (13) lfvf; (14) sampling

frame (15) universe (16) ( ) ()] /[N] (18) in-

finite (19} more than once (20) E,x;/n (21)

T, (x, -3 f(n-1) (22) swatified sampling (23)

heterogencous (24) cha:aclcr or attribute (25)
llocation (26) prop 1 all @n icted

N-n\5§?
(28) larger (29) [T]T (30) finite population

correction (31) sampling fraction (32) purposive or
judgement (33) seldom (34) large (35) different
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(a6) ﬁm (37) $ per cent or less (38) optimum
(39) Neyman (40) optimum (41) self-weighing (42)
W, S, (43) N;S;/[C; (44) Neyman (45) srswor

(46) V,,,(%,) (47) stratified sampling (48) homo-
geneous (49) stratified random sampling (50)
pl (51) compl i
(52) equal allocation (53) two way stratification
(54) more (55) controlled selection (56 ) systematic
sampling (57) contiguous (58) simple; cheap (59)
no single (60) lincar (61) circular (62) double (63)
two phase (64) stratified (65) ratio; regression (66)
sampling frame (67) far apart (68) primary units
(69) elementary (70) <(71) increases (72) multistage
sampling (73) negatively correlated (74) not fixed

or a random variable (75) (m-1)/(n-1) (76)

p(I—p)[ _g-_l] _— -
e 2 1 N (77) probability proportional to
size (78) non (79) not pulsory (80)

true representative (81) better (82) cannot (83) can
(84) cannot (85) remains same (86) 5 (87) fixed (¥8)
increases (89) improper (90) faulty (91) non-response
(92) inadequacy (93) non-sampling (94) reliable (95)
loss (96) reduce (97) less (98) less (99) pps (100)
greater (101) desirable (102) empirical (103)
statistical regularity (104) minimum (105) validity
(106) standard error (107) optimisation (108)
accurate; reliable (109) precision (110) inertia of
large numbers.

SECTION-C

(1yd @d
(Ma (@b
(U3 b (14)d
(19 b (20)d
(25)c (26)d
(3)ya (32)c
(37 a (3B)c
@M ec (#)c

(3a

d
(15) ¢
@2ne
27 e
(33 d
(39)d
45 b

@e
(10) b
(16) c
(22) b
(28) b
(34)d
0 b
(46) d

(5)d
(nd
(17b
23)b
(29)d
(35) b
4nd
@b

6) b
(12) ¢
(18)a
(24) a
(30)d
(36) d
“42)b
(48) ¢
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49 c
(35)b
6l b
(67) b
(T3 d
(79 b
(85)c

(500 d
(56) a
(62) b
(68) d
(T4)d
(80) d
(86) a

(5D)a
(57)d
(63) a
69) c
(75)d
@B)b
(87)b (88)c (8% b (90)d
9)c (92)b (93)a (94)d (95)a (96)c
@b (98)a (99 c (100)a (101) b (102)a
(103) b (104) a (105)d (106) ¢ (107) ¢ (108) d
(109) d (110)d (111) b (112)c (113)d (114)a
(115) ¢
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Chapter 10

Theory of Estimation

SECTION-A
Short Essay Type Questions

Q.1 What do you understand by estimation?
when lati

Doncenl.rauon about 1 (0). At the same time 7, will
be dered as best estimator if for any oﬁlur

Ans, There are a few Por

is studied as a whole. As a matter of fact, generally
asample is drawn from the population and population
constants are determined on the basis of sample
values. Population parameters are lly those con-
stants which occur in the probability densny Or mass
function or the moments or some other constants of
the population like median.

We know that various sampling procedures do
exist and also there are many techmqu\:s o ddummc
the value of pupulanon gh samp

estimator 7,', the following inequality holds.
P{T, -t (0) <e} = P{T; - 1(8)| <}
for all 6.

But holding of this condition is not easily feasible.
Hence, one has 1o look for other properties of the
estimator.

So in estimation theory we are concerned with
the prupcmes of estimators and methods of

values. The « ined through !
observations which stands for popul'aﬁau pammerer
8 or a function © (8) of 0 is called an estimate. So in
general we adopt T (8) though t (0) in many cases is
equal to 8,

The choice of a technique depends on the type of
the estimator vis-g-vis estimate and the purpose of
study. The goodness of an estimator is governed by
certain properties. An estimator possessing the
maximum prop will be considered as a good
estimator.

In general an estimator T, will be rated as good if
it differs from © (8) by a small quantity &, i.e., the
sampling distribution of 7, has high degree of

The merits of an estimator are judged by
the properties of the distribution of estimates obtained
through estimators, ie., by the propertics of the
sampling distribution. Further, it is emphasised that
estimation is possible only if there is a random
sample.

Q.2 Differentiate between an estimator and an
estimate.

Ans. A known function T'= t(X,, X,. ..., X ) of the
observable of a ! le X, X,

X, whose values are used to obtain the nsum.lte orl' a
p:u'ameter 0 or a function of 8, is called an estimator.
An is itself a dom variable. If x,, x,, ...,
x, are the values of the random sample X, X, ... X,
the value ¢ (x,, x,, ..., x,) of the estimator T, is known
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as an estimate of the parameter 8. For pl

1
;Zx, {i=1,2, .., n)is an estimator whercas

_ 1 . .
x= ;ZI,- is an estimate.

Q.3 Throw light on the types of estimates.

Ans.  With the help of sample observations we find
a value which is taken as a value of the parameter 8.
This value is termed as point estimate. Single
estimated value is known as point estimate or simply
estimate.

Also, instead of estimating a single value of a
parameter from sample values, a range f,, f, of
numbers, which constitute an interval, delermined
with the help of sample values and supposed to
include the parameter 8 with certain confidence level
¥ = | — a is known as confidence interval. 1, and 1,
(1, < t,) are called the lower and upper limits of the
interval estimate.

Q.4 Name different properties of estimators.
Ans. Different properties of estimators vis-a-vis
estimates are as follows:

(i) Consistency

(ii) Unbiasedness

(iii) Mean-squared error
‘(iv) Best asymptotically normal estimator or BAN
estimators

(v) Efficiency

(vi) Sufficiency

(vii) Completeness
(viii) Mini Vari

(ix) Admissibility.
Q. 5 Define and discuss consistency of estimators
in brief.

Unbiased esti ]

Here T, ges in probability to 1 (8) or stochas-
tically converging to T 8. The above definition is
known as simple consistency. In shor, T, is said to
be a consistent estimator of t (6) if T, converges to
7 (B) in probability, i.e.,

T, —£51(8)

Consistency is a limiting property of estimators

and it Is the behaviour of an esti T, asn
= . As a simple example, EX;/n,ZX;/(n-1),
L X;/(n=2),...are all consistent estimators of popu-
lation mean and the selection of either of them on
the basis of y is not p S0 one has
to look for other properties of T,
Q. 6  What is meant by unbiasedness of estimators?
Ans. An estimator T, is said to be an unbiased
estimator of v (6) if the expected value of T, is
equal to

E(T,)=(6) forall @,

If  E(T,)#1(0), then E(T,)—<(0) = bias.
In short, an estimator is unbiased if the mean of the
sampling distribution of T, is equal 10 1 (8).

Also the difference E(T,)-1(0) is called the bias
of the estimator T,. Bias will be positive, if T (8) <
E (T)) and negative if 1 (B) > E (T)).

Q.7 Describe the role of mean-squared error in
estimation theory.

Ans. If there are more than one unbiased esti-
mators, the problem arises which one to choose out
of the class of unbiased estimators. Not only this,
one aspires that the sampling variance as well as
bias should be minimum. These problems are tackled
with the help of mean-squared error (m.s.e). The
quared error of an estimator T, of 1 (6) is

Ans,  An est T, calculated from n pl
variates is said to be a consistent estimator of a
parameter 8 if for any individual small positive
quantity & and a small positive value n there exists
some N such that the following inequality holds, the

estimator 7, is said to be consistent, if

P[{T"-\'(B}}(B]-ﬂ 1-n for n>N

m.s.e = E[T, —1(6)]1
= E[Ey(T)-<(0)+ T, B (7,)]
= E[E(T,)-<(0)] + E[T, - Eo ()]}
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=E[(T)-1@] +E[T,~ & (T,)]
= (bias)® +var(T,)

where Ey(T,)-t(0) = bias
Mean squared error will be minimum if 7, is an
unbiased estimator of t (8), ie, E,(T,) = 1 (8) and
when var (T,) is mini It is an impossible task
to have an estimator with least mean squared error.
Hence, it is our endeavour to search for an estimator
with uniformly minimum variance among the class
of unbiased estimators which we call uniformly
minimum variance unbiased estimator (UMVUE).
By definition, an estimator T, based on the ran-
dom sample X, X,. ..., X,, is said to be UMVUE of

1(8)if Ey(7,)=1(6) and var (T,)< var(T, ) where

T, is any other unbiased estimator of t (8).
Q.8 Define mean-sq
Ans. Suppose T, T, ... T, is a sequence of
estimators of t () based on a sample X, X, ... X,
ie, T, =t(X, X, ... X,). The sequence of estimators
T, T, ... T, is said to be mean-squared error
consistent estimator of t () if and only if

lim Ey {7, ~1(9)}" =0

for all 8 in ©. Mean-squared error consistency im-
plies that the estimator T, is unbiased as well as the
variance of T, approaches to zero as n tends to
infinity.

Q.9 State Crammer-Rao inequality for lower
bound of variance of an estimator.

Ans. Suppose X,, X ... X is a random sample
from f(x. @ and T, = (X, X, ..., X,) is an estimator
of 1 (8) based on the random sample of size n.
Crammer-Rao inequality siates that under the
regularity conditions.

o 8
(lla}

1 error consi Y.

log f(x:8) exists for all x and 0.

o "
Gy Ejmj 11£(x,8)dx, dxy...ds,
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=j' jiﬁf{x--a)dx . dr,
e 20 iml i 1 AR
a A
(iii) EI'“I (51 2g0eer %) 1 £(5:0)

edx, =JI t(xg, X300000 %)

an
o f(x;:0)dy, dry...dx,

2
(iv) 0= E[{%Iogf(xf;a]} ] <o for all §

in®
where © is the parameter space.
The vari of 7, an of 1 (B) which is
differentiable with respect to 8, ie., t' (8) exists,
satisfies the inequality,

A L)

E[aa-a- log f{x;; (-)}]z

a!
E -géflogf{x,:e}

2
The quantity E[%Iogf{x,;e}] is called the

amount of information about B in the set of random
variables X, X, ..., X,.
If © (8) = 8, then t' (8) = 1. In this situation,

Va('!;] 2__5[_% Iogf[x‘:a)]z

2
The quantity —1fE [%logf(x,;ﬂ]] is called the

information limit of T,. If X, X, ... X, are n
independent and id lly distributed random
variables, then
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2
nE[%logf[x;: e)]

[oF

nE gi-[ogf{x,'.ﬁ]]

VO(Tn) 2

It is worth noting that Crammer-Rao inequality gives
the lower bound of V, (7)). An estimator which
attains this lower bound for all 8 in © will be called
a minimum variance bound (MVB) estimator.
Crammer-Rao inequality remains valid even through
the random variates X, X,, ..., X, are discrete. C.R.
Rao gave this inequality in 1945, whereas H.
Crammer independently gave it in 1946. However it
had already been given by Aitken and Silverstone in
1942. Chapman Robins had also given the lower
bound for the of T, parallel to C

Rao inequality. Chapman-Robins inequality is consi-
dered to be an impr over Ci Rao
inequality as it does not require stringent regularity
conditions.

A. Bhattacharyya also obtained the lower bound
for V,(T,) in 1946 under some amended regularity
conditions of Crammer-Rao inequality.

Q. 10 Define the best asymptotically normal
estimators and throw light on its implications.

Ans. Suppose we have a sequence of estimators
T, of various sample sizes say T, =1, (x, xp ... X,)
where n indicates the size of the sample on which T,
is based. For clarity 7, =1, (X,), T, = 1, (X, X,), ...,
T,=1,(X, X, ... X,). Also we know, the estimator

ple mean’ of pop mean
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(ii) For any small quantity &,
lim A[|7, - 2©®)>¢]=0 for a8 in®
L]
It is the same condition as for consistency.

(i) If {T_‘} is any sequence of estimators other

than (7,) such that,
J;[T; —t(B)] - N(I},G'zjas V=@,

Then o™ 20® for all ® in © in an open
interval,
It has been observed that reasonably good
estimators are usually asymptotically normally
distributed.
Since BAN estimators are consistent as well,
they are given name,
consistent asymptotically normal efficient
(CANE) estimators.
BAN estimators assimilate the limiting
property as well as the property of minimum
variance.

Q. 11 Express the efficieny of an estimator.

Ans.  Anunbiased estimator T, is said to be efficient

than any other estimator T, of 1 (8) if and only if,

V() <v(T;)

Also the relative efficiency of T, as coppared to T,
is given as,

(i =1, 2, ..., n) whatever may be the sampl
though for varying n, we pet different estimates. But
out of these estimates, one would like to select one
which is closest to the parameter value. Hence, a
sequence of estimators T}, Ty, ..., T, of 7 (8) will be
called best asymptotically normal (BAN) if and only
if it satisfies the following conditions:

(i) Thedistribution of Y [T, -(6)] - N(0,0)
asn— @™

v(r,
R.E.= (_“').
V(1)
E£X;/n  Crammer gave the term efficient estimator to mean a
size  mi variance unbiased esti (MVUE) or

best unbiased estimator. Hence, MVU estimator is
unbiased and also among the class of unbiased
i ini variance.

s it pe

A MVU estimator is unique in the sense that
V() =v(r))=>1,=1;

Q. 12 Expatiate the concept of sufficiency of an
estimator,
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Ans.

Definition 1. An estimator T, is said to be sufficient
for t () if it provides all the information contained
in the sample about the parametric function 1 (8).

If we have a random sample X, X, ..., X, from a
density f (x; ), a statistic § = 5 (X, X, .., X))
{which is itself a random variable) which condenses
n random variables X, X,, ..., X, into a single random
variable and provides as much information as the
rnndom sample X, Xz. X could reveal about the
pi llltj" distr ib ised b,’f(l. & is
known as sufficient statistics. So, the idea is that if
we know the sufficient statistics, there is no need of
knowing the sample values.
Definition 2. A statistic § = 5 (X, Xp, ..., X} is
sufficient for the parameter 8 of a density f(x; & if
the conditional distribution of X, X, ..., X, for a
given value of § = s is independent of the |
6.

From this definition it is clear that one cannot
expect to get an information about 8 from a
distribution that does not contain 8.

Definition 3. This definition is known as Fisher-
Neyman factorization theorem. The theorem can be
stated as follows:

Let X, X, ... X be a random sample from a
density f (x; B). A statistic § = 5 (X, X;, ..., X,) is
said to be sufficient statistic for @ if the joint
probability density function of X,, X, ..., X_ can be
factorized as,

Fxxex, (31 X300000 %43 8) =s{s(x,.x¢ ..... x, );6}
(3 5y) = 8065 O {2y 53 5)

On the right hand g (s; &) is the density function of
s (the sufficient statistic) involving the unknown
parameter 8 and h (x,, X, ..., x,) is the conditional
density function X,, X, ... X, for given 5 and is
independent of 8.

Q. 13 Give the idea of minimal sufficient statistics.
Ans. The idea of sufficient statistics is to condense
the data to a form that provides maximum infor-
mation. Hence, a sufficient statistics S will be termed
as minimal sufficient statistics if the statistics for
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the sample X, X,, ..., X, cannot be condensed
any more beyond S without sacrificing the suffi-
ciency.

Q. 14 Define complete statistic and complete
parametric families..

Ans. Let f (x; 6) be a parametric family of uni-
variate or multivariate distributions depending on
the vector of parameter 8 and k (x) be any statistic
independent of 0, If

E[(x)] = [(x) £ (x:8) s
=0=>h(x)=0forall B,
then f (x; 9) is said to be complete.
The term ‘complete’ is appropriate in the sense

that there exists no non-zero function which is ortho-
gonal to all members of the family,
A sufficient statistics § = 5 (X, X, ...,
to be complete, if
Ey(S)=0=>5=0
A statistics which is unbiased and complete is
necessarily unique if a MVU estimator exists.
Q. 15 State Rao-Blackwell theorem.
Ans. Suppose X, X,, ..., X, is a random sample
from the density £ (x; 8) and § = 5 (X, X,, ..., X,) is
any sufficient statistic for 8 of the density f (x; 8).
Alsolet T = t(X,, X, ..., X) be any other unbiased
estimator of 1 (8). Also let there be any other statistic
T,, such that T, = E (T/S = 5). Then,
(i) T, is a statistic and is a function of the
sufficient statistic §, Le, T, =1, (s).
(ii) Eg(T)) = r(8), Le, T, is an unbiased esti-
mator of T (8).
(i) vary(T}) < vary (T) for every 6.

(iv) vary(7}) < vary (T) for some 6.

X,) is said

The theorem can easily be generalised for a set of
sufficient statistics §, = s, (x,, Xp o X)) 85, =5,
Xy X s X)) s S = 8 (X, X,y . X,) and 250 6
be a vector. The 1mphcanon of the mmmm is Iluu
given an i
estimator T, which is a function of the sufficient
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statistics can be created which will not have greater
variance than that of T.

The concepts of consistency, efficiency and
sufficiency are due to R.A. Fisher.

Q. 16 Give invariance property of estimators.

Ans. This property relates to the coding of data.
Let X, X, ... X, be a random sample from the
density f(x; 8) and x,, x,, ..., x, be the sample value
of X, X, ... X, respectively. Also 8 be a vector.
Then an estimator T = (X, X,, ..., X,) is said to be
location invariant if and only if t(x; +c,x3 +¢,...,
X, +6) =1 (X} X0
constant value.

An estimator 7 = ¢ (X, X, ..., X,) is said to be
scale invariant if and only if  (cx,, cxy .., €} = cf
(x,, Xy....x,) for all ¢ where ¢ is a non-zero constant.
Q. 17 When do you call an estimator admissible?

Ans. Let X, X, ..., X, be a random sample from
the density f (x; ) and T, =1, (X, X, .., X)and T,
=1, (X,, X;, ... X,) be any two estimators for €. The
estimator T, is said to be a better estimator than T, if
and only if the risks hold the inequalities,

R(2,,8) < R(r2.0) for all 8 in ©

R(t,,8) < R(t;,8) for some 0 in ©
t, will be said to be an admissible estimator if and
only if there is no other estimator ¢, better than ¢,.

The readers should note that R (¢, 8) is called the
risk of taking ¢ as an estimator of 8 and is defined as
the expected loss (average loss), i.e.,

R(t,8)= E{I(T,0)}
where T=1 (X, X, ... X,)

R(1,0) = _[f(r,a) frl)dr

where f,. (r)is the densuty of the mumatw T. Comep(
of risk is more akin to decisic

Q. 18 Give the names of various mett

wX,)+c for all ¢ where ¢ is a

2y

ds of esti-
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2. Least square method
3. Method of moments
4, Method of minimum Chi-square
5. Method of modified minimum Chi-square
6. Bayes’ estimation procedure.
Q. 19 Describe the method of maximum likelihood
estimation.
Ans. Maximum likelihood principle is due 1o R.A.
Fisher in 1921,

Let X;, X, ..., X, be n independent observations
from f (x; 6) where 8 is a single unknown para-
meter. The joint probability density function of the
sample is called likelihood function (LF) and is
written as,

L{x18) = f(x,,0) f (x7,0)...f (x,.0)

According to maximum likelihood principle, one
should take that value of estimator © within the
admissible range of 8 which makes L(:dB) maxi-
mum. For this, the 1 of maxi is
used. If L(x0) is differentiable twice, i.e., if the first

and second derivatives of L(x18) exists, put

L'(xI8)= 0 and solve for 8. Also, for maxima check
that L” {x 1 8) is negative for a value of 6 obtained
by L' (x 1 9). If so, the solution of L(x18) provides
the maximum likelihood estimate of 8. In practice it
is better to take logarithm of L(x8) and then

differentiate and solve it. This makes the estimation
process easier.

If 8 is a K dimensional parametric vector, i.e.,
0=(0,,05.....8,), then the estimator (8,,8,, ...

;). can be
obtained by differentiating pantially the log {L (x|
6,, 9,, ..., 8,), with respect to 8,0, ..., 6, respecti-
vely and equating them to zero. The solution of k

6,), which maximise L(x18,,0,,...,

mation of a parameter.
Ans. Various methods of estimation are listed
below:

1. Method of maximum likelihood

provides the estimates of 6,,0,,..., 8,
Notationally,

a%l{logz(xla..a, ..... 0,)}=0



-&%{IOSL(J:IB,,B; ..... 0,)}=

%{iogL[xlB,,B,,‘..,B,)}-O

In this way we get k equations in k unknowns. These
equations are often called the likelihood equations.
Solving these equations one gets the maximum
likelihood estimates of 8,,8,,...,8,. To show that

8, the k-di ional vector of provides

the supremum of L(x18), it is enough to show that

2 log L
20,20,

Q. 20 What properties of estimators are being
usually held by maximum likelihood estimators?

Ans. In general, the following statements about
the properties of maximum likelihood estimators
(MLE) can be given:
(i} A MLE is not necessarily unigue.

(ii) A ML is not necessarily unbiased.

(iii) A MLE may not be consistent in rare cases.

(iv) A MLE may not be uniformly minimum
variance unbiased estimator (UMVUE).
If a sufficient statistic exists, it is a function
of the maximum likelihood estimators.
If a minimum variance bound (MVB)
unbiased estimator exists, maximum likeli-
hood estimator provides it.

IfFT =X Xz

the matrix [ ] is negative definite.
(2]

(v

-

(vi)

(vii) . X,,) is a sufficient statistics
for a parameter © and a unique MLE 6 of
exists,  is a function of 1. Also, if any MLE

exists, MLE @ can be found which is a
function of r.

If T=t(X,.Xs,....X,) is a MLE of 6 and
1 (8) is a one to one function of B, T (1) is a
MLE of t (8). This is known as invariance
property of maximum likelihood estimator.

(viii)
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(ix) Under very general conditions, maximum
likelihood estimators are consistent. Huzur-
bazar in 1948 showed that under regularity
conditions, as sample size n tends to infinity,
there exists a unigue consistent maximum
likelihood estimator.

Under certain conditions, it has been observed
that ML estimator is consistent but it is gene-
rally unbiased.

When maximum likelihood estimator exists,
it is most efficient for large samples under
the assumption that the distribution of the
estimator tends to normal.

Q. 21 A random sample of size n is drawn from a
normal population N (i, o?). Estimate p and o? by
the method of maximum likelihood. Also comment
on the properties of maxi likelihood esti

Ans. The likelihood function,
]’,-z_—f,:tx.-ul‘

(x)

(xi)

1
logL{x/lp,0%) =
oxt(aine’) (7

To estimate p and o?, we take logarithm and
differentiate partially w.r.t p and o? respectively and
equate them to zero.

|ugL=-%lug(2u)-%iugu’
1 2
3 (x 'H]
20° Zl

st L3 (n-i)=0

which implies that Z {1’1 |.l] 0 since L#U
=1

i x=nji=0
int

i L3
ar ﬁ“;z % =%

dlogl -
;:2 ‘Tn: wZ("i l") =

Again,
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1< 2
or -_22 (x-%)"=n
oA

a
or &2=lz (11'312
nia
The ML estimate of p is sample mean ¥ which is
unbiased, consistent and BAN. The estimate of

olis iz (x;—%)* which is not unbiased but
i1

consistent. Also X is minimum variance bound esti-

2
mate of p with variance a?. It can be verified that

ML estimators of p and o? are invariant in case of
normal distrit Also the esti s ¥ and

E(x - i)"/n are sufficient for p and o2,

Q. 22 If n, trials conducted are of Bernoullian type
following binomial distribution, find the maximum
likelihood estimate of p.

Ans. We know that probability function of bino-
mial distribution is
n -
flox) =)o =
fori= l. 2 .an
The likelihood function,

"y -
L(xip)=H '] H(l=p)
(x1p) f-.{x; P(t-p)
Taking logarithm of both sides,

" n
logl = Zlng[:]i-z xlogp

=l i=l

+i: (m ~ x;)og(1~ p)

il
Differentiating partially w.r.t p and equating to zero.

dlog L I nm-Zx;
—EZ =0+ Xr———"i =
ép 2 poo1-p

pr3
ie., nmyp=Lx;
. Iy
or P
-l
n

Ttis trivial to show that X/n, is a maximum likelihood
estimate of p.

Q. 23 If X is a Poisson variate with parameter p,
find the maximum likelihood estimate of p.

e Mpt
Ans, P[:;p]sT
forx=0,1,2,..,n

The likelihood function,

e‘l'p‘r
x!

Lixiw)=1i
fori=1,2,...n
logL = _;:I log, e + ‘fl x; logp -fil. log, (x,)
=-np+ 'il"'- logp - ‘EI log,(x;1)

dlogl _ _"+£A'_‘_

0=0
LLAN
n
. Ex; _
or p=—=x
n
Sample mean is the i likelihood esti

of p.

Q. 24 For gamma distribution G (x; @, L) find the
ML estimate of @ where X is taken to be a known
constant,

A
Ans. G(xad)= uﬁe'“xa" fora>0

LA
L(x,lu.h)=i_rllﬁe 'x;



logl = Z Ing——uz xﬁ(l—]}Z logx,

il il
D:ffmnlwtlng partially w.r.t &, we get

dlogl  n Aa*!
N TThoar - x+0=0
am'zx"o
n
ara'zx‘
&= nk A
or TAZy, Thi

Q. 25 Find the maximum likelihood estimate of the
parameter 8 of the distribution,

F(x8) =%e-u-m

—wecx<m—w<hcw

Ans. The likelihood function for the sample

observations x,, x,, ..., X, is
L= l,“l‘a-“‘ .l,“"l‘“_,_,_l,‘"-'“
2 2 2
L= (%]” ‘_l'nllr""'“
log L= -nlogz—ii_“.llx, -l
log L is not diffe le w.rt 8. H accord-

ing to ML principle log L has to be maximised.
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where ¥, ¥y,....¥, are taken to be the ordered
statistics.

Note: This example proves that ML estimator is
not necessarily unique.

Q. 26 Obtain the ML estimator of & and P of the

uniform distribution having the probability density

function,
f(x‘mﬂ)s forus.\'sb

= 'IJ nthcrwlse.

L= I__I'|II3’[Jq.|'.t.[!]

=l

_L.
1p-a

logL:Zlog(B =y

=-nlog(B-a)

il n
—logl=——=0
Here, F™ log oo

2 n
—logl=——=0.
and og P-a

ap

These likelihood equations fail 1o estimate o and .
Hence, we have to think in some other direction. Let
Y., ¥y ., ¥, be the ordered statistics. Since x lies
between o and B, we have

ashskhs.s¥sp

Therefore,

Log L is maximum when Elx; -8l is We
know that the mean deviation about a constant 8 is
Elx; —8l/n which is minimum when 8 is the median
of the sample.

Therefore, when n is odd,

ézmed(x,,xz‘,‘..x,)
when n is even, then

Y2 €05V,
=+
2

&=Vandf=¥,
Q. 27 Discuss the method of least square estimation,
Ans. The idea of least square estimation emerges
from the method of maximum likelihood itself.
Consider the ML estimation of p on the basis of a
sample of size n from a normal population N (i, o°)

1
——te(y-u)
1 e 207

fone)
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. 1 i 'El*xi(n-u}’
L()’i.u.ﬁz)= W P

logl= ——los,(?.n o )—

Z Oi-n)

Maximising log L implies that I(y, - p) must be

minimised, .e., sum of squares, I (y; - u)z musl be
least square.

The method of least square estimation is mostly
used in estimating the parameters of linear function.
This very idea can be translated by considering p
itself a linear fi of certain BG=1,
2, .. k)ie

k
n=2 5B

=1
where xs are some known coefficients of s
forming a linear function of B; In this situation,
estimation of B;“ is in the offing.
For estimating ﬂj's., we have to minimise,
1

z 2

;-l[y’ %P ]
with respect to f.
Q. 28 Describe the least square method of estima-
tion of the parameters of simple linear model.

Ans. Consider the simple linear model,
Y=py+p X +e
Let there be n paired observations {x;,y,)(xz.%2),

<+(Xa+3)- In the above model Yis called the depen-

dent variable and X, the independent variable and €
is the random error. For the ™ pair of observation

Yi=Bo+PByx +g
or & =(y-Bo-Bi x)

&, may be positive or negative. To avoid the problem
of sign of error, square both sides and also take the

sum over all pairs. Thus,

P - ]
Lsi= EI{)'[ ~Bo By x)
To get the best estimate of B, and B, one has to
minimise Esf, which amounts to minimising
2
I(y;=Po~P, x;)°. Suppose T = Q..

The values of B, and B, which minimise Q are
known as least square estimates. To estimate B,
and B, differentiate Q partially w.rt. P, and B,
respectively and equate (o zefo i.e.

£ a0

=0and 22 =0
B B,
This gives,
r’)’i = "BO +|3I E‘tl'
and Zyy =ﬁozx¢+ﬁ52xf

where ﬁn and fj] are the estimated values of B and
B, respectively.

The two equations are known as nermal equations.
Solving these equations we obtain,

Bo=y-bE
. ley_(sxll[r')'l)_
B

PNED

Note: Method of least square csumalicm can be
extended to multiple linear models and curvilinear
models. This has been dealt with in the sequel.
Q. 29 Throw light on the properties of least square
estimates.
Ans. Least square (LS) estimates are not so popular
without reason. They possess some marvellous
properties which are as follows:
(i) Least square estimators are unbiased in case
of linear models.
(ii) 60 and ﬁ, are the uniformly minimum vari-
ance estimators (UMVUE).
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(iii) The LS estimators f, and B, do not possess
the asymptotically normal property.

(iv) The least square method is a device to obtain
best linear unbiased estimators (BLUEs)
under linear set up,

Q. 30 Define best linear unbiased estimator.

Ans. It has been known that sample mean is an
unbiased estimate of population mean in case of
finite as well as infinite populations. Also the sample

mean is a linear function @) X, +a, X3+...4a, %, of
the sample values x,%s,...,%, subject to the
conditionZa; =1 fori =1,2,..., n. Linear functions
of the sample values with known a,'s represented as
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variance o? where x; are known and linearly
independent vectors. minimum variance linear
unbiased estimators of the regression coefficients B
are bJ =12, ..k

Under the terms and conditions imposed above,
the minimum variance linear unbiased estimators of
the regression coefficients are identically the same
as the least square estimators.

The combination of the above two stalements is
known as Gauss-Markov theorem.
Q. 32 Give in brief the method of moments for
estimating the population parameters.
Ans. It is the oldest method of estimating the
parameters of a distribution. It was first put forward
by Karl Pearson in 1894, The method of moments

Za; x;, such that ;= 1, are called unbiased linear

estimators.

of cquating the sample moments to the
ponding ts of distrib which are
the functions of the unknown parameters, Here, we

If one is to select an unbiased linear
from amongst the class of such estimators, some
criteria have to be fixed. One widely accepted
criterion to sclect one lincar unbiased estimator out
of all available linear unbiased estimators is to select
one which has the smallest possible variance. Such a
linear is called variance linear

biased - It is g lly called the best
linear unbiased estimator (BLUE). The adjective
‘best’ refers lo minimum variance.

If an unbiased quadratic estimator of the vari-
ance o? exists and it possesses the minimum variance
out of the class of available unbiased quadratic
cslimators, it is known as minimum variance
quadratic estimator.

Q. 31 State Gauss-Markov theorem.

Ans. Least square theory was put forth by Gauss
in 1809 and minimum variance approach to the
estimators of Bs was propounded by Markov in
1900. Since determining of minimum variance linear
unbiased estimator involves both the concepts, the
theorem is known as Gauss-Markov theorem, It can
be stated as follows:

Lety, (i= 1,2, ..., n) be n independent varisbles

with mmn}‘;ﬁjxﬂ for n > k and all y, have same
=t

quale as many sample moments as there are
unknown parameters. Solving the simultaneous
juations, one obtains the of the
of the population in terms of sample variates,
We know,

w = E(x’)

Hr -‘E(x- I'I')'

r=EX)=p

LetX), X;,..., X, be a random sample from a

population f(x:8,,8,,...,8,). Then the #* sample
moment

Also,

# = HLZ(& -3)
i =E(X)
1
13
=X

Now to obtain second and higher order moments,
equate

Also,

we=m(i=1,23...k)
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Solving the above (k = 1) equations, one gets the
estimates of the p0putauon mummx. which are the
of the

L

Q. 33 Write the properties of the estimates obtained
by the method of moments,
Ans.
(i) Under fairly general conditions, the estimates
obtained by the method of moments will have
asymplotically normal distribution for large

n,
The mean of the distribution of estimate will
differ from the true value of the parameter by

(ii)

1
a quantity of order p

The variance of the distribution of estimate
will be of the type c¥/n.

In general, the deviation estimators obtained
by the method of moments are less efficient
than the maximum likelihood estimators. In
particular cases, they are equivalent.

Q. 34 Estimate the parameters p and a* of the
normal distribution by the method of moments.
Ans. LetX;, X,, ..., X, be arandom sample from a
normal popul.nunn N (p. o).

=,1=X

(iii)
{iv)

We know, m{ = uj
' "2
K2 =K = (Kj)

Ly

fori=12,..,n
LR
- Zx-%)’

Therefore, X is an unbiased h

of p

I(x;- f)iln is not an unbiased estimator for o7,
Q. 35 Estimate the parameter A of the exponential
distribution, f(x;3)=%e™ for0sx<w, by the
method of moments.

=E(X)

- Exl xMdx

which is a gamma integral. Hence,

L, _AIR
"'|=I1|=?‘
=4
A

But mj = X. Therefore, the estimated value of A is
1
=

Q. 36 Find the estimate of the lone parameter A of

Ay
, by the method of

moments.
Ans. Let X, X,, ..., X, be a random sample from a
Poisson distribution P (x; A). We know in case of
Poisson distribution, its mean and variance are equal.
‘The mean,
mi =i = E(X)
L] ‘-l’h‘

'Z‘

=i}

a A
HJ..Ze A (x-l)'

=h=3

Thus, the estimate of the parameter A by the method
of momenis is the sample mean X.

Q. 37 How can one estimate the parameters of a

* distribution by the method of minimum Chi-square?

Ans, The method of minimum Chi-square makes
use of the Pearson's Chi-square statistic. This method
can be used in case of discrete distributions or for
grouped data from a continuous distribution,
Let f,, f,. ... /i be the observed frequencies in X
groups or classes and unknown probabilities that f;
elements belong to the i* group or class be p, (i =1,



2, ... k). p's are the functions of the unknown
parameters 8,,0,,...,8,. Thus p.=p.(§} where
?=(B|.B,..“.B_). Suppose the total sample size is

n. Therefore, L f; = n. The expected frequencies are
npy (B),np; (8),...,np, (0). We know, Pearsonian

Chi-square statistic is,
2
[JEI —np; {?l]
=l np; (?)

= 'ﬁ: -
Z np; (6) "

=1

Under the method of minimum Chi-square one has
to choose (8,83, ...,8,,} which minimises x2. This
will be minimum when np, (8) is as close as possible
to f.. So to obtain the estimates of 8,'s, partially
differentiate x*-statistic w.rt. 8,(i=12...,m)

successively and equate them to zero. Also check
that the second derivatives are non-negative, Le.,

2
%.:Ofori:l,z,...,m

3ty
o8]

and 20

axl

=0 provides m simultaneous equations in m

unknowns, Solving these m-equations for m unk
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a modification has been suggested which makes the

process of differentiation easier. The modified Chi-
square statistic is,

)5:. [nm 0~ f;]

i=l f;

n* p} ()

-n

-
Rest of the procedure of modified minimum Chi-
square remains same as that of minimum Chi-square.
Q. 39 Compare the method of minimum Chi-square
with maximum likelihood estimation.
Ans.

(i) It is trivial to prove that for large n, the
estimates obtained by the method of minimum
Chi-square are almost equal to the estimates
obtained by maximum likelihood method.

(ii) J. Berkson in 1955 showed that in particular
cases, the mean square error of estimators
under minimum %? is smaller as compared to
the mean square error of ML estimators,

Q. 40 What properties the minimum Chi-square
estimators hold?
Ans.

(i) The minimum Chi-square estimators are
consistent.
(ii) Minimum ¥? estimators are asymptotically
normal.
(iii) Minimum %2 estimators are efficient.
(iv) Minimum %? estimators are not necessarily
unbiased.
Q.41 Ci

t on the use of minimum %2 esti-

parameters, one gets the estimated values of
9| ' 91‘-- -.a.l rcspu:tively,

Q. 38 What modificationin minimum-x* method
of estimation gives rise to the method of modified
minimum Chi-square?

Ans. Expected frequency np, (8) in the denomi-
nator of x2-statistic causes certain difficulties. Hence,

mation method,

Ans. Minimum y? is rarely used in practice. It is
used only when it is difficult to solve the simultaneous
equations obtained under maximum likelihood
estimation method.,

Q. 42 Write down the motif behind the Bayesian
theory of estimation.

Ans. In planning of any i igation or experi
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some prior information is available on the statistical
properties of the variable to be studied. For instance,
the type of distribution, the range of the parameters
involved, etc. Heretofore, the methods of estimation
did not make use of any such information. But Sir
‘Thomas Bayes propounded the theory which makes
use of the prior information to get the estimates of
population parameters. The basic difference between
non-Bayesians and Bay is that non-Bayesians
consider the parameter of a population a fixed
quantity, whereas Bayesians regard the parameter of
a distribution a random variable.

The most important thing in the Bayesian
approach is the specification of a distribution on the
parametric space, which has been named as prior
distribution. The specification of the prior distribution
is mostly based on pragmatic grounds, ie., it is
based on some previous experiment, investigation
study or knowledge.

The Bnyeslan theory has always been a matter of

believe that it is generally
very elfecuve whereas non-Bayesians consider it
irrelevant.

Q. 43 Present the general structure of Bayes' esti-
mators.

Ans. In the process of estimation so far we have a
density f(x; 8) for each 6 & ©, (the parametric space)
from which a random sample X, X,, ..., X, is drawn.
Here we denote f (x | 9) for the conditional density
of X for given value of [ @ =0, Also supp
that g (8) is a known prior distribution of 8. The
density f(x; 8) in which X and @ both are random
variables and can be given as,

£(x:0) = f(x10)2(0)
Using the Bayes® probability rule,

f(x18)g(6)
| 1108 (0)20

The Bayesian point estimator of a parametric function
1 (0) of 8 can be obtained by the expressi

E[x(6))= [ (@) £(01x)a0

Flo1x)=
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J+@ s(x10)g(e)a0

1(0)=
N if(.xlﬂ)g(ﬂ}da

Bayes cstimator of t(8) given above is under
squared error loss function.

Q. 44 Give an account of the properties of Bayes
estimators.

Ans.

(i) Bayes estimator is always a function of
imal sufficient

(ii) For large n, Bayes estimators always tend to
maximum likelihood estimators, whatever
may be the prior density g (8).

(iii) In many cases Bayes estimators are asympto-
tically consistent.

(iv) Properties of Bayes estimators are generally
given in terms of minimum risk, mean
squared error, etc., which are not discussed
here.

Q. 45 Define minimax estimator.

Ans. An estimator of which the maximum risk
is less than or equal to maximum risk of any other
estimator s said to be a minimax estimator.
Notionally T, is a minimax estimator if for any other
estimator 7,

sup R(7;.6) < sup R(T;, 6)
8 o

Q. 46 Find Bayes estimator of the parameter p of a
binomial distrit with x out of n given
that the prior distribution of p is a beta distribution
with parameters « and .

Ans. The mass furction,

£(xin)=(2)p*a -

!

and g(p)= P (-

1
B(a.p)

Thus, f(xp)=f(x1p)g(p)



Again,

(z) PrU-p)" p* 1= )
B(a.B)
Ip(:]p’(l =) P (1= p) dp
] {:]p‘(l =p)" P - p)*dp

I PN (1= )

Jpeeta-py - ap

_ B(x+a+Ln+p-x)
" B(x+a,n+p-x)

f(plx)=

p=

[(x+a+1)I(n+p-x)
 T(a+B+n+1)
= TM(x+a)T(n+p-x)
T T(a+p+n)
x+0
n+a+p
Q. 47 Find Bayes of the single [

A of the Poisson distribution when it is known that

the prior distribution of A is a gamma distribution.

Ans. Let there be a random sample X), X, ..., X,.
As per question,

f(xh)

=k x
=L forx=0,12.n
x'

g(\)= ;—:1"'5“ for0sA<o
‘We know,
f(xA)= £(x10)g(x)

-llx '1r-l —al
x! I"r

?Lr-I qld’.

s
E(l)_fe x!
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re-[lmll 1(10"1)4“1

= J:e—(l.oujl.).xw—lﬂ

_Pa+r+)/0+a)™
T(x+r)/(1+a)™*"

x+r
1+a

Q. 48 Define Pitman’s estimator for location para-
meter of a distribution.

Ans. LetX, X,, .., X, bearandom sample from a
density f(x; 8) where 8 is a location parameter of the

A=

distribution. Then the Pitman estimator 6 =r (X,,
Xy s X,) is given by the formula,

fort 7(x;0)a0
pmi=
T snes

Jor(xi0)a0

) I L(x18)d0

Q. 49 Give the properties of Pitman estimator for
location which it usually holds.
Ans.
(i) The Pitman estimator for location has smallest
mean squared error.
(ii) A Pitman estimator is a function of sufficient
statistics.
(iii) Pitman estimator is a minimax estimator on
the real line.
Q.50 Give the uprmmn fnr Pitman estimator
for scale | of a distri
Ans. LetX, X, .., X, bearandom sample from a
density f(x; 8) where 0 is a scale parameter such that
8> 0. Also f (x; 0) exists for x > 0 and otherwise
ZEro.

Then the Pitman estimator G-J(XI. Xy o0 X))
for scale parameter can be obtained bytheexpumton
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1
J'E,-‘r_llf(x;.ajda

§ot0ls
je—,g f(x;:0)d®
J'e—',z.(xle)da

_Iéiil.[xle}ﬂ

Pitman estimator for scale is also a function of
sufficient statistics.
Q. 51 Find the Pitman estimator of the mean pofa
normal population N (g, 1).
Ans. Let X, X,, .., X, be a random sample from
the density f(x; p, 1).

We know,

f[x; w |} - 7;:" %(l-p):
Pitman estimator,
ju[ 21_“ ]'f"-im-m' i
)

1 ]
I“e-g{Za‘w wEa} "

£

1 apt = £
[,

jue(_%"u"z"]du
[ Lz,

=X

Q. 52 Explain the general p for parametric

t X, Xy n X)and Ty =1, (X, X, .., X,) be any
two statistics such that T; < T, then the confidence
limits for a parametric function ¢ (8) of 8 can be
obtained by the relations,

B {T;>vi6}=a,

and B >t18}=a,

where a, and @, are independent of 0 and are the
areas of critical region on the left and right tails
respectively of the probability density curve. Also
@, + o, = a. The confidence interval is given as,

B <t(0)sT}=1-aforfe®
where (1 — a) is called the confidence coefficient
and is generally given as (1 — a) 100 = y per cenl.
Also the confidence interval is (f; —1,).

Thus, y per cent confidence limits are ¢, and 1,.

Q. 53 Find 95 per cent confidence limit for
population mean p of the population N (i, o2) in
case when o? is known,

Ans. If ¥ is the sample mean and Z,; be the
critical value of the standard normal deviate Z such
that 0.025 area is on the left of the lower limit and
0.025 area under the normal curve to the right of the
upper limit, i.e.,

i-p
PR o, S
Gf-drl-l Zan
I-p
and of r: $Z.p
From the first inequality we get
usnzm.;‘,’:
and from second,
sz—zwz'%

Combining the two inequalities, we can write,

interval estimation on the basis of
from continuous distributions.

Ans. Let X, X,, ..., X, be a random sample T, =

ple drawn

i-zm-%s#shzm-f:
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Thus, the confidence limits for p are X% Z, %
n

Also. the confidence interval for p is

o o a

x+Z - X- . =2 —

(72220 (-2 7o)
When the population standard deviation o is not
known, then to find the confidence limits for p,
replace Z,; bY 1,7 and o by its estimate 5. In this

situation the limits for p are ¥ F1, 5 and con
a/2 7= -
n

fidence interval is Zlm-j-.
n

Q. 54 Give the inequality for finding out the con-
fidence limits for the variance o? of normal
population, N (i, o) when its mean p is unknown.
Ans. Let X, X, .., X, be a random sample from
N (u, 6% population. Also let 5* be the sample vari-
ance. We know that (n-1)s?/o? is distributed as 32
with (n - 1) degrees of freedom. Then we have to

find out two values of x? say % and %3 such that

P{x.’ ste=gs Sx’} =y
a

The values of 47 and %3 are chosen in such way that,

e - ofon)

=(1-1)2=0/2
Such a confidence interval is referred to as egual
tails confidence interval. Thus,

<a 2

{{n 1)s? (n——l]xz}‘_r
%3 '

for ¥} s%3

Fory =095, % =Xaoms and x3 = 2305. Thus, the
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confidence limits with (1
coefficient are,

- o) 100 = y confidence

(Sower) {n-0)s"
limit I(zh'rm.l—l
2

Vel - (n=Ds
aud ( limit Xi-yy2a-1

If someone is interested to find out the con-
fidence limits for the standard deviation @, one way
is 1o find out the confidence limits for o* and take
their under roots. So the confidence limits for o are,
L,= JL and U, =JU. This is not an exact method
but it gives quite satisfactory results.

Q. 55 Give the formula for obtaining confidence

limits for the difference between the means of two
normal populations.

Ans, Let the two normal populations be N (u,,
o} ) and N{p,,03). Confidence limits for (, - jt,)
with confidence coefficient (1 - ax) 100 = y per cent,
when two samples Xy;, Xi3,---0 X, and Xy Xy
-+ X343 have been drawn from the two populations,
respectively, in case whena =0} and are un-
known, can be obtained by the formula,

B =% F G pmem=2) S(aety)

where, J[l'r-l;] = ’[‘;'!l-""‘;lz"]
_(m=0)st +(n, -1)s3
(m+ny-2)

and

In case when of a3, confidence limits for (e,
= Hy) by Cochran’s approximation are:
F]
(F-F)r e
m
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7, :
L., -
. m Shmel et
where, 1 = 3 ¥
Si, 5
noom

Please note that s{ and 53 are the sample vari-
ances.

Q. 56 How will you find the confidence limits for
the mean of difference of paired observations?

Ans. Let n pairs of observation on the variables X
and ¥ be (X, X)) (X5, %), (X, Y,) In this
situation X and ¥ are said to be correlated. Also
suppose X — ¥ = d. The confidence limits for the

population mean diffi 1, with confidence
coefficient y can be calculated by the formula,

dxty,, -5
3 An-1)

) . (zd)
4]

fori=1,2,..,n

Q. 57 Obtain the confidence limits for the ratio of
variances of two normal populations.

Ans.  Adopting the usual notations, confidence

where,

limits for the ratio o /o3 of variances of two normal

populations with confidence coefficient y can be
given as,

2
L=2LF
13 %‘:{n-l.u,-l]

]
i
U==F.
5 Mmetmen)
Q. 58 Clarify the concept of shortest confidence
interval.
Ans.  We have two statistics T, and T, which are
functions of sample variates X, X,, ..., X_ from a
density £ (x; 6) such that the area to the left of T} is
o, and to the right of T is @, both &, «t, > 0 in such
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away that &, + &, = ot There can be an innumerable
number of values of «, and a, which satisfy the
condition @, + @, = a leading to an i able
number of confidence intervals. Now the problem
arises which one to choose out of countless number
of confidence intervals. One widely accepted criterion
is the width of the confidence interval. An interval
with smaller width is better than the other having the
same confidence coefficient, i.e.,

L-T,=sT;-T forall8e®©
Hence, a confidence interval (T, — T,) which is
uniformly shorter than any other confidence interval
(T{=T) for 6 in © is known as the shortest confi-
dence interval and is most preferred one.

It is worth pointing out that in most of the
problems it is not possible to construct confidence
interval of shortest width for a given confidence
coefficient 1 - o, Hence, equal tail confidence
intervals are generally worked out.

Q.59 What do you understand by confidence
region?

Ans. § imes an i pires to extend
the idea of interval ﬁumatlon tc more than one
paramelers simul ly. For i one may

wish to csumnlc the parumclcrs u and o2 of normal
| ly by some confidence

UI!H it
region in a plane.
Suppose @, and 8, are two parameters for which
the confidence region has to be worked out. Let (1,
ty) and (m,, m,) be the statistics which are to constitute
a simultaneous interval leading to the confidence
region of confidence coefficient (1 - a) in such a
way that

Pl <8, st,andm s0smy)=1-a.
Practically, it is hardly possible.

Another approach is to find two statistics @ and @,
such that,

Plo, s8] +0} sw,)=1-a

It is also not a satisfactory proposition.

Q. 60 What do you understand by one-sided
confidence interval?
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Ans. Let X, X,, ..., X, be a random sample from
the density f(x: 8) and T, =1, (X, X,, ..., X,) be any
statistic such that

P <8)=1-aforall 8

Then ¢, is known as the lower confidence bound
for the parameter 8 with confidence coefficient
(1 — ). The interval {,, 8} is termed as the lower
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coefficient (1 - o).
Similarly, any other statistic T, = 1, (X,, X, ...,
for which

X,)

P(t, 28)=1-a forall 0
is called the upper confidence bound for @ with
confidence coefficient (1 - a). The interval (~o, T,)
is known as upper one-sided confidence interval

one-sided confidence interval for 8 with confid with confidence coefficient (1 - a).
SECTION-B
Fill in the Blanks
Fill in the suitable word(s) or phrase(s) in the responding p is known as

blanks:

1. A sample constant mprescnungapopulnmn
parameter is known as

2. An estimator T, which is most concentrated
about a parameter 8 is the
estimator.

3. Estimation is
purposive sample.

4. Estimation is possible only in case of a

if we have a

5. An is itself a
6. A valueofan is called an
7. If X,, X, .., X, be a random sample, the

expression L X; /n is an
8. A single value of an estimator for a population
parameter @ is called its estimate.
9. If an estimator T, converges in probability to
the parameteric function 1 (8), 7, is said to
be a estimator.
10. EX;/nfori=1,2,..
estimator of population mean,
11. I the expected value of an estimator 7, is
equal to the value of the parameter 8, T is
said to be an estimator of 8,
The difference between the expected value
of an estimator and the value of the cor-

L nisa

12

13. If 7_is an estimator of a parametric function
T (8), the mean square exvor of T, is equal to

14. For the mean square error to be minimum,

bias should be
15. If an unbiased estimator T, is such that for

any other unbiased estimator t,,v(7,) <
VT,

16. If T,

isa

 =t(X1. X500, X)), an estimator of

T (8), is such that lim[7, —w(u‘;!}]z =0,T, is
said to be consistent.
17. For discrete variable Crammer-Rao inequality

18. If 7, is an estimator of a parameter 8 of the

density f (x; 8) the quantity

2
E[% log f (x;B]] is called the

19. An estimator of v, (T,) which attains lower
bound for all 8 is known as

20. An inequality parallel to Crammer- Rao
inequality was also given by

21. Crammer and Rao gave the inequality for
lower bound of Vo(T,)in years.
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22

23,

24.

]

3s.

A. Bhauacharyya inequality provides
of Vy (T).

Ch Robins inequality is

thnn Crammer-Rao inequality.

Crammer gave the lnequahly for lower bound

of ¥y (T} in

C.R. Rao give the Ihr.wun for lower bound

of Vy (T) in

proved the thecrem for lower
bound of ¥, (T,) earlier than Crammer-Rao
but not published.

39,

40.
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condensed any more without sacrificing the
criterion of sufficiency.

If f(x; 0)is a family of distributions and
h (x) is any statistic such that E [ (x)] = 0,
then f (x, 0) is called
An unbiased and cnmpletc statistic is com-
pulsorily

An unbiased and compl is a
estimator provided MVUE
exists.
ﬂl.eorem states that glvm a:l

w T, th

Another name of BAN esti is
BAN possess property
BAN s have variance.

An estimator is efficient if its variance is
than the variance of any other
estimator.

Relative efficiency of an estimator T, as
d to an or is T,' given as

V(T,)= V(7). then

If 7, and 7, are two estimators such that

If a statistic T=1(X,, X;,.... X,,) provides

as much information as the random
sample X, X, ..., X, could provide, then T'is
a____ .

I T=t(X, Xp,eoor
statistic for a parameter € of the density
fi{x; 8) then the conditional distribution of
X, Xy 0 X i of 6 for any value
of T=1

If S=s(X,(X3,....(X,}) is a sufficient
statistic for O of density f (x; 8) and f (x; 8)
fori=1,2,...ncan be factorised as g (s, 0)
h(x), then s(X,. Xa,.... X,) isa

X,) is a sufficient

A sufficient statistic §=s(X,, Xz,.... X,) is
called a statistic if it cannot be

41.

s
=

45.

d46.

47.

49,

50.

estimator T, which is a function of sufficient
statistics, can be formed which will not have
larger variance than that of T for all para-
meters 9.

An estimator whose risk is not greater than
the risk of any other estimator T of a
parameter O is called an

estimator.

Expected loss in choosing an estimator T of a
parameter 8 is called its

The joint probability density functmn of
sample variates is called . '
A value of a parameter 8 which maximises
the likelihood function is known as

estimate of 8.

A maximum likelihood estimate is not
necessarily .
If a MVB unbiased
estimator provides it.

A maximum likelihood estimator may be
consistent but not necessarily .

r exists,

If a random sample X;, X3, ..., X, is drawn
from a population N (g, ¢®), the maximum
likelihood of pis .

If a random sample x,, x3,..., X, is selecied

from a normal population N (p, o%), the
maximum likelihood estimate of o is

Maximum likelihood estimator £(X, - X)* fn



51

52,

53

58.

59.

60.

61.

62,

63,

of the variance o of a normal density
f(eno®) isa

If ¥ is a maximum likelihood estimator of p

ofa | population, ¥ isa

For a gam (x, &, &) distribution with A
known, the maximum likelihood estimate of
wis

Maximum likelihood estimate of the para-

| R
meter 6 of the distribution £ (x, 8) = Ee'“ u
is
For a rectangular distribution 1/(B—a), the
maximum likelihood estimates of o and B
are and ively.

Least square method is a device to obiain a

Linear estimators obtained by the method of
least squares are .

Linear estimators obtained by the methed of
least sq are i
Determining of minimum variance linear

unbiased estimator is due to

Method of moments for estimating the
parameters of a distribution was given by

in
The estimators obtained by the method of
under diti are

for large sample size.
The estimators obtained by the method of
are efficient than
maximum likelthood estimatars,
The estimator of o° based on a random sample
X, X3 . X, from a population N (p, u’) by
the method of moments is

The estimate of A of a Poisson distribution
P (x; 1) based on a sample size n hy the
method of moments is

. The estimate of the parameter A of the

65.

67.

69.

70.

71

72.

73.

74.

75,

76.

77.

78.

79.

81.
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The ofap by the method
of minimum Chi-square utilises

statistic.

Statistics for modified Chi-square
differs from minimum Cl'n-squm in respect
of in the

The esti b d by the hod of

minimum Chi-square and maximum
likelihood are .

In particular cases mini Chi-square
estimators have lesser mean square error
than ML estimators was proved by

in

Minimum Chi-square estimators are

Minimum Chi-square estimators are not
necessarily

Under Bayesian approach, the parameter of a
distribution is a

Non-Bayesian alwys consu:ler a parameter
as a

In Bayesi h, an i gator has
always o spe.r:lfy .

Prior distribution is based on some

The density function f (x; 8) under Bayesm:l
approach with known prior distribution g(8)
is always expressed as
Formula for Bayes estimator with usual
notations can be expressed as
Bayes estimator is always a function of
statistics.,
For large samples, Bayes estimators tend to
estimators.

Bayes estimators

in some cases are

If two estimators T, and T, are such that

sup R(T;.0), <sup R(T3,8) then T, is said
to'be a cstimator.

Bayes estimator of parameter p of the
binomial distribution given that the prior

exponential distribution Le™™ by the method
of moments is .

distribution of p is beta distribution with
density f(x; o, B) is
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82,

89,

&

91.

92

93.

924.

95.

3

99.

If a variable X follows P (x; A) distribution
and the prior distribution of X is G (x; n, )
the Bayes of & is

Formula for Pitman estimator of the parameter
6 of a density f (x; 0) is given by the
formula .

Pitman estimator pe mean
square eITor.

Pitman is a function of .
Pitman estimator is a estimator.

Pitman estimator for location is also

100,

101.

102.

103.
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If %, x3,... %, is a random sample from a

normal population, E(x;- )’ /n is not a
estimator of o2,

An estimator with smaller variance than that

of another estimator is

If Xy, X3,..., X, is a random sample from

an infinite powlmmn and §? is defined as

E{A‘,—f)z/ .H—EIS: is an

estimator of population variance o2,

Q 1 ¥

] deviation is a

. Pitman estimator for p of a normal populati

Nip, I)is
Interval estimate is determined in terms of

An interval estimate with

interval
is best.
Confidence interval is specified by the

limits,
When confidence interval for two or more
parameters is estimated simultaneously, then
is delimited.
Consistency ensures that the difference
between the estimator T, and the parametric

function t(8) as n increases

indefinitely.

The best estimator implies that the distribution

of an estimator be around the

true parameter.

If t is a consistent estimator of 8, then 2 is a
estimator of 82,

For the Poisson distribution P(x; 1), X isa
estimator of A.

If mean of the sampling distribution of an
estimator 7, is equal to population mean, it is
a eslimator.

If E(T,)>8, the parameter value T, is said
to be
An unbiased estimator is not necessarily

105.

106.

107.

108,
109.

110.

111

and estimator of population

standard deviation.

If T, is a sufficient estimator of 8 of density
a

flx 9),5 log L is a function of

and

Let X,, X5, ..., X, be arandom sample from

a density f (x; 0). If §=35(X, X3,.... X,) is

a complete sufficient statistic and T =(s),
a function of §, is an unbiased estimator of

only.

T(8), T"isan of ©(8). [Leh
Scheffe theorem.]

Compl fi property
of an estimator.

The credit of factorisation theorem for
sufficiency goes to S

estimator may not be unique.

If X, X;..... X,, is a random sample from

the uniform distribution f(:;B]=E.0(

x<0, Y =max (X;, X3,...,.x,) isa

estimator of 0.

If X s a Poisson (x; 1), the sufficient statistic

for A is .

If we have a random sample of size n from a

population N (i, 6%), then sample mean is
efficient than sample median.




112,

113

114

115,

116.

117,

118,

119,

Let there be a sample of size n from a normal
population with mean p and variance o, The
efficiency of median relative to the mean is

Suppose a sample of size n is drawn randomly

from a normal density fix; u, o). The esti-

mate of mean deviation about mean is a
estimate of o.

Consistent estimators are not necessary

An unbiased estimator need not be

If a sufficient

exists, it is fi
of the estimator,
An unbiased estimator of the reciprocal of

the parameter of a binomial distribution is

If a function ff) of the sufficient statistics
T=t(X,. X;,....X.} is unbiased for 1(B)
and is also unique, this is the

estimate.

If a maximum likelihood estimator exists,

120.

121.

SECTION-C
Multiple Choice Question

Select the comrect alternative out of given ones:

Q.1 Parameters are those constants which

Q.3

oceur in:

(a) Samples

(b) probability density function
(c) aformula

(d) none of the above
Estimation of parameters in all scientific
investigations is of:

(a) prime importance

(b) secondary importance

(c) no use

(d) deceptive nature

Estimate and estimator are:

(a) synonyms

PROGRAMMED STATISTICS

it is
estimators,

among the class of such

If the mean ¥ of a sample drawn from a
normal population is a maximum likelihood

estimalor, ¥ isa estimator of
population mean.
Sample mean is an and

estimate of population mean.

In case of sampling from normal population,
N (p, 0?), median is an estimator
of p.

. The variance of median tends to zero as n,

the sample size tends to infinity, hence median
isa estimator of .

. Il T, and T, are two MVU estimators for

T (), then

. IF X, X3, X5 is a random sample from a

population N (p, o) and 7, =(X; +X,

+X;)f3 and T, =2X, + X, -2X; are two

estimators for p, T, is than T,

(b) different

(c) related to population

(d) none of the above

An estimator is considered to be the best if

its distribution is:

{a) Continuous

(b) discrete

{c) Concentrated about the true parameter
value

(d) normal

An estimator T, based on a sample of size

n is considered to be the best estimator of ©

if:

(a) P{ll’; -8j< s}z PHT; -qu]
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Q7

Q.10

) P{T,-0>¢}2 P{lT,,' -q:- :}
© P{T,-8l<c}=P; -gl<c}

for all 8
(d) none of the above

An estimator of a parametric function 1 (8)

is said to be the best if it possesses:

(a) any two properties of a good estimator

(b) at least three properties of a good
estimator

(c) all the properties of a good estimator

(d) all the above

The type of estimates are:

(a) point estimate

(b) interval estimates

(c) estimation of confidence region

(d) all the above

Ifan T, of population 2]

converges in probability to 8 as n tends to

infinity is said to be:

(a) sufficient

(b) efficient

{c) consistent

(d) unbiased

The estimator £ X{» of population mean is:
(a) an unbiased estimator

(b) a consistent estimator

(c) both (a) and (b)

(d) neither (a) nor (b)

If X,, X;...., X, is a random sample from

a population N (0, o), the sufficient statistic
for o? is:

(a) LX;

® £x}?

© (E=x)

{d) none of the above

If x;, x3,....x, be arandom sample from a
N (u, 62) population, the sufficient statistic
for p is:

(@) E(x;-X)
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(b) x/n
() Zx;

@ =(x-%°

Factorisation theorem for sufficiency is

known as:

(a) Rao-Blackwell theorem

(b) Crammer-Rao theorem

(c) Chapman-Robins theorem

(d) Fisher-Neyman theorem

Consistency can specifically be named as:

(a) simple consistency

(b) mean-squared consistency

(c) simple consistency and mean squared
consistency both

(d) all the above

If the expected value of an estimator is not

equal to its parametric function 1 (8), it is

said to be a:

() unbiased estimator

(b) biased estimator

(c) consistent estimator

(d) none of the above

Bias of an estimator can be:

(a) positive

(b) ncgative

(c) either positive or negative

(d) always zero

If X,.X5....X, be a random sample

from an infinite population where §? =

1 2 . .
- X, - X|", the unbiased estimator for
LY (1)
the population variance o? is:
1

— 5
n=1

(a)
(b)
()

(d)
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Q.17

Q.18

If Xy, X3,..., X,, is a random sample from
an infinite population, an estimator for the
population variance o? such as:

l - 7y i bi.am C5 i-
(a) ,,Z(X: x) is an unl esti

mator of o2

| L .
(b) ;Z(x,.wx) is a biased estimator of

o’

E(X,- - f)z is an unbiased estimator

of a?
{d) nome of the above

If xj,x3,....%, be the values of random

(c)

sample from a normal population N{p. u"),

LS (5 -9) isa:

n-1
{a) unbiased estimator of o?
(b} sufficient statistics for a?
(c) mean squared error consistent estimator
of a2
(d) all the above
Simple
t (8) means:

@ A7, -t@)>c}=1

® Jim B {7, -x(@)<c}=1

2
5=

r T of

y of an "

@ Jim A {7, -(@)f<e}=0

(d) all the above

A sequence of estimators T,,T3,...T, of
T () is said to be a best asymplotically
normal estimator if it satisfies the condition:
@ Jn[7,-(8)]~ N(Il a’) asn— @
(b} T, is consistent

(c) T, has minimum variance as compared
to the variance of any other estimator

T,.

Q24

Q.25

Q.28

PROGRAMMED STATISTICS

(d) all the above

If X,, X5,..., X, is a random sample from

i .
150

X
apopulation N (1, &%), the estimator Z"

(a) a BAN estimator for p

(b) a consistent estimator for p
(c) 2 unbiased estimator of p
(d) all the above

Which of the estimators are BAN estimators?
(a) ML estimators

(b} Minimum Chi-square estimators
(c) both (a) and (b)

(d) none of (a) and (b)
Crammer-Rao inequality is based on:
(a) stringent conditions

(b} mild conditions

(c) no conditions

(d) none of the above

Regularity . of €
inequality are related to:

(a) integrability of functions

(b) differentiability of functions

(c) both (a) and (h)

(d) neither (a) nor (b)

Crammer-Rao inequality with regard to the
variance of an estimator provides:

{a) upper bound on the variance

(b) lower bound on the variance

{c) asymptotic variance of an estimator
(d) none of the above

Crammer-Rao inequality is valid in case of:
(a) continuous variables

(b) discrete variables

(c) both (a) and (b)

(d) neither (a) nor (b)

Crammer-Rao inequalily was given by them:
(a) jointly

(b) in different years

(¢) in the same year

(d) none of the above

The d in the Cr
inequality is known as:

(a) information limit

-Rao

-Rao
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Q.29

Q.31

Q.32

(b) lower bound of the variance

(c) upper bound of the variance

(d) all the above

The inequality for the lower bound of the
variance of an estimator which is not based
on stringent regularity conditions was given
by:

(a) Aitken and Silverstone

{b) Neyman-Person

(c) Chapman-Robins

{d) none of the above

If X, X;,.... X, are iid variates from a
density f(x; 8), then the Crammer-Rao bound

on the variance of an estimator 7, of 1 (8) is
given by the equality:

2
@ Y%(T,)2 a[t(B)] ]
HE[;B_G log f(x 9}:|
s
® V(1) 2 — O

a
nE 20t log f(x;6)

) W%(T)z __P"(_B)L
E[ a'ag , log f(x: e)]

e
(d) vs{;:}z_.__.m_.

RE[%:- log f(x: e)]

The lower bound for the variance of an
estimator T, under amended regularity
conditions of Crammer-Rao was given by:
(a) R.A. Fisher

{b) A. Bhattacharyya

(c) Silverstone

(d) all the above

Another name of best asymptotically normal
estimator is:

239

(a) variance unbiased estimator

(b) best linear unbiased estimator

(c) consistent asymptotically normal
efficient estimator

(d) all the above

Mean squared error of an estimator T, of-

T (D) is expressed as:

(a) bias + vary (T))

(b) [bias + vary (T,))?

(c) (bias)?® + [vary (T

(d) (bias)? + vary (T)

Mean squared error of an estimator 7, of

1 (0) is minimum only if

(a) bias and vary (7)) both are zero.

(b) bias is zero and var, (T, ) is minimum

(c) bias is minimum and var (7,) is zero

(d) none of the above

Mean squared

T, of T (B) implies that:

(a) T, is biased but has minimum variance

(b) T, is unbiased but has minimum
variance

(¢) T, is unbiased and var, (T,) tends to
zero as sample size n tends to infinity

(d) T, and varg (T,) tends to zero as sample
size n tends to infinity

y of an

If T, and T, are two unbiased estimators of
1 (8) based on the random sample X, X,,

<o X, then T, is said to be UMVUE if and
only if:

@ V(T,)2v(T))
® V(T)sv(T))
© V(1)=V(T)
@ v(n)=v(1)=1

An estimator T, of 1 (8) is said to be more

efficient than any other estimator 7, of
1 (8) if and only if
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(a) var (T,)<var [1’:)

) var [T: )

<1

MR

e) ———i
v(T,)

(d) all the above

A minimum variance unbiased estimator T,

is said to be unique if for any other estimator

™

n

(@) var(T,)=var (T})

(b var (T,) s var (77)

(c) both (a) and (b)
(d) neither (a) nor (b)

An estimator T, is said to be a sufficient
ic for a | ic fi T(0)if it
d all the infor which is

contained in the

() population

(b) parametric function t (8)

(c) sample

(d) none of the above

If X;, X;,..., X, is a random sample from
a density f (x; 8) for a < x < b where a and
b are independent of 0, then any statistic &
will be called a sufficient statistic if the joint
probability density function g (x;, X, ... X3

8) of X;, Xa,..., X, can be expressed as:
@ &{x:8)e:(0)

® £(8.0)8 (0. 53 ..05,)

© £(0.0)8:(x1. x3.....%,:0)

(d) none of the above

Let X, X;, ..., X, be arandom sample from
a density f (x; 8). A statistic §=s5(x,x,,

Q.42

Q.43

Q.45

Q.46

PROGRAMMED STATISTICS

.- X, ) is said to be a sufficient statistics if
the conditional distribution of x,, x,, ..., x,
given § = 5 is:

(a) independent of s

(b) dependent of 8

(c) independent of B

(d) all the above

Let x, x3,...,%, be arandom sample from
aBemoulli population p* (1- p)"~*. A suffi-
cient statistics for p is:

(a) Lx;

(b) Mx,

() Max(x;,x5;,...%,)

(d) Min(x,, x5,....%,)

Rao-Blackwell theorem enables us to obtain

minimum variance unbiased estimator

through:

(a) unbiased estimators

(b) complele statistics

(c) efficient statistics

(d) sufficient statistics

A sufficient statistics is minimal if and only

if itis a:

(a) minimum sufficient statistics in a
sequence of sufficient statistics.

(b) a function of every other sufficient
statistics

(c) a function of UMVU estimators

(d) all the above

A sufficient statistic §=3(x},%;....,%,) is
said to be complete for a parameter 8 if:
@ E(5)=0=5=0

(b) E(S)=1=>5=1

{c) cither (a) or (b)

(d) neither (a) nor (b)

If f {x; B) is any family of parametric
distribution and g(x) be any function
independent of 8, then g(x) is a complete
family if:
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Q.47

Q.49

Q.50

Q.51

(@) Vylg )=

(b) Efgx)]=

(c) g =g(x)-g(®)
(d) none of the above

An estimator Ty =#,(x,,x;,...,x,) for 8 is
said to be admissible if for any other

estimator Ty =ty(x;,%3,....x,) for 8, the

relation is of the type:
(2) R(.6)2R(1,.0)
(®) R (11,8)=R(r.,6)

) R (1.8)<R(r,.8)

(d) none of the above

Let X be a random sample of size one from
a normal population with mean 0 and vari-
ance o2. Then the sufficient statistics for o
is:

@ 1X1

X

© X*

(d) none of the above

If 7, and T are two most efficient estimators
wllh the same variance 5% and the cor-
relation between them is p, the variance of
(T, + T,)/2 is equal to:

(2) 8

() p§*

() (1+p)S*/4
@ (1+p)S*/2

If the sample mean X is an estimate of
population mean , then X is:

(a) unbiased and efficient

(b} unbiased and inefficient

(c) biased and efficient

(d) biased and inefficient

o, 1 Aard d

P asan of
population standard deviation is:

(a) unbiased and efficient

(b} unbiased and inefficient

[

Q.52

Q.53

F13]

(c) biased and efficient
(d) biased and inefficient

2
Hint: var (X)=— and var (med) = —]

2n
Efficieny of le mean as d to
median as an estimate of the mr.-anofa
normal population is:
(a) 64 per cent
(b) 157 per cent

(c) 317 per cent

(d) 31.5 per cent

If ¢ is a consistent estimator of 8, then:
(a) t is also a consistent estimator of 82
(b) £ is also a consistent estimator of 6
(c) A is also a consistent estimator 62
(d) none of the above

If T, is a consistent estimator of 8, then e
is a:

(a) unbiased estimator of

(b) consistent estimator of e®

(c) MVU estimator of

(d) none of the above

I X, Xs,..., X, is arandom sample from

a population p* (1-p)"" forx=0, [ and
0 < p < 1, the sufficient statistics for p is:

@ 2%

i=l
® Mx

il
(c) both (a) and (b)
(d) neither (a) nor (b)

If X, Xy, .o
the populat

X, is a random sample from
having the density fi

then the maximum likelihood estimator for
6 is:
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Q.57

Q. 60

() JEX?/n
M) TX}/n
©) JEX}/n

) £X/Jn

If X, X;,..., X, is a random sample from
a population

1 o520
:] ;]2::

the maximum likelihood for 8 is:
(a) ZX;/n

() £x?/n

© JEXT/n
) JEX?/n

The diameter of cylindrical rods is assumed
to be normally distributed with a variance
of 0.04 cm. A sample of 25 rods has a mean
diameter of 4.5 cm. 95% confidence limits
for population mean are:

(a) 4.5 3 0.004

(b) 4.5 3 0.0016

(c) 4.5 7 0.078

(d) 45 02

The monthly expenditure in excess of
Rs. 2000 of the families in a locality is
approximately negative exponentially distri-
buted. A random sample of four families’
per month expenditure was reported as Rs,
3000, Rs. 3500, Rs. 4500 and Rs. 5000. An
estimate of the average expenditure for the
given distribution of the locality is:

(a) 2000

(b) 3000

(c) 4000

(d) none of the above

If T=t(Xp, Xa,.... X,) is a sufficient sta-

Q. 61
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tistics for a parameter 6 and an unique MLE
@ for O exists, then

@ 8=1(X,. Xz, ... X,)

(b} 6 is a function of ¢

@© 8 is independent of ¢

(d) none of the above

If T=1(X,, X,..... X,) is a MLE of  and

T () is a one to one function of 0, then
(a) T(1)is a MVU estimator of T (8).
(b) T (1) is a unbiased estimate of T (8)
(c) T(r)isa MLE of T (8)

(d) all the above

In estimating the p ters of a linear
function, most ly used method of
estimation is:

(a) maximum likelihood method

(b} least square method

(¢} method of minimum Chi-square

(d) method of moments

The set of equations obtained in the process
of least square estimation are called:

(a) normal equations

(b) intrinsic equations

(¢) simultaneous equations

(d) all the above

Least square
a linear model are:

(a) unbiased

(b) BLUE

(c) UMVU

(d) all the above

Least square s of the |
a linear model are not:

(a) necessarily consistent

(b) scale invariant

{c) asymptotically normal
(d) all the above

Least square theory was propounded by
whom and in which year?

(a) Gauss in 1809

(b) Markov in 1900

of the of

of
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Q. 69.

Q.70

Q.71

Q.72

Q.73

(c) Fisher in 1920
(d) none of the above

The minimum variance approach was put
forth by whom and in which year?

(a) Gauss in 1809

{b) Markov in 1900

(c) Fisher in 1920

(d) all the above

The credit of inventing the method of
moments for estimating the parameters goes
to:

(a) R.A. Fisher

(b) J. Neyman

(c) Laplace

{d) Karl Pearson

By the method of moments one can estimate:
(a) all constants of a population

(b) only mean and variance of a distribution
(c) all ofa ion distributi
(d) all the above

G lly the esti btained by the
method of moments as compared o ML
estimators are:

(a) less efficient

(k) more efficient

{c) equally efficient

(d) none of the above

Method of minimum Chi-square for the
estimation of parameters utilises:

{a) Chi-square distribution function

(b) Pearson’s Chi-square statistic

(¢) Contingency table

(d) All the above

Modified minimum Chi-square differs from
minimuem Chi-square in respect of:

(2} numerator of Chi-square statistic

(b) denominator of Chi-square statistic
{c) basic approach

(d) none of the above

Mean square error of estimators obtained
by the method of minimum Chi-square is:
(a) less than ML estimators

(b) more than ML estimators

(c) equal to ML estimators

(d) none of the above

L

QM

Q.75

Q.77
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Minimum Chi-square estimators are:

(a) consistent

(b} asymptotically normal

(c) efficient

(d} all the above

Minimum Chi-square estimators are not

necessarily:

(a) efficient

(b) consistent

(c) unbiased

(d) all the above

Main feature of Bayes' approach in the

estimation of parameter is:

(a) to consider the parameter a random
variable

(b) specification of the prior distribution

(c) both (a) and (b)

(d) neither (a) nor (b)

The probability density function f (x; 8) in

which X and © both are random variables

can be expressed for given value of & = 8

and prior density g (0) as:

@ f(x:0)=f(x16)2()

(®) f(x:0)=£(x18)/g(8)

(©) f(x:0)=g(6)/f(x16)

(d) none of the above

Bayes" approach is:

(a) universally accepled

(b) a matter of controversy

(c) irrelevant

(d) none of the above

Bayes estimator T(8) of a parametric

function 1 (8) of 6 can be obtained by the

formula with usual notations as:

_Jx(8) f(x10)d8
[£(x16)g(0)d6

[+(0) f(x10) £ (8)g(0)40
Ja(@)de

fx(0)g(6)28

O Te0)r(xi0)a0

(@) #(0)
) @)=

©)
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Q.81

Q.83

Q.84

- o JT(©)£(+10)g(0)d0
@ o= Cies(0)d0

Which of the following statements is true?

(a) Bayes estimator is always a function of
minimal sufficient statistics

(b) Bayes estimators are most efficient

(c) Bayes estimators are always asymptoti-
cally normal

(d) None of the above

Which of the following statement is not
correct?

(a) Bayes estimators in many cases are
asymptotically consistent

For large n, estimators tend to ML esti-
mators imespective of prior density g(8)
(c) Properties of Bayes esti are given
in terms of maximum risk

Goodness of a Bayes estimator is
measured in terms of mean squared
error loss

Pitman’s estimator for location parameters
are generally:

(a) unbiased

(b) consistent

(c) a function of sufficient statistics

(d} none of the above

Pitman estimator for location usually
possess:

(b)

(d)

{a) smallest mean square error

(b) asympotic property

(c) a property of complete statistic

(d) all the above

Formula for Pitman estimator for the scale
parameter 8, where  L(x,10) is the likeli-

hood function fori= 1, 2, ..., n is:
@ b= IB}L{:,-iB)dB
Jo* L(x;10)d0

o J ial’_ L(x,18)d0
] e ——

| (-:, L(x,18)d0

Q. 86
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o E-:TL{x,le}da
© 0 1L L(x 10)d0
gt

(d) none of the above

For a fixed confidence coefficient (1 - a),
the most preferred confidence interval for
the parameter 8 is one:

{a) with shortest width

(b) with largest width

{c) with an average width

(d) none of the above

The most pragmatic approach for deter-

mining (1 = &) per cent confidence interval

is to find out:

(a) zero width confidence interval

(b) equal tail confidence coefficient interval

(c) a confidence interval such that the
combined area of both the tails is equal
toa

(d) none of the above

Samph dian as an of population

mean is always:

(a) unbiased

(b) efficient

(c) sufficient

(d) none of the above

Confidence region (o estimation

of:

(a) Confidence interval for a parameter of
a distribution

(b) confidence interval for two or more
parameters of a population distribution

(c) both (a) and (b)

(d) neither (a) nor (b)

A family receives 1, 2 and 3 wrong telephone

calls on three randomly selected days.
Assuming that the wrong calls follow
Poisson distribution, the estimate of the
number of wrong calls in 6 days is:

(a) 6

(b) 12

(c) 36

{d) none of the above
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Q. %0

Q.91

Q.92

Q.93

QN

Given the probability statement that,
P(4.35<08<1567) =090

which of the following statement is correct

in respect of given probability statemem?

(a) 4.35 and 15.67 are 90 per cent confi-
dence limits

(b) The confidence interval is 11,32

(c) Probability that p lies in the interval
(4, 35, 15.67) is 0.90

(d) all the above

If 5, is a sufficient statistic for 6 based

on the sample x,, x3,..., %,, the function

%Log.{. is a function of:
(a) © only

(b) «, only

(c) 1, and © only

(d) none of the above
The concepts of consistency, efficiency and
sufficiency are due to:

(a) J. Neyman -

(b) R.A. Fisher

(c) C.R.Rao

(d) J. Berkson

If X, X3,..., X, is arandom sample from

any distribution having K™ moment E (X*),
the consistent estimator for E (X*) is:

W X

isl

._2 x*
=l
(c) both (a) and (b)
(d) none of (a) and (b)
If ¥ is a sample mean from the binomial
distribution b (1, p), than
(a) X is a sufficient statistics for p
(b) ¥ is an efficient statistics for p
{c) both (a) and (b)
(d) none of (a) and (b)

(b)

Q.95

Q. 9%

Q.97
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Formula for obtaining 95% confidence
limits for the mean p of a normal popula-
tion N (p, n’} with known o are:

—196< 2K <196

(a) J_

(b) Jﬂ[—zﬂvz 7 < zq.,] =095
- o
(€) *¥ I.Dﬁﬁ
(d) all the above
If the density function of a variable x is,
f(x;8)=0e
for0<x<awm,

95% central confidence limits for large
sample n are

et
() [u “3‘;]/3

o ()

(d) none of the above

Formula for the confidence interval with
(1 — @) confidence coelficient for the vari-
ance of the normal distribution N (1, o?),
when p is known, is given as:

(a) P[ll—ws SIw:] =l-a

(b) P'T'-Sﬂ £

1
=l-a
I1-n.r:
(c) both (a) and (b)
(d) neither (a) nor (b)
Formula for 95% confidence limits for the
variance of population N (u, o), when pis
unknown, is:



Q. 100

Q. 101

Q. 102

Q. 103

2 2
ns
. <ol s
Lin-1jin.025) Ln-1)t0.975)
2 ]
ns 2 ns
by T2 Zg- = 3
Loos Loors

(c) both (a) and (b)

(d) neither (a) and (b)

A 1 ple of 16 he ives has an
average body weight of 52 kg and an
standard deviation of 3.6 kg. 99% central
confidence limits for body weight in general
are: [Given: t5 o, = 2.95]
(a) (54.66; 49.345)

(b) (52.66; 51.34)

(c) (55.28: 48.72)

(d) none of the above

Two samples from two normal populations

having equal variances of size 10 and 12

have means 12 and 10 and variances 2 and

5 respectively. 95% confidence limits for

the difference between two population

means are: [Given: Tons, 70 = 2.086]

(a) (~1.57;5.43)

(b) (0.214; 3.786)

(c) (0.477; 3.523)

(d) none of the above

Confidence limits for the population mean

difference can be found out only when:

(a) the observations on two variable are
paired

(b} when the two variables are correlated

(c) both (a) and (b)

{d) neither (a) nor (b)

Formula for the confidence interval for the

ratio of variances of two normal population

involves:

(a) y2-distribution

(b) F-distribution

(c) r-distribution

(d) none of the above

Ce

(a)

(b)

y of an is a:
large sample property only
small sample property only

Q. 104

Q. 105

Q. 106

Q. 107

Q. 108
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(c) property not related to sample size

{d) property applicable to any sample size
In sampling from a population having
mean p and variance o, the estimator

"
X, =-5-ZX‘- be the sequence of esti-
iml
mators of p based on samples of size n, then
X,
(a) BAN estimator of p
(b) mean-squared
of p

(¢) unbiased estimator of p
(d) all the above

For the exponential distribution,

is:

TOr

f[x;9}= %e""‘l;x >0,8>0,

the estimator £ X; /n, based on a sample of
size n, is an unbiased estimator of:

(@) 18

(b) 10?

() @

@ e

For an

e 1

the

ti to be ¢
of the esti

(a) mecessary

(b) sufficient

(c) necessary as well as sufficient

(d) neither necessary nor sufficient

For the sample mean to be an unbiased

estimator of population mean, the condition

of normality of population is:

(a} necessary but not sufficient

(b) necessary as well as sufficient

(c} sufficient but not necessary

(d) none of the above

For the distribution,

f(x:6}=é;0$xsﬁ

a sufficient estimator for 8, based on a
sample X, X,,..., X, is,
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Q. 109

Q. 110

Q. 111

Q. 112

Q. 113

Q. 114

(@ IX;/n

) JEx?

(c) max (X, X;3,.... X,)
() min (X, X, - X,)

A confidence interval of confidence co-

efficient (1 — @) is best which has:

(a) smallest width

(b) vastest width

(c) upper and lower limits equidistant from
the parameter

(d) one-sided confidence interval.

Let X,, X3, ..., X, beasample from density

N (8, 02, then the statistic T = (X;, £X})
for 0 is: )

() sufficient and complete

(b) sufficient but not complete

(c) not sufficient but complete

(d) neither sufficient nor complete

The maximum likelihood estimators are
necessarily:

(a) unbiased

(b) sufficient

(c) most efficient

(d) unique

Least square estimators under linear set up
are:

() unbiased

(b) UMVUE's

(c) BLUE's

(d) all the above

For a random sample from a Poisson
population P (A), the maximum likelihood
estimate of & is:

(a) median

(b) mode

{c) geometric mean

(d) mean

For a random sample (xy, x3,..., x,) from
a population N (u, o?), the maximum
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likelihood estimator of o? is:

22X -X)
(=X
5;(& —F):

ped R

Q. 115 If the variance of an estimator attains the
Crammer-Rao lower bound, the estimator
is:

(a) most efficient
(b} sufficient
(c) consistent
(d) admissible

(a)
(b)
()

(d

ANSWERS

SECTION-B

(1) estimate (2) best (3) not possible (4) random
sample (5) random variable (6) estimate (7) estimator
(8) point (9) consistent (10) consistent (11) unbiased
(12) bias (13) (bias)® + var (T,) (14) zero (15)
UMVUE (16) mean-squared error (17) holds (18)
information (19) MVE (20) Aitken and Silverstone
(21) different (22) lower bound (23) better (24) 1946
(25) 1945 (26) Aitken (27) CANE (28) limiting (29)
minimum (30) less 31) V(T})/V(T,) 3D 7, =T
(33) sufficient statistic (34) independent (35)
sufficient statistic (36) minimal sufficient (37)
complete (38) unique (39) MVU (40) Rao-Blackwell
(41) admissible (42) risk (43) likelihood function
(44) maximum likelihood (45) unbiased/con-
sistent/unique (46) maximum likelihood (47)
unbiased (48) 1 (49) 2(:,—-3]2/:: (50) sufficient

statistic (51) sufficient statistic (52) A/TAX (53)
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med (,tl, Xyyeuny x,,] {54) smallest X; largest X (55)
BLUE (56) unbiased (57) UMVU (58) Gauss-
Markov (59) Karl Pearson; 1894 (60) asymptotically
normal (61) less (62) z(x, -f]z/n {63) sample

mean (64) I/x (65) Pearson's Chi-square (66)
denominator [éT}n]mmt l:qu.ll (68) 1. Bcrkson, 1955
(69) « i plotically ne fefficient (70)
unbiased (71) random variable (72) fixed quantity
(73) prior distribution (74) previous knowledge (75)

F(x/8) ©)76) [x(0)1(x10)2(0)/ [ r(x0)e0)d0

(77) minimal sufficient (78) maximum likeli-
hood (79) asymptotically normal (80) minimax

(81) (x+a)/ (n+a+p) (82) (x+r)/(1+a)

(83) _[BL(xla)da;J'L{;m}da(s-n smallest (85)

sufficient statistic (86) minimax (87) location
invariant (88) f,, (89) confidence coefficient (90)
shortest (91) upper and lower (92) confidence region
(93)d (94) conce 1(95) consistent (96)
consistent (97) unbiased (98) biasced (99) consistent
(100) unbiased (101) more efficient {102) unbiased
(103) biased; inefficient (104) 1,; 8 (105) UMVUE
(106) uniqueness (107) Fisher and Neyman (108)
Consistent (109) (110) £X; (111) more
(112) 2/x (113) biased (114) unbiased (115)
consistent (116) maximum likelihood (117} non-
existent (118) best unbiased (119) most efficient
(120) most efficient (121) unbiased; efficient (122)
unbiased (123) consistent (124) T, = T, (125) better
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Chapter 1

Testing Parametric
Hypotheses

SECTION-A
Short Essay Type Questions
Q.1 Write a note on the exigency of testing of was originally set forth by J. Neyman in 1928 and
hypothesis. Karl Pearson in 1933,

Ans.  There is always some contention about the
value(s) of a parameter or the relationship between
p s. When | ic values are unknown,
we estimate them through sample values. If the
sample value is exactly the same as per our con-
tention, there is no hitch in accepting it. And if it is
far from our contention, there is no reason to accept
it. But the problem arises when the sample provides
a value which is neither exactly equal to the
parametric value, nor too far. In that situation one
has to develop some procedure(s) which enables
one to decide whether to accept a contended
(hypothetical) value or not on the basis of sample
values. Such a procedure is known as testing of
hypothesis,

There can be more than one procedure to test a
hypothesis. If so, which one to choose out of many
tests at hand. For this purpose, many properties of
tests have been put forward. A test with maximum
virtues is most preferred one. So we have to deal
with hypothesis, tcslprooodnm-.s and Ihl!ll' mpcrnes
The theory of testing p i

Q.2 What is meant by the test of a statistical
hypothesis?
Ans. A statistical test of a hypothesis H is a rule
or procedure which makes one to decide about the
P or rejection of the hypothesis H.
Q.3 What are the principle steps involved in
statistical test.
Ans. A statistical test mainly involves four steps:
(i) Evolving a test statistic
(ii) To know the sampling distribution of the test
L
(iii) Setting of hypotheses testing conventions
(iv) Establishing a decision rule that lead to an
inductive inference about the probable truth.
Q.4 What is the diff b a hor
scientific hypothesis and statistical hypothesis?
Ans.  Research or scientific hypothesis is the

hyr is whicha i postuln:s to meet his
objecm Whercas statistical hy is is a testabl
ions of 1 h or sc:enuﬁc hypotheses or

1 hyf



250

the functional relation about the population
parameter(s).

Q.5 Define parametric statistical hypothesis.
Ans. A statistical hypothesis is an assertion about
a parameter of a population or parameters of two or
more populations. For instance, the life of the electric
bulb in general, is 2,000 hours, i.e., = 2000 hours.
Twao bulb manufacturing processes produce bulbs of
the same average life, etc., ie, p = p,.

In other words, a statistical hypothesis is an assertion
about the distribution of one or more variables.

Q. 6 Define null and alternative hypothesis.
Ans.  According to Fisher, any hypothesis tested
for its possible rejection is called a null hypothesis
and is denoted by H,

Allcrnalw: hypothesis is a statement about the
which provides
an :dtu.rnaln«; to the null hypothesis within the range
of pertinent values of the parameters. It is denoted
by H, or H,. The idea of alternative hypothesis was
propounded by J. Neyman, If H_ is accepled, H, is
rejected and vice-versa.

10N p or par

Q.7 Define simple and composite hypotheses.
Ans.  If a statistical hypothesis completely specifies
a distribution, it is known as simple hypothesis,
otherwise composite hypothesis. For a normal
distribution N (i, 6%) with o known, the hypotheses
Hy:p=20vs. H,: p =30 lead 1o simple hypotheses.
Here H,, and H,, both are simple hypotheses. But
generally H, is composite because H| is given as
B# g, > [ OF | < g,

Q.8 Define and elaborate two types of errors in
testing of hypotheses,

Ans.  There is a probability of committing an error
in making a decision about a hypothesis. Hence, two
types of errors are defined as follows:

First kind of error. Reject H; when it is true.
Second kind of error. Accept Hy when H| is true.
First kind of error is also named as Type I error or
refection error, and the second kind of error as
acceptance error. Probability of Type [ error is
denoted by o and probability of Type Il error by .
Notationally,

PROGRAMMED STATISTICS

P (reject HyH, is true) = a

P (accept HyH, is true) = B
From the definitions, it is apparent that if H is
accepted, then only type I1 error is committed and if
H, is rejected, only type I error is committed.

Let us consider a practical problem. If a medicine

is administered to a few patients of a particular
disease to cure them and the medicine is curing the
disease, but it is claimed that it has no effect or has
an adverse effect, and hence it is discontinued. This
is type I error. On the contrary, the medicine has
adverse effect and is claimed to have good effect
and the treatment is continued. This is type Il error.
If we delve into the consequences of both types of
errors, we find type Il error is more serious than type
I error. Hence, « may be relatively large than p. In
view of these facts, effort is made to minimise B
even for certain risk of type I emor usually 0.01,
0.05 or more.
Q.9 Discuss power of a test and power function.
Ans. For testing a hypothesis H;, against H, the
test with probabilities o and P of type I and 1T errors
respectively, the quantity (1 — B) is called the power
of the test.

The power of the test depends upon the difference
between the parameter value specified by H, and the
actual value of the parameter. 1 — § can be expressed
as a function of the true parameler, say, 8. If Tis a
test of H, the power function of T is defined as the
probability of rejection of H, when the distribution,
from which the sample is drawn, is parameterised
by 6 and denoted by P, (8). In terms of second kind
of error, the function | — B (8) is known as the power
Sunction. Whereas the function B (8) is known as the
operating characteristic function or OC function.
Q. 10 Define and discuss the level of significance.
Ans.  The level of signifi may be defined as
the probability of type I error which we are ready to
tolerate in making a decision about H,. Briefly,

P (reject H/H, is true) = a.

It is our endeavour to carry out a test which
minimises both types of errors. Unfortunately for a
given set of observations, both the errors cannol be
controlled simultaneously. Hence, it is a general
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practice to assign a bound to type I error and to
minimise type 11 error. Thus, one chooses a value of
« lying between 0 and 1 which is known as the level
of significance.

While choosing a level of signiﬁcance, one
should also consider the power of a test against
various alternatives, If the power of a test is too low,
one should choose a higher value of o say 0.1, 0.2,
0.5, ete.

Q. 11 Define the size of a teslL.

Ans.  The size of a non-randomised test is defined
as the size of the critical region. Practically, it is
numerically the same as the level of significance.

Q. 12 Clarify the concept of critical region.

Ans.  Let Qdenote the sample space of observations
or the potential set of data, ie., Q= (x,, x,, ..., x,}
where (x,, x3,..., X,) is a possible value of X, X,,

- X,. Then sample space is specified by the test
statistic under null hypothesis H. The space {2 is
divided into two types of region, © and (Q - w). The
level of significance is the size of the critical region
. The critical region is also known as the region of
rejection. The region of rejection may be situated on
both the tails or on only one tail depending on the
alternative hypothesis. Also the region (2 - w) is
called the acceptance region. If the value of the test
statistic lies in the acceptance region, the null
hypothesis Hy, is accepted and if it lies in the critical
region, H, is rejected.

Also a critical region of size « which minimises

P among all critical regions which do not exceed
is called best critical region (BCR).
Q. 13 How can a decision about one-tailed and two-
tailed test be taken?

Ans. If an alternative hypothesis is such that it
Jeads to two-sided alternatives to the null hypothesis,
it is said to be a rwo-tailed test. For instance, testing
Hy:p=20vs. H, : p#20 leads to two-sided test as
p can be greater than 20 or less than 20. In this
situation half of the area of critical region lies on the
left tail and half on the right tail. If « is the area of
the critical region, @/2 is the area on both the tails.

Again, if the alternative hypothesis provides one-
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sided alternative to H, e.g., H tn=20vs. H 1 p >
20 or H, @ p < 20, the critical region of size o lies
only on one tail, specifically an area equal to a lies
on the right tail given by © : z > z_ when H isp >
20 and on the left tail when H, is u < 20, an area
equal to c givenz < —Z

Q. 14 Distinguish between non-randomised and
randomised test.

Ans. A test Tof a hypothesis H is said to be non-
randomised test if the decision about the rejection or
acceptance of H is based on a test statistic, H is
rejected if the test statistic lies in the critical region
otherwise accepied.

A randomised test is one in which no test statistics
is involved. The decision about H is taken on the
basis of some predicted criteria. For instance, it is
decided that H, will be accepted if on tossing the
coin falls with head and rejected if the coin fall with
tail. But randomised tests are seldom used.

Q. 15 Throw light on the role of degrees of freedom,
and give its definition.

Ans. A test statistic always involves estimates(s)
of the parameter(s) under test and estimated values
do depend on the sample vis-a-vis the sample size.
Hence, number of observations plays an important
role in testing of hypothesis. Also in a large number
of cases, the estimate approaches the true parameter
as the sample size increases. In view of these facts it
becomes necessary 1o take into account the sample
size while testing a hypothesis.

The number of independent observations in a set
is called degrees of freedom (d.I.).

In other words, degrees of freedom may be defined
as the number of observations in a set minus the
number of restrictions imposed on them.

In testing of hypothesis or interval estimation, the
critical value of a statistic is obtained from the table
of the distribution of the test statistic for the prefixed
level of significance and corresponding d.f. of the
lesl statistic.

Q. 16 What is a critical function?
Ans. A function yy(x;, x;, ..., x,) of the sample

values xj, X3, ..., X, where T'is a test of a hypothesis



H, is said to be a critical function of a randomised
“test Tif,

yr{x. x3,...0 X, ) = P[H, is rejected | (x,, x, ..., x,)
is observed]
On the other hand, the critical function in a non-
randomised test divides the sample space into three
regions, one the region of rejection, the other the
region of acceptance and the third, the boundary
between the region of acceptance and the region of
rejection. In this situation, either the boundary is
considered to be included in the region of rejection
or a randomised test is applied

Q. 17 What do you understand by optimum test?
Ans. A test is said to be optimum if it minimises
both the errors o and B. Unfortunately, no such test
is available as the reduction in one type of error
causes the increase in the other. Hence, in normal
practice a test which minimise B or maximises

- B) for a desired low level of o is considered to
be an optimum or best test.
Q. 18 Name different properties of a test.
Ans. For comparing different tests of a hypothesis
H, it becomes necessary to look into the properties
of the tests. Main properties of the statistical non-
randomised tests are as follows:

(1) Most powerful (MF)

(ii) Uniformly most powerful (UMP)

(iii) Unbiased

(iv) Uniformly most powerful unbiased (UMPU)

(v} Minimax

(vi) Admissible
Q. 19 Define most powerful test.
Ans.  Let £ be the sample space and w the critical
region and @ = (1-w, the acceplance region.

Atest Tof Hy:0=0, vs. H:0=0, (simple vs.
simple) based on the sample values x: (x,, X3, ..., %)
is said to be a most powerful test if and only if,

P{xsmlﬁ.,)=jl,,¢x=a

and for any other test 7 of the same size a,
Pr(xewlH) =P (xeon,|H,)
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where @, satisfies the condition,
lydr=a
8y

The critical region a satisfying the above conditions
is known as the most powerful critical region of
size a.

Q.20 When do you call a test uniformly most
powerful?

Ans. AtestTof Hy:0=0y vs. H):0=8, is said
to be a uniformly most powerful test of size o if,

P{xaulﬂ,)=j_z.., di=a

and P (xcolH )2 P (xeo,lH ) forall 828,
where @, is any other critical region such that,

Lydi=u

The critical region « satisfying the above condi-
tions is called wuniformly most powerful (UMP)
region.
Q. 21 State Neyman-Pearson lemma and give its
utility.
Ans. The lemma given by J. Neyman and E.S.
Pearson provides the most powerful test for testing a
simple null hypothesis against a simple alternative
hypothesis.

Let X;, X;,.... X, be a random sample from a
density f (x; 8) where 8 £ ©, rhepnnmelnc
© consists of only two elements 6, andO ie., G-
{84, 8,}. Also the joint probability density

L(x10) = £ (x,. 8) £ (%2, 0} ... f (%,.6)

L (x18) is the likelihood function of sample obser-
vations for a parameter value of 8 where x = x,, x;,
vy

If there exists a critical region © of size a and a
non-negative number K such that

L(x18;)
L(x18,)

>Kforeveryx em



TESTING PARAMETRIC HYPOTHESES

L(x18,)
L(x184)
Then o is said to be the best critical region (BCR) of
size o for testing Hy: 0 =0, vs. H;:0=0,.

Any test T corresponding to the BCR o is the
mosi powerful test of size @ of the hypothesis H,
against .

Neyman-Pearson lemma helps to determine the
size of type T and type I1 errors for the given range
of x. Also it helps to find out the power and power
function of a test in case of testing a simple null
hypothesis against a simple alternative.

Q. 22 Using Neyman-Pearson lemma, find the best
critical region for the test of hypothesis Hy:p=p,

and

< K for every x e

V5. H,: = p, for the normal population _f(;; wo?)

when o is known in the cases, (i) Ro <y (i) py>
;- Also find the power of the test.

Ans, Let X, X,,..., X, be arandom sample from
the population under ideration. Adopting usual
notations and using Neyman-Pearson lemma, BCR
is obtained as,

! ]

=I5}

L{xlp,) r;r o
L(xlpg) z?',zt:.—u..a‘

- £ -E(x-wo)’
or e ;‘;g{ " ' ] >k

Taking logarithm and solving we obtain,

n 1
5oz (i- u3)+;~f(u. ~ o) Zx; > logk
E(w - uu}>-logk+—( }

>Llugk+l(p +1g)
(g =pg) 2 e

Case (i). When g <p;, BCR is determined as,

=
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Case (ii). When py >y, BCR is determined by,
F<hy
where &, and A, are equal to the right hand of the

inequality under the two situations. We know,

2
under HD,E-N[pn.dT] and under H, ¥~

2
N[u,.%]. Using Neyman-Pearson lemma, the
value of A, can be obtained by the relation,

Jn Sox(F-m)’
= L AT

P(x>kHy)= d¥ =a and
(%> 111Ho) 0’;]2!! L.E “

for the value of A,
L™ 2
by ~goTiF-Ma)

- n
P(x clziHn)=a—‘E=;J’_wr =a
Jalx-
“Substituting —-E-(E—LO): Z, the integral relation
[+3
for &, is
[
1 -
— 2 dr=a
n J:'{a.-.-n}fu ¢
and for A,
Jr(hy=ng)fa LI
e? di=an
,p'ZRJ‘

Suppose A is a value which is obtained from the
table of area under standard normal curve such that
the integral,

_Edz
Jz_x(’ I=0

Therefore, by equivalence,

A, = J;(?vl —Hp)

or =g+,

"'J_
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Similarly, hy=pp=Ag

.J'
For the power of the test,

P(xeolH ) =P(3>M\IH)=1-p

F("“I}

t=p= 0‘;}21'( 'Ll
Jalg-p,
L.

Now substituting

1
e

L 2
b= -L';[l.-uu)fﬂ ¢t &

Putting the value of A, obtained for BCR,

1 -3t
0

1
LN 2
b

e

where Zg =Aq —:;E(lh ~Ho)

=1-9 (z)

where the value of ¢ (z,) can be obtained from the
table for the area under the standard normal curve.
In a practical problem either of the two situations
will oceur, i.e., either py < p, or yy> .

Q. 23 Given the nine sample values 4.5, 6.5, 1.8,
4.2,7.7,8.5,9.4, 5.3, 3.9 from a normal distribution
with mean p and variance 4. Find the best critical
region for testing Hy: p = 4 vs. H:u=5 of size
0.05. Also calculate lhe power of 1h= lest.

Ans. It is given that,
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n=9%p,=4,0=2and a= 005
From the table we have to scarch a value of A such
that the area on the right tail of the standard normal
curve is 0.05. Therefore, A, = 1.64. Using the same
notations as in Q. No. 22,

o
Ay =I-‘o+ﬁ1u

2
=4+—x164
3)‘

=35.09
Hence the best critical region is 5.09 to «.
For the power of the test,

2 =l,645—%(5-4)

=1645-15
=0.145

The power of the test,

1-p =1-$(0.145)
=1-005765
=0.94235
Q. 24 When a test is called a minimax test?
Ans.  Atest Tof Hy:8=0; vs. H;:0=9, is said
to be a minimax test if for any other T°, the following
inequality holds.

Max [R(T,08,). R(T.8))] < Max [R(T",8,),
R(T",8))] where R (T, 8) is the risk in using the test
T when 8 is the true value of the parameter. So is
R(T", 0).

Q. 25 Define an unbiased test.
Ans. A test Tof the null hypothesis Hy: 0 £ @, vs

H:0e©; is said to be an unbiased test if the
probability of rejecting H,, when it is false is at least
as much as the probability of rejecting H, when it is
true, ie.,

l’s.:;po P, (e)ssl:gl Pr(8)

where ©UE, =0and©;NO, =$.
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Here we would like to i a term, unbiased
critical region. A critical region which is such that
the power of a test based on it is never less than its
size is called unbiased critical region and the test
corresponding to it is called unbiased test. In terms
of probability, the conditions for testing H,, against
H, for an unbiased lest of size a are:

.P{x E mlHn} o
PlxewlH}za"

A test is said 1o be uniformly unbiased or completely
unbiased if the power of the test is always greater
than its size a.

Q. 26 Define uniformly most powerful unbiased
test,

Ans.  If among the class of unbiased tests, there
exists a test, which is uniformly most powerful, is
known as uniformly most powerful unbiased rest
(UMPUT). Neyman-Pearson called a critical region
corresponding to a UMPU test, the critical region of
type A|. The advantage of UMPU test is that even if
UMP test do not exist, UMPU test may exist,
Q.27 What is meant by an admissible test
procedure?

Ans. A test procedure § is said to be admissible if
there exists no other test procedure &' whose risk for
testing a hypothesis about a parameter 8 is less than
the risk of 8 for testing the same hypothesis about 8.
Notationally test procedure 8 is admissible if,

R(8,8)< R(6,5) forall @

R(8, 8) < R(B, 8") for some &
Q. 28 Give the names of the methods of testing of
hypotheses.
Ans. The names of different methods of testing
of hypotheses are:
(i) Likelihood ratio test
(ii) Student’s r-test
(iii) Normal deviate test or Z-test
(iv) Chi-square test
(v) F-test
(vi) Bayes test
(vil) Sequential probability ratio test (SPRT)

Q. 29 Discuss the general approach of likelihood
ratio test.

Ans, Let X, X,,..., X, be arandom sample from

adensity f(x;0) where 0=(0,,0,,...,0,,). Sup-
pose one is interested in testing the hypothesis H:
0 =49, where, £0. In likelihood ratio test we

consider the likelihood functions under H and under
the entire parametric space. The ratio,
L{x!8,
M) = L31%)
L{xIB]
is called the likelihood ratio. The value of A (x} lics
in the interval (0, 1).
The critical region for the test statistic is A (x) < &,

where k is determined from the distribution g (A) of
A to provide a test of size a, ie.,

[ @)er s

Q. 30 Given a sample xy, x5, ..., x, from a normal
population having mean p and variance o2, test H, :
1t = p, by the method of likelihood ratio test.

Ans. The likelihood functions under H, and under
& are to be written first.

We know that the maximum likelihood estimates of
p and o? are, :

.2 =
and 6" = ;Z{x, —.t)1 =5

Likelihood function,

s

]'”,-i-z['*:—*l’
fori=1,2,...n

a2
= 1 t—l&
2 usi

L(xlﬁ,&z]t[z—lf

Under H,,, the estimate

& =23 (5~ wo)’



] E— 2
LRI R

=5t "[E‘Mn)z
Hence under H, the likelihood function
-w2
L(xlp,. &%) = [21( [.s2 +[I—Bn)2}] et
The likelihood ratio,

. L(xln,.87)

L(x1,67)
-n2
[Zn [32 +{T-po) }] 2
(2“ Iz)""‘ 2
w2
A= _l )
14+ B oMo
e
or AY = ! 3
I+ £
n=1
where 1 is student’s-t with (n — 1) d.f.
Therefore, L is a i ing function of

2. In this situation we can use distribution of £#°

instead of L. Rejecting 100 o per cent largest values
of # amounis to rejecting 100 a per cent smallest
values of L. Hence, we can use equal tail r-test. It is
a UMPU test for H.

Q. 31 Given arandom samplé x, x5, ..., x, froma
normal population with p.d.f f(.t: , uz), test H, :
o =0, vs Ho=»a, applying likelihood ratio test.
Ans. The likelihood ratio

L(xl,af)
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LI
zaz[r ¥

(oo VT e

E(x, - %)

Em| e

_;[s(x!_f)z]-fz _%I:l—l:;_’:--]

Ty

£(x -%)
Suppose w=—
g
i =R—n‘? “n,'z e"ﬂ en'z

= c”!ﬂ '—a\'Z
where ¢ is a constant

The critical region for the test statistic can be found
by the relation,

u"? e <k
Let the two roots of the above be C, and C,. Then
the critical regions are determined by the relations,
u<CanduzC
under Hy, the variable u is distributed as x* with
(n = 1) d.f. and the distribution does not depend on
the unspecified parameters. We can decide about H,
by comparing the value of A with the critical value
of ¥* for a level of significance and (n — 1) d.f. If

Az Ii.-—lv reject Hy, otherwise accept H,,

Q. 32 How can you appiy likelihood ratio test in
case of large samples?

Ans.  Suppose we want to test H, : 8 = 8, where
6, & 8, some interval on the real line of the para-
metric space ©.

Let x, %3, ..., X, be alarge sample of size n (n> 30)
and 6 be the ML estimator of 8,, Then,
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If the first and second derivatives w.r.t. 8 in 8 of the
distribution of x exist, under Hy, - 2 log X is
approximately distributed as %2 with (n = 1) d.f. The
test may be performed in the usual manner.

Q. 33 Describe Student's r-test.

Ans.  Student’s ¢ distribution was given and first
used by W.5. Gosset in 1908, The W.S.
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Z lor testing Hy:p=po vs. Hiip# g is

Z= -l
cr,Qn !
where n is the sample size on which X is based. In
case o is not known and n z 30, a is replaced by its

-wsZ<m

Gosset is better known by his pseudonym, student.
Suppose we want to test Ho: p=pg vs. Hip#p,
on the basis of a small random sample x, x5, ..., %,
of size n (n < 30) from a normal population,
N [p, a’} with 6 unknown for predecided level a.

Obviously it is a two tailed test.
For testing H, student’s f statistic is,

f:M._msgsm
5
21(’1“;]2
(n-1)
fori=1,2,...n

Definition. Student’s ¢ is the deviation of estimated
mean from its population mean exp d in terms
of standard error. The test criteria is; reject Hy if
Lt 24y OF —1 €~y .y, otherwise accept Hy,

where 5=

Further, if one wants to test Hy:p=py vs. H,,

1> Mg OF j < Jig, the test statistic remains the same.

The only difference in the test procedure is that the
critical value of ¢ is only on one side.

In case of Hj:p> g, the test criteria is that reject
Hyif 1245,

. 34 What is a normal deviate test?

Ans. A test of Hy : p =y, of a normal population
N (i, o?) against an alternative hypothesis H, can
be tested by normal deviate test provided the
population variance o? is known or the sample drawn
is large say, 30 or more. When the sample size is
large enough, it is supposed that the sample variance
is almost equal to population variance. The statistic

esti d value s.

The variable Z ~ N (0, 1). For the two tailed test,
reject HyifZ2Z,, orZ5-Z,;,. But for a one-
sided test when H,:pu > pg, reject Hy if Z2 Z,, and
when Hy:p < py, reject Hy ifZ5-2,,.

Q. 35 How do you test the equality of two means
of normal populations N{u,.af] and N[u,.o%)

when o and o3 are known?

Ans. Totest Hy:p =p, vs H,: orp, #p,or
Ky > Hy OF |y < iy, the test statistics is

X-x
Z= ‘z 2 —wSzgw
o] o
1,2
non

where n, and n, are the sample sizes on which X;
and X, are biased.

The decision criteria remain same as in case of
one mean,

Q. 36 What are the assumptions about t-test?

Ans. There are five assumptions about f-lest as
given below:

(i) The random variable X follows normal
distribution or the sample is drawn from a
normal population,

(ii) All observations in the sample are indepen-
dent.

(iii) The sample size is small, i.e., less than 30 as
an usual practice. Also the sample should not
contain less than five observations.

{iv) The hypothetical value p, of p is a comect
value of population mean.

(v} The sample values are correcily measured
and recorded.
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Q. 37 What are the properties of r-test?
Ans.

(i) Student's r-test is a robust test. By a robust
test we mean a test which is not vitiated much
even if all the assumptions made about the
test do not fully hold good.

(i) Student’s t-test for tesling Hy: p = py vs, H:
p = p, for an arbitrary ¢ from a normal
population provides an uvniformly most
powerful unbiased test.
Q. 38 A manufacturer of dry cells claimed that the
life of their cells is 24.0 hours. A sample of 10 cells
had mean life of 22.5 hours with a standard deviation
of 3.0 hours. On the basis of available information,
test whether the claim of the manufacturer is correct.
[Given : 45 o= 2.2623]
Ans. Assuming that the lifetime of cells is distri-
buted normally. Here we test
Hyp=24vs. Hip=24
by student’s i-test.
_(240-225)x3
0
=15
The caleulated value of ¢ is less than the tabulated
value of £ since #y 5= 2.262. Hence we accept H,
ie., the claim of the manufacturer is correct.
Q. 39 Give the procedures for testing the
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where X, —-—Zx".x; -—Zx,,

Ll i=1

2("’11 -5 )1 + ;[121 ’?:]2

p= (ny +ny -2)

(I:xu)} Z 2 (EI-‘U)

(ny +my —2)

- (m ']}’12 +(ny - |)512.
(m +ny-2)

where s and s are the variances of the first and
second samples respectively.

Statistic t has (n, +n, - 2) d.f.
The test criteria are, reject Hy if £ 2 1., (n +ny - 2),
otherwise accept H,,, where o is the predecided level
of significance.
Case (ii). When of # o3, t-test for H, can be per-

fi d by two approaches. One is W.G. Cochran’s
approximate t-test and the other Berhnns—Flsller test.

of two normal populations mean when the in-
dependent samples are drawn from the populations

N[p,,c,’)md N(pz.rs;] in cases, (i) uf =u§ =

a? (i) o? 2ol
Ans.  Let the two independ
sizes n and ny be x;, X3, Xy, and Xgp, X330

ples of

small

Xn, respectively. The test statistic for testing H,, :
By=ppvs Hypop# o,
Case (i). o7 =a2 =a? (unknown) is

Following usual under

Cochran's approximate test is,

,=_"|;_":2_
5 LS
5i L2
noon
For making a decision about H,, vis-a-vis H,, cal-
culated value of ¢ is compared with * where,
2 2
ki LS :
1 2
L TTRE Y S .
n =l n, g -1

Reject Hy if 21", otherwise accept Hy,
[Note: If ny=ny=n 1" =1, n-1]
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Case (iii). When of # o3, it is not possible to get
the standard esror of (¥, ~X,) and hence student’s
rtest cannot be used directly. Also {[n, ~1)sf +

(ny —1]s§} is not distributed as x* o. In the want

of any clear-cul test statistics, W.V. Behrens and
later R.A. Fisher suggested an alternate procedure
known as Behrens-Fisher test,

Let X,,%,, be the sample means and 57, 3, the
sample variances based on samples of sizes n, and

n, from two normal populations N{;t..cf) and

N{pz,gg) respectively where cr? ;:a%.

Let us define,

Lt
and.'
5| \I' I 20 1/ \l“"z
which are distributed with (n, = 1) and (n, = 1) d.I.,

respectively. Suppose

d=(fl-ul}‘(7‘z-ll:)

Substitute ——

5
=rsin@and —2= = rcos.
JE Vi
2 2 -
Thus, =[J—' +J—2] and an@ =L (;—’
n

1 s2%m

using the above relations,

—#1J=J_—"jl fand Ty -y ==t
m E
S _ Sy

yoalm Jns
F

_ rtysinB=rt; cosB
r

=t sin@ -1, cos0
Thus, it is evident that d depends on p, and p, and
is independent of uf and ci. Iff, (1) be the p.d.f. of

1, the probabilities that the two samples will have
values f, and ¢, respectively, lying within the
specified limits is,

J If(n.-ﬂ(’l}f»;-l('!) dry dry
The integral being over (2, t,) plane.
Let us assume that for some d, the region is given
by
1500 -1 cosB > oy
and determine d, such that the double integral is
equal to o, the predecided level of significance. For
a given a, dy will be a function of i, n, and 8 only.
Now substituting back, we obtain
ol T O Tl o] >d,
r r
(% = %) =1y~ 1) > rdy
(i —pa) > (% %) +rdy
(1) —m2) <(Fi - %;) - rdy
with the help of the above inequality, we can decide
about the null hypothesis. If (X, —x,)> rdy, then
1y = My will have a confidence coefficient less than

. Similarly if (¥, -%,)<rdy, then ) 2p, will
have a confidence coefficient less that a. The value
of dy are available in Fisher and Yates tables for
different values of 8. For a sufficiently small value
of a, we reject H, if |¥) =%y > rd;,.

The main objection of Behrens-Fisher test is that

LY . .

~L has been taken as a constant which is not a
¥

correct supposition. But here it is worth pointing out
that the power of Behrens-Fisher test is more than
the power of Cochran’s (est.

Q. 40 Given the statistics of two samples drawn
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from two normal populations N(ulqu] and
N(np.03) as,
ny =6,% =25and 5] =360
ny =8 %, =20 and 53 =250
Test Hy: iy = W, vs. H| = # gyunder two situa-
tions (i) o‘f =cr§.[ii] al 2o}
[Given: fyosi2 =218; tooss = 216
Tngss = 2.5T L 1y e 7 = 2.365]

Situation (i): Cl,z = cr§,

The statistic
25-20
T
544 1 +-
6 8
=170
where
sz=5x36+?x25
r 6+8-2
=29.58
xP=S.44

Since ¢ < 2.18, the tabulated value of ¢ for 12 d.f. and
a = 0.05, we accept Hy, ie., there is no significant
difference between the two population means.

Situation (if): o} # o}

First we apply Cochran’s test. The test statistic,
25-20
36,25
6 8
=1.66
Value of
= 6x2.571+3.125x2.365
6+3.125
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Since r = 1.66 < 2.50. H; is accepted.
Now we apply Behrens-Fisher test.
From the given statistics,

2=38.5 _g12s
6 8

r=302

IB.I'IG:-EKJ-E-:L'{S
5 V6

0 =tan™' 138 = 60.08°
Also X - Xy =5.
Fora=0.05,d.f. n,=1=5, n,=1=7 and 6 =60°,
the value of dy is 2.50. Thus,

rdy =302x2.50
=755
¥ =% =5<755

Hence we conclude that there is no significant
difference between p, and p,.

Q. 41 When do you use paired s-test and how (o
apply it?

Ans.  Let us consider two variables X, and X, which
are normally distributed and there exists a correlation
pb them. In practice, the observation are
taken on the same item or the items which are paired
before taking the observations. Let the difference
between the paired values X, - X, =d. (X, - X,) is

distributed with mean i, and variance (o? +02-

2po,o;)
In paired #-test, we test Hy:pp = Ovs. Hy:pp 20,
The test based on n paired values [x,,,xn).

(Xlz-xn]-"-(xl.--*u} is

thas (n - 1) d.f.

where, d;=x,;, - x, fori=1,2, .., n
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d= —Zd' and 53 -—Z(d -ay’

il

Test eriterin is, reject Hy it |21, ,_,, otherwise
accepl M,
Q.42 The ements of diameter of 8

cylindrical rods by vernier calliper and micrometer
were as follows:
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Hy:P=pyvs. H:P+ py.

Hyg can be tested by Z-test. The condition is that the
sample size should be large. For a binomial

i 1
distribution, to lestHa:p-—-i,ﬂ should be 10 or

more. Let a; be the number of items in the class
C, and n, in class C, out of n. Thus n + n, = n.

. N
Vernier reading (X,): 2.265 2267 2264 2.267 Also the proportion of items in C, is p=="andin
2268 2263 2.264 2258 "
Micrometer reading: 2.270 2.268 2.269 2.273 Co s
(X,)): 2270 2270 2268 2.268 2'*’I=‘"—'
Test whether the difference between The test

ments of diameter by vernier and micrometer is
significant or not. [Given: e = 2.365]

Ans, The difference (X, - X)),

d: 0.005, 0.001, 0.005, 0.006, 0.002, 0.007, 0.004, 0.010

d= 0.040 = 0.005,
8
2
2= ! {o 000256 - 24 }
7 8

= 0.000008
54 =0.0028

The statistic,

0.005 x /8
0.0028

=5.05
The calculated value of 1 = 5.05 is greater than the
tabulated value 2,365 of ¢ for 7 d.f. and o = 0.05.
Hence, Hy is rejected. It confinms that there is a
significant difference between the readings made by
vernier and micrometer at a = 0.05. .
Q. 43 How can one test the hypothesis for a hypo-
thetical value of proportion in a class of binomial
population on the basis of a sample.
Ans. The interest lies in testing the hypothesis that
the proportion P of items in a class C, out of two
classes in the population is p, or not on the basis of
a sample of size n. Here we test,

1=

Z=ﬁ
JPo qo/n

where, g,= 1 —pyand Z ~ N (0, 1).
The test criteria is reject Hy if 222,45 or

-Z £-Z,; where ais the prefixed level of signifi-
cance. In case, H: P > py, reject Hyif Z 2 Z . In
cav.'.H Pcp.rcjucl HyifZ<-Z,.
d of wnrklng with the
ropomuns. u ls possible to deal with the number of
items (outcomes) belonging to a class associated
with p. Taking the number of items x in class C,, the
test statistic for testing H,, is,

7= (x+0.5)-np,
V1 Po 4o
use (x - 0.5) if x> np,.

ifx <np,

The test criteria remain the same as above. Addition
of 0.5 to x makes the approxi of bi ial to
normal distribution more exact.

Q. 44 In crossing of 30 white dams with brown
sires, it is expected that half of the calves will be
white and the rest will be brown. But the experiment
showed that out of 30 calves, 20 were brown and 10
white. Can it be believed that there will be in general
50 per cent brown calves?

Ans. Herewehxvctumlﬂutp=% vs, Hﬁp#%,
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1 . 20 2
. Al =—=—,
OP=373

1
It means Pn=‘i"‘?ﬂ=5

To test H, the statistic

=182

The critical value of Z for 5 per cent level of
significance is 1.96 which is greater than 1.82. Hence
we accept H, This reveals that the expectation of 50
per cent brown calves is correct.

Alternatively Hy is tested by taking the number of
calves,

As per the question x = 20, np, = 3I}x%-15.:>

npy,. The statistic

z={1(‘.I—I31L5]—15
i’oll)x—l-xl
2 2

=164

Again Z= 1.64 < 1.96. We accept H,.

Q. 45 How will you test the equality of two pro-
portion of items in the same class on the basis of iwo
independent samples drawn from two populations?

Ans. HerewearctotestHy:F=Pvs. H:R# P
on the basis of two samples of sizes ) and n, from
populations A and B respectively. Let there be two

classes C, and C,. The number of items belonging to
different classes are displayed in the table below:

Classes
C, C,
Sample from A o, o, "
Sample from B o, o, n,
0,+0, 0,+0, n +n,

The observed proportions in class C, for items from
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. 0,
populations A and B are, p, =ﬂ—‘_q, =% and
) 1

o ‘
=, 4= %‘ respectively.

Py =
2 N

H,, against H| can be tested by the siatistic,
IPH —le
P 1
;ipq[—+ Y
L]

O, +0]

Z=

Under Hy B =P, p= . =1- p. The term,

np+ny

f)&(i +L] is the standard error of (p, - p,).
no

In case H,, is doubted to be true, the standard error of
(p, = py) should be restandardised using

- [P P a
L e
1 2

The decision about H;, can be taken in the usual

manner.

Q.46 A survey was conducted in two types of
lonies, one isting of normal residents and the

other of slum dwellings to know whether the pre-

valence of Tuberculosis (TB) in slum area is more

than the normal area.

A sample of 600 persons in normal area had 28
persons suffering from TB where in a sample of 400
persons in slumn area, 96 persons had TB. Do the
data support our assertion?

Ans. Here we have to test H:R =P vs. H:

Tl 3

P, < P, The given infor can be as
follows:
Classes
TB No TB
Normal area 28 572 600
Slum area 96 304 400
124 876 1000
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From the table,

28
=—=0.047, g, = 0953
Py 500 9
96
=—=024,4, =076
P2 200 92

. 124 N
Under Hg.p= 1000 =0.124, § =0.876
The statistic

. [0.047 - 0.24|

T
Jﬂ'mxum[m*lﬁbﬁ]

_ 0193
00213
=9.06

Here we have to apply the one-tailed test. If 1 per
cent level of significance is chosen, the tabulated
value of Z_ = 2.33 which is less than 9.06. Hence we
reject Hy, It means that the prevalence of TB in slum
residential area is more than the normal area.

Q. 47 How can the hypothesis that the variance of
a normal distribution has a specified value o be
tested?

Ans. Here wetest Hy:o® =al, vs. Hi:o® 20}
Let there be a random sample x;,x3,.... x,. H, can

be tested by x2-test subject to the condition that n <
30.

The test statistic
=2
2_ i (x "")
=

o

fori=12,...m

X

(n=1)s*
= T
¥ has (n = 1) d.f.
The decision criteria is, reject Hy if %° 2 %35 (v
or X7 < L{i-a/2).(n-1)* Otherwise accept H,, Where a
is the prefixed level of significance.
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In case of one-tailed test, ie., testing Hy: ol = crﬁ
vs. Hy: o? <o, reject Hy if g 2 x{i_qy oy OthEr
wise accept H,.
Again for testing Hy:o” =} vs. H;: 0 >0}, re-
ject Hy i!'xz 2 IL_l. otherwise accept H,.
Q. 48 A manufacturer claims that any of his lot of
items cannot have a variance more than 1 cm? A
sample of 25 items has a variance of 1.2 cm?, Test
whether the claim of the manufacturer is correct.
Ans. Here we test Hy: ol =1vs. .'La'l:t:r2 =l
The test statistic
2 _ 24x12
R
=288

For o= 0.05, %7 0s.24 = 36.41 which is greater than

x*=28.8. Hence accep: Hy. This confirms the claim
of the manufacturer.

Q.49 Give an appropriate test for testing the
hypothesis Hy: o =0, vs. Hj:o 20, of a normal
population with unknown variance o2,

Ans. The appropriate test for testing H, against H,
is Z-test, The statistic

Z=

s-a

s/J2n

for large n.

5/+/Zn is the standard error of the sample standard
deviation 5.

Decision about H, can be taken by the set procedure.

Q. 50 Give the test statistic for testing the equality
of two standard deviations of the normal populations.

Ans. Let n, and n, be the sizes of two large
1
les from two I populations N(u,,a})and

F L 2

N(py.03). Also of and o} are unknown.
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The statistic for testing Hp: 6, -0, =0 vs. H;
o, ~a, #0 1s,

|-'1'3':|

2 2
¥
LI

2n, " 2m,

where sl"andsg are the variance based on large
samples. Also Z ~ N (0, 1).

The decision about M is taken in the usual manner.
Q.51 What do you understand by the test of
goodness of fit?

Ans. In test of hypotheses or estimation of para-
meters itis usually assumed that the random variable
follows a particular distribution like Binomial,
Poi normal distribution, efc. But often the need
is felt to confirm whether our assumption is true or
not. So on the basis of outcomes of a trial or obser-
vational data, Chl -square l.m is performed which
the d P the observed
frequencies and lhwmtwnlly determined frequencies
from the assumed distribution for the same event. If
the discrepancy is not large, it is considered that our
assmption about the distribution of the variable is
correct, olherwise nol.
Here we test Hy: the data have come from the
assumed distribution.

vs. H: H, is not true.
If 0y, 0,...,0; arc the observed frequencies and
E,, E,,....Ex are the corresponding expected fre-
quencies, the test statistic

Z=

2
2 (0.-E) :
= E ——fori=12,....k
i E

o
=) ——-—n
i ‘Ei

¥ has (n = 1) d.f.
where ZO, =n.
i
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The expected frequencies are oblained by finding
the probability of an cvent to which an O, belongs
and then by multiplying the probability by n, we get
the corresponding E,. Thus E; = np,. Here it should
be kept in mind that £0; = L E; = n. The decision

criteria is, reject H, if x* =32, otherwise accept
Hy
Q. 52 Is it necessary to consult 3 -table to decide
about the null hypothesis.
Ans. No, because if the calculated value of chi-
square is less than or equal to the degrees of freedom
for chi-square, there is no need 1o consult y*-table.
In this situation, null hypothesis be pted as such.
‘The reason being that under the null hypothesis, the
expected value of calculated chi-square is the degree
of freedom of %2 and only much higher value of x?
will lead to rejection of the null hypothesis.
Q. 53 How to apply the Chi-square test in case of
multinomial distribution?
Ans. A common problem is to test the hypothesis
Hy:p;=p,fori=12,...k
where & is the ber of cl. Such a problem is
often confronted in genetics and sociometery. A ge-
neticist expects a deﬁmu ratio of uffspn ng types out
of a set of ng. A sociol
ratio of ncwmnces of certain events. In all these
problems, H;, can be tested by Chi-square test.
Suppose O, represents the observed frequency in
the i* class and E is the corresponding expected
(theoretical or hypothetical) frequency where E, =
np,, under H,. The value of p, can be calculated by
the ratio of occurrence of frequencies in k-classes

given as rinian. If 0= =riand£,=
r
2,
r’
The test statistic
0,-E)
xz-zg—'-h—'}— fori=1,2,...k
i

x? is distributed with (k - 1) d.f.
The decision about H,, is taken as usual.
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Q. 54 In a breeding experiment, the ratio of off-

springs in four classes was expected 1o be 1 : 3

3 : 9. The experiment yiclded the data as follows:

AA Aa aA aa

No. of offsprings: 8 29 a7 102

Test whether the given data is in agreement with the

hypothetical ratio.

Ans, Herewe haven=176,r,=1,r=3,n,
=%and r=16.

The expected frequencies can be worked out as,

E.-'T?Exl_n Ez——-—ﬁEx’l 3,

Classes:

=3,

176
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Ans. If in a contingency table, one or more cells
are having zero count, then il is an incomplete
contingency table.

Q. 57 What is the difference between structural and
random zeros.

Ans. If there is a zero in @ cell and this cell count
has expected value zero Le. the probability of having
any observation in the cell is zero, then such a zero
is a structeral zero.

On the other hand, if the expected value i.e. the pro-
bability of having a count in the cell is greater than
zero, then the zero present in a cell is a random zero.
Q. 58 Give a contingency table showing structural
and random zeros.

Ey =33 E, = 16 x9=99. Ans. Consider the following (3 x 4) contingency
Thus table.
Factor B
2 (8-11)% +(29—33)’ +(37—33}’ (102-99)°  FactorA B, B, B, B,
11 33 33 99 A, 0 0 0 0
=0.818 + 0.485 + 0.485 + 0.091 A, 5 10 0 n
= LE79 A 9 12 8 10

For a = 0.05, x4 =781 which is greater than

the calculated value of ¥? = 1.879. Hence, we accept
Hy It suggests that the data support the expected
ratio in the four classes.

Q. 55 What is a contingency table?

Ans. A contingency table is a two-way table in
which the columns are classified according to one
eriterion or attribute and rows are classified according
to the other criterion or attribute. Each cell contains
that numbca‘ of items 0, possessing the qualities of
the i* row and j® column, where i = 1, 2, ..., m and
J=1,2, ..., p. In such a case, the contingency table
is said to be of order (m % p). Each row or column
total is known as marginal total. Also the sum of

The expected value of any cell count of first row is
zero. Hence such zero counts in the first row are
structural zeros. Whereas the zero count in the cell
(2, 3) is a random zero.

Technically, the structural and random zeros are
to be treated in the same way.
Q. 59 Isacontingency table only a two-dimensional
table?
Ans. No. A contingency table may be a 3, 4 or
more dimensional table. In general, it is a multi-
dimensional table. As an example, we provide a 3 x
2 % 3 hypothetical contingency table below:

row totals 3, g, is equal to the sum of col
i

E.CJ. ie., F R =§(:‘_i = n, (the sample size), Con-

tingency table helps to test the independence of two
altributes.

Q. 56 What is an incomplete contingency table?

Social Employment type
group ey Technical  Skilled  unskilled
totals

High Male 28 15 9
Female 5 13 11

Middle Male k) 23 45
Female 25 18 51

Low Male 7 12 106
Female 1 2 61
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Q. 60 Whalt is an explanatory variable in a con-
tingency table?

Ans. Many times the aim of analysis in a con-
tingency table is 1o explain the variation in one of
the variables through the variation of the other
variable. Thus, those variables which are used in a
contingency table 1o explain the variation in the
response variable, are called explanatory variables.

PROGRAMMED STATISTICS

otherwise accepl Hy.
Q. 62 Give the formula for calculating statistic x2
in case of contingency table of order (2 x 2).

Ans.  Suppose the contingency table of order (2 x
2) is as displayed below:

For example, the variation in alcohol ption
the response variable, may be explained through the
variation in explanatory variables like, social groups,
marital status, age groups ete.

Q. 61 How will you test the independence of two
attributes?

Ans. Suppose n randomly selected items are
arranged in a contingency table given below:

Columns
Rows B, B, .. B .. Bp Total
A 0, 0, - 0, = 0, K
A 0y Opn o Oy o 0, R
A 0, O, 0 .. 0, R

. 0,y .. O, R

Ay On Ony ..
Towl € & . ¢ « C, =&

Corresponding to each Oy, find the expected
frequency E; under Hy, by the formula,
RxC
. i -}
E; =

n

Here we test Hy: Autributes A and B are indepen-
dent,

vs. H: Attributes A and B are associated.
Hy can be tested by the statistic

= i i(ou ;:‘:,-)

el
x2 has (m = 1) (p - 1) d.f.
The test criteria is, reject Ho if %% 242 (0 iy

Columns
Rows B, B, Total
A a b a+bh
A, c d c+d
Total a+c b+d a+b+c+d=n

The direct formula for calculating the valve of
statistic —x? is,
n(ad - be)*
(a+b)(c+d)(a+c)(b+d)

2
¥* has 1 d.f.

Q. 63 Ifthere are only two classes C, and C, having
frequencies a and b which are hypothesised to occur
in the ratio r, : r;, how can you calculate the value of
statistic-x2?

Ans. Supposc L r. The direct formula for x3-
n
statistic 1o test the validity of the hypothetical ratio
riryis,
2
1_ {a-rb)

rla+b)

%2 has 1 d.f.

Q. 64 What is Yates’ comrection and how to apply
it?

Ans. When the expected frequency in a cell of
(2 x 2) contingency table is small say, less than 5,
the continuity of %2 distribution is disturbed. To
remove this deficiency, Yates in 1934 suggested that
0.5 be added to the small frequency for which the
expected frequency is less than 5 and other cell
frequencies be adjusted by adding and subtracting
0.5 in such a way that the marginal totals remain the
same. Afier adjustment, the value of 2 is calculated
in the usual manner.
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An alternative formula is suggested which
automatically takes care of the adjustments in cell
frequencies. The formula is,

1
n
o{ja-2d-3)
(a+b)(c+d)(a+c)(b+d)

® =

Here it is worth pointing out that the value of x?
after adj in cell fi byagq y 0.5

and the value of x? obtained by the alternative’

formula are equal. Yates' correction is applicable
only in case of contingency table of order (2 x 2).

Q. 65 Following table provides data with regard to
stature of the fathers and their first sons at the age of
25 years,

267

R =23(14s—14|—|15)’
10x13x15x8
=0.746

For a = 0.05, 35, =384l Since the calculated
value of %2 is less than tabulated value, we accept
Hy. 1t reveals that the stature of sons is independent
of the stature of their fathers.

Q. 66 What is Dandekar’s correction for continuity
of ¥ in a contingency table of order (2 x 2).

Ans. V.M. Dandekar's evolved a different correc-
tion method to maintain the continuity of x? when
the expected frequency in one or more cells are less
than 5 in a contingency table of order (2 x 2). From

a(2x 2) table calculate %8+ X1 X3 for the observed
conl'gum:un and those obtained by decreasing and

] y by unity respec-
nvely It sho‘u]d be hept in mmd that under any
ation, the marginal totals remain

Stature of fathers
Tall Short Total
g the et f
Stature  Tall 8 2 10
of sons ~ Short 7 6 13 in ¢
Total 15 8 23

Test that the stature of sons is independent of the
stature of the fathers.

Ans. The expected frequency corresponding to
the cell frequency 2 is less than 5. Hence, Yates’
correction will have to be applied.

Hy: The stature of son is independent of the
stature of father.
vs. H: Hgis not true,

The new configuration of the table under Yates®
correction is,

7.5 2.5 10
7.5 5.5 13
15 8 2
The statistic,
2 B(15x55=75%25)’
T 10x13x15x8
=0.746

The value of the statistic by the alternative formula
is,

same, Using the three Chi-square values, calculate
the value of corrected 2 by the formula,

1_2_ X=X (.2 2
x2 =y -2 A (xd - xd)
Xa—%a

Dandekar's correction, in general is slightly better
than Yates’ correction, although the Yates' correction
is easier to apply.

Q. 67 For the problem given in Q. No. 65, test A,
by applying Dandekar's Correction.

Ans. Here we calculate directly y2.
2= 23(48-14)°
0 T 10%13x15x8
= 1.704
2 - 23(63-6)*
T 10x13x15x8
=4.790
. 23(35-24)°

X = k13158
=0.178
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Q. 69 Write the purpose of coefficient of contin-
gency, and how is it measured?

Ans. When the hyp of independ: of
i y table is d by
performing y*-test, it ensures the association between

two altributes, One is not satisfied merely with

jation bul is also i d in the gth of

704 - 4.790
2217 170424790 01781
Ko = 0 = e —a70p (0178 1704)
=2.725 attributes in a
Calculated value of x* = 2.725 is less than the tabu-
lated value of %3 s = 3841, Hence Hy is aceepted
It means that the stature of sons is independent of g
the strature of their fathers.

Q. 68 Describe Fisher's exact test for testing the
hypothesis of independ of attributes ina (2 x 2)
contingency table.

Ans.  Fisher's exact lest consists of calculating the
probability of the configurations of the contingency
table of order (2 x 2) such as

B
BI BX
A, a b |a+h
A
A, ¢ d c+d
a+c b+d|a+b+crd=n

from smallest observed frequency up to zero by
reducing each time the smallest cell frequency by
unity keeping the marginal totals fixed. The prob-
ability for a configuration say, with d being smallest
can be obtained by the formula,

i} =[a;b}(r:d]
(ase)

_(a+b)(c+d){a+c)!(b+d)!
ntalblcld!

Caleulate P=py+py_ +...py + pp, Which is the

bability cor ding to one tail of the dis-
wribution. Reject H,, if P < @, otherwise accept Hy.
Fisher's exact test can be used to test (i) independence
of attributes (ii) the equality of proportions in two
classes.

The chiel defect of Fisher's exact test is that it
involves too much of computation, particularly when
the smallest frequency is more than 2.

Hence, there is a desideratum for a
measure of the strength of association. For this a
measure known as coefficient of contingency was
evolved by Karl Pearson in 1904, The coefficient of
contingency

1

¢ n+ x’
where n is the sample size. The value of C lies
between 0 and 1 and never aitains 1. C = 0 indicates
complete dissociation. A value pear to | shows a
high degree of association. Actually C is calculated
only when H,, is rejected.
Q. 70 1f Chi-square test indicates dependence, how
can one detect which cells in a (p % g) contingency
table contribute most to departure from indepen-
dence?
Ans. For d ing whether the contribution in
departure from independence of an individual cell
(i, j) is significant or not, we commonly find the
square root of the individual terms in the chi-square

statistic, i.e., calculate (00 -E; ]/‘jE# as an indi-
cator. But such an indicator has no yardstick for
claiming which of the indicator is large or small. As
a matter of fact, it follows no standard distribution.
Hence (0 ~ E;) is standardised such that it follows

a standard normal distribution - so we use the
expression,

0, -E;

JE:,»' (1 _Pi-)(l = P—j)
These standardised values are called residvals or
more exactly standardised residuals.

If the value of an individual residual is greater than
the 97.5 per cent value of standard normal distri-
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bution, i.e., 1.96, the contribution of an individual
cell is significant otherwise not.

[Note: Where p;, is the proportion of frequency in
(i, f) cell.]

Q.71 What treatment is metted to Chi-square
having large degrees of freedom?

Ans. If the d.f. for 2 are 100 or more, then Chi-
square can be approximated to a standard normal
deviate using the relation,

Z=\29% -2 -1
where & is the d.f. for 32 and Z ~ N (0, 1). Here H,
is tested by one-sided normal deviate test.
Q. 72 Give a suitable test for testing the homo-
geneity (equality) of several population variances.
Ams.  Suppose one is interested to test the homo-
geneity of k population variances, i.e., to test

Hy: uf = u% =...=cr=
vs. H,: at least any two of them are not equal.
Qut of various test p d the most d

¥

test procedure is one given by M.S. Bartlett in 1937,

Suppose 57, s3,..., 57 are the estimated variances
of o},03.....a} based on (n, - 1), (n, = 1), ...

(n, = 1) d.f. respectively. Let x: is the pooled

estimated variance where,
]
Z(m- )sf
= _i—
F'I (m~1)

To test Hy, we make use of x2-test where

32

k k
x* =log, 10[logyo 53 El[ﬂ,- -1)- 'E:I(n,- -1)x
logyo 571
2k E
=2.3026 [logg 5, E.I(n, - l)"'_‘:,("d —-1)x

logyq 571
%2 has (k - 1) d.f.

It has been proved that x* has an upward bias. Hence
a correction factor C is calculated by the formula,

1 k
C=1+ z
3(k-1) lr-t =1 ‘% (m,-1)

Corrected value of Chi-square,
Ln=1/c

Using 13 distributed with (k - 1) d.f., the decision
about H,; is taken in the usual manner.

Q. 73 How do you test the equality of variances of
two normal populations?

Ans. Here we want to test

Hy:of =0l vs. H: o} 2a]

Let 5 and 53 be the estimates of o? and o3 based
on sample sizes n, and n, respectively. H, can be

tested by the F-test where
2
Fa
2

Fhas d.f. (n, = 1), (n, - 1) where 5] is taken (o
be larger variance.

I F2 Ry ) thins-1).

accept H, .
In case H, is one-sided, ie., H,:o} >a}, reject
Hyif

reject Hy, otherwise

Fe ﬁl—uHh “Ih{m-1)}

Again if Hl:cf < u%. reject Hy if

F S By fm-thtns-n}

The value of statistic F is never negative,

Q.74 How will you test the equality of several
normal population means?

Ans.  Letthere be k normal populations N (.07 ),
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N (u,.cr;')..... N (u;.o}}. ‘We have to test

Hyipy =pp ==y
vs. H,: at least two means are not equal.
Under the assumption of homogeneity of variances,
ie, of =03 =..=o}. F-test under H,, can be per-

formed in the following manner. The statistic
.

Between sample variances
within sample variances
Suppose
¥,= j* observation in the / sample for i = 1, 2,
wkandj=1,2, .,
i sample size

f ,'EI ¥, [n, = i® sample mean.

N
¥ =i2. ﬂ,lf;‘,rfzu, = over all mean.

In notational form,
L3 = =/
In (%-F) Ak-1)

;..,.{YU r) z(u.-l)

Reject Hy, if Fz F| =k~ 1 and

(1-a).fvy.ve) where v,

i
vy = _I'.I(n, ~1).
P

Q.75 What do you understand by analysis of
variance?

Ans.  Analysis of variance is a device 1o split the
total variance of an experiment or trial |nt0

PROGRAMMED STATISTICS

Q. 76 Give skeleton analysis of variance table.
Ans. The skeleton ANOVA table is as given below:

Source of Degrees  Swm of Mean sum Variance
variation of freed q of sq ratio

df 55 MS

Due 1o F-value
A

B

c
Error
Total

In practice column captions are used only in
abbreviated form.

Q.77 Define Bayes’ test.
Ans,  Atest T of Hy:0=0, vs. H;:0=0, is said
to be a Bayes' test with regard to a prior distribution

g=P(0=0,) if for any other test T, the following
inequality holds.

(1-8)R(T,.80) + gR(T,.0,) < (1-£) R(T.8)
+gR(T.8,)

where R(T.0,) and R(T,.8,) are the risks in
choosing the test T, under Hy, and H, respectively. In
the same way R(7.8;) and R(T.8,) are the risks in
choosing the test T under Hj, and H|, respectively.
Q. 78 Give in brief the idea of sequential probability
ratio test (SPRT).

Ans. In case of tests based on fixed sample size, it
is generally not possible to determine the optimum

component variances responsible for it
towards tolal variance. The gap between total variance
and sum of component variances is attributed to ex-
perimental (random) error and so is true for degrees
of freedom. Analysis of variance utilises F-test. Each
component variance is tested against error variance
and conclusion is drawn in the same way as we do in
F-test for equality of two variances or several means.
Analysis of variance is abbreviated as ANOVA.

ple size so that no extra observations are recorded
except those necessitated to reach a decision.
M VS i the ple is too small to
arrive at a right decision. To overcome this problem,
Prof A. Wald i i in 1947 sequential
probability ratio test. In this test procedure, a decision
about H, is taken after each successive observation.
Hence in SPRT, sample size n is a random variable.
There are three types of decisions with which an
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investigator comes al:russ namely, reject H, acccpt
H, or continue sampling. The p is ter

as 500N as a decision en.he:r to reject or to accept H,
is taken. The test procedure is as follows:

Suppose one wants to test Hy:0=8; vs. H:0=0,.
Let X, X;..... X, be the sample selected up to the
m™ stage where &'s are i.i.d. with p.d.f. f(x; 0). The
test criteria is that for any two numbers A and A,
such that A, <A, the process of taking observations
is continued if the ratio of joint p.d.f. under H, to the
joint p.d.f. under H, satisfies the following inequality.

= f(x;,0,)
b <i-rllf(xi-9u]

<A
H, is accepted if ﬁf{x,—.ﬂl}‘,l"f[xi.ﬁo]sAﬁ or

rejected if I["']If(x;,e,);’f[x[.ﬂu]z.d, and the

process of taking observations is terminated. If «
and {3 are the probabilities of rejecting H, when it is

M

true and accepting Hy when H, is true, the decision
is taken in the following manner.

n f(x;.ﬂ }

Accept Hy il
coept o L x0)

. £(x81)
Reject H, if E[f{x,,ﬁo] 2P

and continue sampling if

m f(x;0 |)
1- [ yTrras a'

It has been proved that the process of taking obser-
vations terminates with probability one and on an
average there is saving in sample number.

Note: Testing of hypotheses with regard to correlation
coefficient(s) and regression coefficient(s) are given
in the respective chapters. Analysis of variance is
given in the chapter on experimental designs and
otherwise also.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:

1. There can be
test the same hypothesis,

procedure(s) to

2. The theory of testing parametric hypo-
thesis was first originated by in

3. Besides Neyman, the other pioneer worker
in the field of testing of hypothesis was

4. A hyp is an about the

parameter of a population.

The hypothesis which is under test for
possible rejection is called

hypothesis.

n

6. A hypothesis contrary to null hypothesis is

known as hypothesis.

7. The idea of alternative hypothesis was
propounded by

8. The hypothesis H;:0=8, vs. H:6=0, is
a hyp is against

alternative hypothesis.
9. The hypothesis H,:0>8, isa
hypothesis.
‘There can be only
in taking a decision about Hy,
Type
type
12,

10. types of errors

1L

error is more severe than
error,

kind of error is minimised for
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13.

4.
15,

16.

17.

18.

31

n

a prefixed leve! of kind of
error.
Probability of first kind of error is called the

of the test,
Probability of type 1 error is called .
Rejecting H, when Hy is true is
EITor.
Accepting H, when H, is false,isa
rror.
Whether a test is one-sided or two-sided
1, p A on h;' e -
The test statistic
tailed and two-tailed test,

in case of one-

. 1f B is the probability of type II error, the

power of the test is

. With usual notation, the function B (8) is

known as function.

. Level of significance lies between

and

The choice of level of significance is akin to
the of the test.

Critical region is also known as
A statistical test is a
about Hy,

to decide

- A randomised test does not involve any

A test in which the decision about a hypo-
thesis H is based on a statistic is called
test.

. A null hypothesis is rejected if the value of a

test statistic lies in the

There cannot be two regions in
any lesting problem.
One-sided alternative hypothesis leads to one

region of

3 'I‘I':csiz.eol’aneslisequa.llothemauflhe

The number uf independent values in a set of
values is known as

Degreesuffreedomlnalﬁttnkﬁmoﬁhe

LS

37.

39.

41.
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A test which minimises the two types of error
is termed as test.
Doesan_____ test exist in real life?
Atest Tissaidiobe _____ ifthere is
no other test of which the power is more than
thatof T.
A test T of size @ is said to be a
test if there is no other test of the same size
whose power is more than that of 7.
Neyman-Pearson lemma providesa_____
test of simple null hypothesis against a simple
alternative.
Neyman-Pearson lemma helps to determine
the size of and
errors for the given range of the variable X.
With the help of Neyman-Pearson lemma,
one can determine the and
of a test of testing H, against

H,

. If the maximum risk of a test T under simple

H, and H is not more than the maximum
risk ofanyoﬂm-tcﬂ?" under simple H, and
H,, the test T is said to be test.
If a test procedure T is such that the
probability of rejecting H, when it is false is
at least as much as the probability of reject-
ing Hy when it is true, T is said to be an
test.
Among the class of unbiased tests, a test
which is uniformly most powerful is called a
—_— lest,
A critical region corresponding to a UMPU
test is the critical region of
Thenamemucalmpon of type A, was given
by
If a critical res:mussuch that the power of
meiestbmodomtlsnmleammsm.
the critical region is known as
region.
If a test procedure & for testing a hypo-
thesis about a parameter 8 is such that its risk
is never greater than any other test &' for
testing the same hypothesis about 8 and is
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47.

48

49,

50,

51.

52.

53.

54.

55.

56.

58.

59.

61.

62.

less for some 8, then & is said to be an
lest.

The term critical function is related to
test.

A function Wr(xp, X;, .. X, ), where Tis a

test of Hy, is equal to the probability of

rejecting Hy when x,, x,, ..., x, is observed,

WX, X200 %,) is called a

The critical value of a test statistic is a

point between the region of accep-
tance and the region of rejection.

A normal deviate test does not utilise

A test based on the outcome of tossing of a

coin is a test,

If the likelihood ratio is A, the variable -2 log &

is approximately distributed as

Student’s r-test is applicable in case nt‘
samples.

Statistic-t is defined as deviation of snrnple

mean from population mean 1 in

terms of ,

The formula for student's-r statistic is

Student's ¢ is valid in case the varizble x
follows distribution.

1t has (n - 1) d.f. when all the n observations
in the sample are

The minimum number of nbsenrnhons re-
quired for r-test in a sample is

Student’s t-test is a test,

. t-test for a simple null hypothesis against a

simple alternative for an arbitrary population
standard deviation provides a test,
Student’s-r test based on two samples of
sizes n and n, for testing the equality of
two normal population means when the popu-
lations have same variances has degrees of
freedom equal to

Sample variances for testing equailly of tvm
normal population means with

63

6Y.

70.

71

72

73.

74.

75.

76.

77.
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Approximate t-lest for testing the equality of
two normal populations means with unequal
variances was given by

Beside Cochran's approximate test for testing

Hy py =, of two populations N(p,.af]

and N(u,. u%} when o} % o3 , the other test
is test.

Behrens and Fisher gave t-test for unequal
population variances

Fisher gave the test
for testing  Hy:p,

than Behrens
=, when of ,# o3.

Behrens was to give t-test for
lesting Hy:p, = py when tr.z.:c%,
Behrens-Fisher test is also not free from

The power of Behrens-Fisher test is

than Cochran's approximate -test.

Paired r-test is applicable 0nly when the
observations arc

The two variables say, X and ¥ in paired
t-test are

In paired r-test, one test the significance of
population
When the populauon standard deviation is
known, the hyp about population mean
is tested by

If the sample drawn from a population is
large, then the hypothesis about p can be
tested by

The validity of a hypothetical value of propor-
tion in a class of dichotomous population
can be tested by

By adding = 0.5 to the number of items
belonging to a class in Z-test approximates
the binomial distribution to

distribution.

To test whether the data follow an
d distribution or not is known as a

variances cannot be

test of .
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78.

79.

81,

82,

91

92,

93,

The value of y*-statistic depends on the

diff b and

frequencies.

The value of Chi-square varies from
to

The value of coefficient of contingency lies
between and

The value of coefficient of contingency never
attains the value

In a mulinomial popnlauon with k classes,

the degrees of freedom for 2 is

In working with a contingency table of order

45 thedf forgis .

The d.f. for x* while dealing with a contin-

gency table of order (2 % 2) is

Direct formula for ¥2 in case of conunscncy

table of order (2 x 2) with usual notations

is .

Direct formula for testing the validity of a

hypothetical ratio r for frequencies in two

classes is

Ifina(2x2) y table, the exg d

frequency in a cell is less than 5,

of % distribution is disturbed.

For small expected frequency in a 2 x 2

freq y table, suggested a

correction for continuity,

Dandekar’s correction is applicable when the

expected frequency in a cell of 2 x 2 contin-

geney table is .

In general Dandekar’s correction is
than Yates' correction.

Dandekar’s correction is not so frequently

used because its is bit com-

plicated.

The value of statistic ¥ under Yates' cor-

rection can directly be obtained by the

formula

Fisher's test of mdcpcndcnw of attributes

is exact in the sense that it calculates the

of the config and no
distribution is approximated.
Fisher exact test involves too much

95,

100.

101
102

103,

104.

105.

106.
107.

108.

109.

110.

111

112,

113.

114,
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Coefficient of contingency measures the
degree of .

When the value of %2 is zero, the value of
coefficient of contingency is
Coefficient of contingency is calculated only
when H, is by x>-test.

The value of coefficient of contingency near
unity ensures of association
between attributes,

Chi-square can be approximated to standard
normal distribution only if the d.f. for chi-

square are or more.
Homogeneity of 1 population variances
can be tested by test.

Bartlett's test utilises test.

There is an, bias in Bartlett's chi-

square statistic.

Equality of two pupnhlion variances can be
tested by

The ratio s7/s? of two sample variances
foll under the hypoth

of =a3.

Equality of several normal populations mean
can be tested by
Analysis of variance ulilises

Abbreviated form of analysis of variance is

Mean sum of square due to a component
factor is nothing but its

Error sum of square is ubta.med by
In sequential probability ratio test, sample
size is a
In SPRT, decision is taken after each
observation.

Sequential probability ratio test was invented
by in
Sequential probability ratio test is based on
the functionsof ____.

Bayes' test with regard to a given prior
distribution utilises .
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115,

116.

117.

119.

120.

121

122

123.

124.

If the difference in sample means of two
groups A and B of size 12 each is 5.42 unils
and the standard deviation of mean dif-
ference is 2 units, to test the significance of
mean difference, you would prefer to apply

Suppose there are two groups A and B of
same size. A received special treatment and
B is kept as control. Then, the null hypol.htxis
for comparing two groups is

On the basis of a sample of farm workers, the
hypothesis that 50 per cent of workers are
farm owners can be tested by

Whether five brands of fertilizers have equal
mean effect can be tested with the help
of .

The average life of electric bulbs is 1600
hours with S.D. = 112 hours. It is desired
that 95 per cent bulbs should not fall short of
the avernge life by more than | per cent, the

size is

[Given: 2545 = - 1.64]
A box contains 10 switches out of which
0 are non-defective. Test H: 0 =5 vs. H:
0 = 4. Also H,, will be rejected if the two
switches drawn at random with replace-
ment are defective. The size of the test is

q

For the problem given in Q. No. 120, the size
of type Il error is

The daily consumption of diesel of a
transporter is considered to be exponen-
tially distributed. The hypothesis that the
average consumption H: @ = 1000 litres/
day is to be tested against H;: 8 = 2000. If
the i on a randomly selected day
is 1500 litres or more, Hy, is rejected. The
size of the test is

For the problem in Q. No. I22 the power of
the test is

If p is the pmhabnmy of turning up a head
in tossing of a coin. To test Hy p = 0.5 vs.
H: p =06, Hy is rejected if there are 7 or

125,

126,

127.

128,

129,

130.

131

132

133.

134,
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more heads in 10 trials. The size of the test

is .

For the problem in Q. No. 124, the power of

the test is

For the problem is Q. No. 124, the size of

type Il error is

A large population of he:ghls of person is

distributed with mean 66 inches and S.D.

= 10 inches. A sample of 400 persons had

mean height = 62 inches. The data

the hypothesis H: i = 66 inches.

Two cattle feeds A and B are compared on

two groups of cows of the same breed of size

32 and 45. The average increases in milk

yield are 10 litres and I5 litres per week with

variances 4 and 5 litres® respectively. The

hypothesis of the same average effect of feeds

Aand Bis at o= 0.01.

If in a box of 20 transistors, @ are defective.

The hypothesis 8 = 10 is rejected if any two

transistors selected at random with

replacement are defective. If H,: 8 = 20, the

typeHemoris

The probability that the sample mean should

not differ by population mean by more than

o/2 units is 0.95 where o/2 is the population

standard deviation. For the validity of the

statement, the sample size should be

Each particle atiracts other particle is not a

hypothesis.

Fifty persons suffered from tuberculosis (TB)

in a village. Out of which 20 died. The hypo-

thesis that 50 per cent TB patients die is
at 5 per cent level of significance.

For the given configuration,

BJ’ 'B!
A, 20 10
A, 15 15

the value of statistic ¥? is
Qut of two groups consisting of 200 and 300



276

135,

136.

137.

141.

142,

143,

urban and rural males, 100 and 150 favoured
family planning. From the data it is concluded

PROGRAMMED STATISTICS

I from this popul has mean = 3.5

inches, The data the value of
lation mean.

at 95 per cent level that proportion of p

in urban and rural populahnns &wnurtng
family planning is

Suppose the yiclds of 12 and 8 plots of two
varicties of wheat are assumed to be

normally distributed as N(pl,u:) and

N[u,,c’). The average yield from 12 plots
is 30 g/ha. with a §.D. = 3.0 g¢/ha and 8 plots
25 g/ha with a S.D. = 2.0 g/a. After statistical
test it is concluded that both the fertilizers
are effective at a = 0.05.

[Given, tyg g = 2.101]

A sample of 30 ilems has a variance of §
units. The hypothesis of the true variance of
10 units is at @ = 0.05.

The variances of daily consumption of
electricity in two cities in the month of June
were 130 units and 170 units. The statistical
test of H, that the variances in two cilies are
equal against H, that they are not equal reveals
that H, is at « = 0.05.

A sample of 30 items was distributed in a
onntingmcy table of order (2 x 2). The value
of %? on computation was 7.84. The value of
coefficient of ingency is

The interest lies to test Hy p = 112 vs. HI:
p =23 in tossing of a coin. H; is rejected if
there are more than 4 heads out of 6 mssings.
The size of type I error is

For the problem given in Q. No. 139, the size
of type II error is

For the problem g;wcn in Q. No 139, the
power of the test is

It is d 1 that the populati dard
deviation should not differ from sampie
standard deviation by more than 4 per cent.
To be 95.44 per cent confident, the minimum
sample size should be

A large population has mean 5 inches and
S.D. = 2 inches. A large sample of 400

144,

145.

146.

147,

148.

149.

151

152.

153,

154,

155,

156.

157,

An investigator aspires that the sample
standard deviation should not differ from
population standard deviation by more than
5 per cent. To be 99.73 per cemt confident,
the sample size should be
Critical value of 1

size increases.

A test of hypothesis provides a

about the probable truth.

R h hyg are the

which a researcher postulates.

The critical value of chi-square for any level
of significance is its degrees of
freedom.

A contingency table can be

as the sample

A contingency table having a few empty
cells will be called contingency
table.

A zero in a cell of a contingency table having
its expected value zero is called

ZET0.

If a cell of a contingency table having zero

count has its expected frequency greater
than zero, then such a zero count is termed as

If the calculated value of chi-square statistic
is less than its degrees of freedom, then we
can straightaway the null hypo-
thesis.

Significant contribution of an individual cell
towards dependency of attributes can be
detected with the help of

Paired r-test is applicabl
samples only.

A valve of a standardised residual greater
than 1.96 will indicate the

contribution of the cell.

An insurance company claims that it settles
the claims on an average in six days. To test

in case of
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158,

Select
Q.1

the validity of the claim, Hy
and H,: are the only

159,

7

The rejection region in F-test lies on

hypothesis.

A Dean of a college wants to verify whether
the grades awarded by a professor follow the
bell-shaped curve. The appropriate test for

160.

A government agency claims that only 20
per cent families are below poverty line.
Whereas a citizen's body claims that this
percentage is much higher. To ascertain about

verification is test. the claims, you will like to apply
SECTION-C
Multiple Choice Questions
the correct alternative out of given ones: (b) two kinds of error
. N . (c) three kinds of error
Thcrldr:‘a:f testing of hypothesis was first (d) four kinds of
::; ;n_a‘ r).-r;'sh“ Q. 7 Power of a test is related to:
(b) J. Neyman {a) type I error
{¢} E.L. Lehman (b) type II error _
(dy A. Wald () types I and Il errors both

In 1933, the theory of testing of hypotheses
was propounded by:
(a) R.A. Fisher
(b) J. Neyman
(c) EL. Lehman
(d) Karl Pearson
hypothesis may be classified
(a) simple
(b) composite
(c) null
(d) all the above
The hypothesis under test is:
(a) simple hypothesis
(b} aliemnative hypothesis
(c) null hypothesis
{d) none of the above
Whether a test is one-sided or two-sided
depends on:
(a) alternative hypothesis
{b) composite hypothesis
(c) null hypothesis
(d) simple hypothesis
A wrong decision about H,, leads to:
(a) one kind of error

Q.8

(d) none of the above

If B is the true parameter and [ the type I1
error, the function B (8) is known as:

(a) power function

(b) power of the test

(c) operating characteristic function

(d) none of the above

Level of significance is the probability of:
(a) type I error

(b) type II error

(c) not committing error

(d) any of the above

In terms of type II error B and 8, the true
parameter, the function 1 — P (8) is called:
(a) power of the test

(b) power function

(c) OC function

(d) none of the above

Out of the two types of error in testing, the
mOre Severe error is:

(a) type I error

(b) type Il error

(c) both (a) and (b) are equally severe



Q.13

Q.15

Q. 16

(d) no error is severe

Area of the critical region depends on:

(a) size of type I error

(b) size of type II error

(c) value of the statistic

(d) number of observations

Critical region of size & which minimised i
amongst all critical regions of size o is
called:

(a) powerful critical region

(b) minimum critical region

(c) best critical region

{d) worst critical region

A test based on a test statistic is classified
as:

(a) randomised test

(b) non-randomised test

(c) sequential test

(d) Bayes test

Size of critical region is known as:

(a) power of the test

(b) size of type Il error

(c) critical value of the test statistics

(d) size of the test

Degrees of freedom is related to:

(a) no. of observations in a set

(b} hypothesis under test

{c) no.of independent observations in a sct
(d) none of the above

A critical function provides the basis for:
(a) accepting H,

(b) rejecting H,

(¢} no decision about H,

(d) all the above

A test which maximises the power of the
test for fixed a is known as:

(a) optimum test

(b) randomised test

(c) Bayes test

(d) likelihood ratio test

A test T which is at least as powerful as any
other test of the same size, is called:

(a) best test

(b) most powerful test

Q.20

Q.21

Q.22

Q.23

Q.24

Q.25
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(c) uniformly most powerful test

(d) none of the above

Neyman-Pearson lemma provides:

(a) an unbiased test

(b) a most powerful test

(c) an admissible test

(d) minimax test

A test T for which maximum risk under
H, & H, is not more than the maximum
risk of any other test T* under H, and H, is
called:

(a) an unbiased test

(b} uniformly most powerful test

(c) an admissible test

(d) minimax test

With usval nolations the condition for
unbiased test is:

(a E;]: Pr(B)< ;gfl Pr(0)

—

(b]

—

Sup Pr(8) = Inf Pr(8)
Oty Oed;

(c

-

Sup £,(0)= I 7(0)

(d) none of the above

A uniformly most powerful test among the
class of unbiased test is termed as:

{a) minimax test

(b) minimax unbiased test

{c) uniformly most powerful unbiased test
(d) all the above

A test procedure 5 for testing a hypothesis
about a parameter 8 whose risk is not more
than the risk of any test procedures &' for all
0 and is definitely less for some 0 is called:
(a) minimax test

(b) admissible test

(c) most powerful test

(d) optimum test

The ratio of the likelihood function under
H,, and under the entire parametric space is
called:

(a) probability ratio

(b) sequential probability ratio

-
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Q. 28.

Q.31

(c) likelihood ratio

(d) none of the above

Student’s r-test was invented by:

(a) R.A. Fisher

(b) G.W. Snedecor

(c) W.S. Gosset

(d) W.G. Cochran

Student's t-test is applicable in case of:

(a) small samples

{b) for samples of size between 5 and 30

(c) large samples

(d) none of the above

A population is distributed as N = (p, 10.24).

A sample of 576 items has a mean 4.7, The

value of the statistic Z to test Hy: p =52 is:

(a) 3.75

(b) 28.125

(c) -3.75

(d) none of the above

It was claimed that the average life of dry

battery cells is 60 hours. A large sample of

441 cells had mean life 42 hours with a

variance of 81 hours?, Do the data ascertain

the claim:

(a} the claim is refuted

(b) the claim is accepted

(¢} no decision is possible

(d) none of the above

A sample of 12 specimen taken from a

normal population is expected to have a

mean 50 mg/ce. The sample has a mean 64

mglce with a variance of 25. To test Hy:

w=50vs. H: p = 50, you will use:

(a) Z-est

(b) x*test

(c) F-test

(d) r-test

For the problem given in Q. No. 30, the test

reveals that for o = 0.05, H,, should be:
[Given t54, ,, = 2.201]

(a) rejected

(b) accepted

() left undecided

(d) none of the above

Q.32

Q.33

Q.35

Q.36

Q3
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Student’s r-test is applicable only when:
(a) the variate values are independent

(b) the variable is distributed normally
(c) the sample is not large

(d) all the above

To test Hy: p = pyvs. H: p > py when the
population S.D. is known, the appropriate
test is:

{a) r-test

(b) Z-test

{c) chi-test

(d) none of the above

For two populations N (pl, o?) and N (T
o?) with o® unk the test statistics for
testing Hy: p, = p, hamd on small samples
with usual notations is: :

_X-%,

@ T—r
T,

m n

©) ;=_XI__XZ_

oD
W m

(d) any of the above

Test of hypothesis Hy: p =70 vs. H: p>70
leads to:

(a) one-sided lefi-tailed test

(b) one-sided right-tailed test

(c) two-tailed test

(d) none of the above

Testing Hyp = 1500 against p < 1500
leads to:

(a) one-sided lower tailed test
{b) one-sided upper tailed test
{c) two-tailed test

(d) all the above

Testing Hy: g =100 vs. H: p = 100 leads
to:
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(a) ome-sided upper tailed test
(b) one-sided lower tailed test
{c) two-tailed test

(d) none of the above

. If there are two populations N (p,,o7) and

and N(py,03) the two samples from them

have means ¥,,X, and variances 5 and

s based on n, and n, observations

pectively, the hypothesis Hyp, = u, vs.
H:p, # 1, when o} =u§ can be tested by:
(a) Cochran’s test
(b} Behrens-Fisher test
{c} both (a) and (b)
(d) neither (a) nor (b)
Cochran’s test testing Hy: p, = p, for two
normal populations with heterog
variances is:
(a) an exact test
(b) an approximate test
(c) arandom tesy
(d) an unreliable test
Behrens-Fisher test for testing Hy: u, = p,
vs. H:p # , for two normal populations
with unequal variances is:
(a) better than Cochran’s test
(b) inferior than Cochran's test
(c) as powerful as Cochran's test
(d) a hoax
Paired -test is applicable when the obser-
vations in the two samples are:
(a) paired
(b) correlated
(¢} equal in number
{d) all the above
The mean difference between 9 paired obser-
vations is 15.0 and the standard deviation
of differences is 5.0. The value of statistic ¢
| LS
(a) 27
by o
{c) 3
{d) zero

Q.43

Q.45

Q.47
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The degrees of fi for statistic-1 for
paired t-test based on n pairs of observations
-
(@ 2n-1

(b) n=1

(c) 2n -1

(d) none of the above

To test an hypothesis about proportions of
items in a class, the usual test is:

{a) rtest

{b) F-1est

(c) Z-test

(d) none of the above

Totest Hy: P=0.4 vs. H, P#0.4 in binomial
population, there are eight persons out of
fifteen who favoured a proposal. The value
of statistic-2Z is:

{a) 5.813

(b) 1.08

(c) 7.32

(d) none of the above

Standard error of the difference of propor-
tions {p, — py) in two classes under the
hypothesis Hy: P, = P, with usual nota-
tions is:

g P24
@ m n
Formula for the standard error of the

difference between proportions (P, - py
under the hypothesis H : P, # P, with usual
nolation is:

.,[l |)_
(a) JPq|—+—

L
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Q.48

Q.49

(b)

(©)

P P2

@ n iy

The formula in general for testing the
hypothesis for proportions Hy: P, = P, vs.
H: Py #Pyis:

@ z=07R
3[!1'?1‘

(b) Z= P; ]

lm=p2)

) Z= P =P
SM —.\'h

(d) none of the above

The hypothesis that the population variance

has a specified value can be tested by:

(a) F-test

(b) Z-test

(c) yP-test

(d) None of the above

The test statistic to be used to test Hy: 0% =

C vs. H: o # C with usual notations is:

(n-1)s*
(@) 12= _Cz}
2 _(n=1)s*
(b) =
2
ns
© x'= o

(d) all the above

Statistic-x? to test Hy: 6% = o is based on
a sample of size n has degrees of freedom

equal to:
(a) n=1

Q.52

Q.54

Q.55
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(b) n

(c) (n+1)

(d) none of the above

Degrees of freedom for statistic-x? in case
of contingency table of order (2 x 2) is

(@ 3

(b) 4

() 2

(d) 1

In a multinomial distribution with 4 classes,
the degrees of freedom for y2 is:

(a) 3

() 4

() 2

d) 1

Test statistic for testing Hy o = ¢ vs. H;:
o#cis:

5=

@ 2= s/n

® 2=
s/v2n

s=c

532

(d) none of the above

‘The hypothesis Hy o, =0, vs. H;: 0, >0,
can be tested by the statistic:

(0) 2=

@ z=S1=8l

2 2
5 .2

(]
m fiy

(d) none of the above
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Q. 56

Q.57

Q.58

Formula for %* for testing a null hypo-
thesis in a multinomial distribution with
usual notations is: -

0-
@ X —Z(

isl

Ly
0
) X' =3 Gn

=1

© x =Z—-ﬂ

= P
(d) all the above
The statistic-x? with usual notations in case
of contingency table of order (m x p) is
given by the formula:

0, -E,
@ I" z( i~ d]
a-| ji
b x 'Z ﬁ:
=l =1
0y ~E
© ¥ _Z 2{ s~ «]
inl j=l
{d) all the above
Degrees of freedom for Chi-square in case

of contingency table of order ( 4 x 3) are:
(a) 12

(b) 9

(c) 8

) 6

The degrees of freedom for 2 in case of
dischotomised frequencies are:

(a) 4

by 2

© 1

0

Formula for ic-y? for the bi
frequencies @ and b to occur in a specified
ratio r : 1 is:

Q.61

Q.63

Q.65
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r(a-b)?*
r(a+bh)
(a-rb)*
rla+b)
(a-rb)}

rla+ n':)5

(a)

(b)

(c)

(ar-b)*

@ rla+b)

If the binomial frequencies 35 and 9 are
expected to occur in the ratio 3 : 1, the value
of statistic Chi-square is approximately
equal to

(a) 0.48

(b) 5.10

(c) 145

(d) none of the above

An exact test for testing the independence
of attributes in a contingency table of order
(2 = 2) was given by:

{a) Karl Pearson

(b) Pascal

{c) Demoivre

(d) R.A. Fisher

An exact test for testing the independence
of attributes in a contingency table of order
(2 x 2) is based on the calculation of:

(a) the value of statistic-x?

(b) probabilities of configurations

(c) the value of statistic-Z

(d) none of the above

Fisher's exact test can be used 1o test:

(a) the independence of two attribute

(b) equality of proportions in two classes

(c) both (a) and (b)

(d) neither (a) nor (b)

Fisher’s exact test is preferably used when:
(a) acell frequency is small

(b) all cell frequencies are small

(c) both (a) and (b)

(d) none of the above
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Q. 66

Q.68

Q.70

QnNn

Coefficient of contingency is calculated

when:

(a) the attributes are independent

(b) the autributes are associated

(c) both (a) and (b)

(d) neither (a) and (b}

The value of coefficient of contingency lies

between:

{(a) Oand =

(b} Oand 1

(c) 0o 100

(d) — 1 and +1

When the value of coefficient of contin-

gency C =0, it shows:

(@ pl e gst
butes

(b) complete association amongst attributes

(c) both (a) and (b)

(d) neither (a) nor (b)

‘When coefficient of contingency C = 1, it

indicates:

(a) high degree of association

(b) low degree of association

(c) low degree of dissociation

(d) nothing

For a sample of n indi

coefficient of contingency is

attri-

s ale

la for

2
C= LS
@ —i——l P

F]
® c=1"‘—2
ny
x!
i +n

) C=

2

@ C=|-%
i +n

When d.f. for 32 are 100 or more, Chi-
square is approximated to:

(a) t-distribution

(b) F-distribution

Q.72

Q.75

Q.76

Q.77
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(c) Z-distribution

(d) none of the above

Homogeneity of several variances can be
tests by:

(a) Bartlett's test

(b) Fisher's exact test

(c) F-test

(d) r-test

Statistics-x? under Barlett's test has:

(a) a downward bias

(b) an upward bias

(c) zero bias

{d) none of the above

Equality of two population variances can be
tested by:

(a) Bartlett’s test

(b) F-test

(c) both (a) and (b)

(d) neither (a) nor (b)

Equality of several normal population means
can be tested by:

(a) Bartlett's test

(b) F-test

(c) y*-test

(d) r-test

The ratio of between sample variance and
within sample variance fpllows:

(a) F-distribution

(b) y-distribution

(c) Z-distribution

(d) t-distribution

Analysis of variance utilises:

(a) F-test

(b) x*test

(c) Z-test

(d) r-test

Customarily the large variance in the
variance ratio for F-statistic is taken:

(a) in the denominator

(b) in the numerator

(c) either way

(d) none of the above

In sequential probability ratio test (SPRT),

the sample size is:



Q.83

Q.84

Q.85

{a) fixed

(b) fixed but small

(c) fixed but large

(d) arandom variable

In SPRT, decision about the hypothesis H is
taken:

(a) after each successive observation

(b) after a fixed number of observations
() at least after five observations

(d) when the experiment is over

To decide about H,,. SPRT involves:

(a) one region only

(b) two regions only

(c) three regions

(d) four regions

SPRT was initiated by:

(a) R.A. Fisher

(b) A. Wald

(c) G.W. Snedecor

(d) Thomas Bayes

The decision criteria in SPRT depends on
the functions of:

(a) type 1 error

(b) type Il error

(c) type Iand II errors

{d) none of the two types of errors

Ifin a contingency table of order (2 x 3), the
frequencies are such that x + y + z =N and
X“4 y*4+ z’= N, the value of statistic-x? is:

@ (x-x)V+(y-y) +z-2')

(=2 (y=y)  (z=2)
® 7 Tt

(x-x']’_‘_ y=y =+[z—z‘]2
(©) x+x' y+y +z

2

n2 n v

9 (=x)” =y) | (z-2)
x+x' y+y z+7'
Formula for Chi-square statistic ina 2 x 2
contingency table under Yates® correction is

@ o{e-si-3]' o

(

Q.89
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2
(b) rx[ad-bc—:] /o
2
(c) (ad-bc—;] /D

ad-be="Y
@ n|—p5—2

where, D = (a + b) (b + d) (a + ¢) (¢ + d).
The value of statistic Chi-square for a
contingency table

B B

1 1

A 2 28

A, 13 7

after Yates' correction is
(a) 625/28
(b) 4225/252

‘(c) B45/2520

(d) none of the above
For testing Hy p, = p,, the value of the

- 1)
statistic |¥-¥|/|o |-+ lies bet-
L]

ween 1.96 and 2.58, then H,, is:

(a) rejected at 5% level of significance
{b) accepted at 5% level of significance
(c) rejected at 1% level of significance
(d) any of the above

If two samples of size 9 and 11 have means
6.8 and 8.8, and variances 36 and 25 res-
pectively from two populations N (,, ¢?)
and N (p,, 0%), the absolute value of statistic
1 for testing H: g, = p, is:

(a) 0.148

(b) 1.83

(c) 0.81

(d) none of the above

Assume that the daily sales of petrol follows
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Q. %0

—

Q.9

Q.93

exponential distribution. The hypothesis H
that the sales of petrol is 1000 litres per day
is tested against the hypothesis that it is
1500 litres per day. If the sales on a day is
1200 litres or more, H, is rejected, the size
of type 1 error is

(@) 1-¢'2

(b] 'l.l

(c) e'2

{d) none of the above

For the problem given in Q. No. 89, the size
of type 11 error is:

(a) | — 08

(b) 1 - 0%

(c) e8]

{d) none of the above

For the problem given in Q. No. 89, the
power of the test is:

{a) | —e0F

{b] Pt

{C) _e-n.s

(d) 2 ~¢e08

In tossing of a coin, let the probability of
wrning up a head be p. The hypotheses are
Hyp=04vs H:p=06 Hjis rejected if
there are 5 or more heads in six tosses. Then
the size of type I error is:

(a) 0.041

(b} 0.037

(c) 0.029

(d} none of the above

For the test given in Q. No. 92, the size of
type II error is:

(a) 0.767

(b) 0.762

(c) 0233

(d) none of lhf above

For the problem given in Q. No. 92, the
power of the test is:

{a) 0.767

(b) 0.762

{c) 0.233

(d) nonc of the above

Q.95

Q.97

Q.99
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It is d I that the ple standard
deviation should not differ from population
standard deviation by more than 3 per cent.
To have 68.26 per cent confidence, the
sample size should not be less than:

{a) 1111

(b) 556

(c) 8889

(d) none of the above

Two samples, one from urban and the other
from rural adult males of sizes 400 and 600
had standard deviations 165 cm and 175 cm
respectively. Test of hypothesis of equality
of standard deviations in the two populations
at 5 per cent level is:

(a) accepted

(b) rejected

(¢) no decision about H,

(d) none of the above

Two samples of size 10 and 8 had sample
means 18 cm and 12 cm with variances
25 and 16. Supposing that the !

¥

have been drawn from normal popula-
tions N(nl.uf)andN(u;.ci]. the value
of statistic-r for testing Hy: , = p, under

cf # s§ ist
(a) 2.67
(b) 2.75
(c) 1.33
(d) 2.83
A manufacturer claims that his items
could not have a large variance. 18 of his
items has a variance = 0.033. The value of
statistic 3 to test Hy: o® = 1 is:
(a) 30.30
(b) 5.55
(c) 0.56
(d) none of the above
‘The variance due Lo two treatments in an
experiment is 480 and the error variance is
60.0 with 14 d.f. Test for the equality of
treatments effect reveals that:

[Given Fy g (. 14y = 4.60]



Q. 100

Q. 101

Q. 102

Q. 103

Q. 104

(a) treatments are equally effective
(b) treatments differ significantly
(¢) no conclusion

(d) none of the above

It is expected that 50 per cent people of a
city are cinema goers, A survey of 1600
people revealed that 35 per cent people go
to cinema. The value of statistic-Z is:
(a) 120
(b) 6.0
(c) 12.58
(dy -12.0
A normal population has a mean of 0.5 and
5.D. = 6.0. The probability that the sample
mean of 625 items of a sample will be
negative is:
(a) 0.0188
(b) 0365
(c) 04812
(d) 0.135
‘The claimed average life of electric bulbs is
2000 hours with a S.D. = 250 hours. To
make 95 per cent sure that the bulbs should
not fall below the claimed average life by
more than 5 per cent, the sample size should
be:
(a) 24
(b} 16
(c) 41
{d) none of the above
Given the sample statistics,

ny =400, x, =24.50,5, =25

ny =500, xy =200,5, =20
The value of test statistic to test Hy: p, = p,,
when cr? = ui is:
{a) Z=4447
(by Z=897
(c) Z=300
(d) none of the above
From the sample statistics given Q. No. 103,
the hypothesis Hy: o, = g, is:
(a) accepted
(b) rejected

Q. 105

Q. 106

Q. 107

Q. 108

Q. 109
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(¢) not possible to be tested
(d) none of the above

From a population of 200 items with 5.D. =
3.0, a sample of size n is drawn. If it is
desired that the sample mean differs from
population mean by 1 unit or more is
controlled at @ = 0.05, the value of smallest
n is:

(a) 35

) 6

(c) 12

() 312

An experi i of two £
practices. In the first storage practice, out of
100 fruits 5 were putrefied and in the second,
out of 150 fruits, 5 were putrefied. Can it be
concluded that the second storage practice
is better than first?

(a) No

(b) Yes

(c) not possible to decide

(d) none of the above

A die is thrown 60 times and number of
times the following faces were obtained.

Faces: 1 2 3 4 5 6
No. of times: 14 7 5 8 10 16
Can the die be regarded as fair?

[Given: lgm.s = 1L07)
(a) The die is not fair
(b) The die is fair
(c) no conclusion
(d) none of the above
For the problem given in Q. No. 107, the
value of statistic x? is:
(a) 1.8
(b) 9.0
(c) 40.96
(d) none of the above
For the problem given in Q. No. 107, d.f.
for statistic % are:
(a) 6
(b) 4
) 5
) 1
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Q. 110

Q. 11

Q. 112

Q. 113

Q. 114

Q. 115

Q. 116

Given the following eight sample values
-4, =3, -3, 0, 3, 3, 4, 4, the value of
student’s t-test Hp: po= 0 is:

(a) 2.73

{b) 0.97

{c) 3.30

(d) 0.41

IF all frequencies of classes are same, the
value of 32 is:

(a) 1

(b) =

(c) zero

(d) none of the above

‘The value of statistic % is zero if and only
iz

(a) ?0, = FE,-

(b) O, =E; foralli

(c) E,is large

(d) all the above

The range of statistic-y? is:

(a) =l to+]

(b} ~xto=

(c) Do

) 0wl

Range of statistic-t is

(a) -lwol

(b) =otom

© Dwe

(d) Otwo 1

Range of the variance ratio F is:

(a) =ltol

(b) —= 1o

(c) D=

(d) Ow 1

The mean and S.D. of a set of values are 15
and 5 respectively. Then the value of
student’s-t is calculated to test H: p = 10.1f
each sample value is increased by 2, the
value of ¢ will be:

(a) decreased -

(b) increased

(c) same

(d) all the above

Q.17

Q. 118

Q. 119

Q. 120

Q. 121

Q. 122

Q123
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A random sample of size 20 from a normal
population gives a mean 42 and a variance
25. To test that the population standard
deviation is 8, the value of statistic-y? is:
(@) 742

(b) 15.62

{c) 51.20

(d) none of the above

Degrees of freedom for ¥ in Q. No. 117 is:
(a) 20

(b) 24

) 7

d) 19

A coin is tossed 400 times and it turns up
head 216 times. The hypothesis that the coin
is unbiased can be tested by:

(a) % test

(b) Z-test

(c) both (a) and (b}

(d) neither (a) nor (b)

The best critical region consists of:

(a) extreme positive values

(b) extreme negative values

(c) both (a) and (b)

{d) neither {(a) nor (b)

Reduction in the size of a test results into:
(a) decrease in its power

(b) increase in its power

(¢) no change in its power

(d) all the above

A ple of 36 shows a
standard deviation of 0.07. Test of hypothesis
H,, that the true standard deviation is 0.05
against that it is not at 5 per cent level of
significance reveals that:

(a) H,is accepted

(b) Hy is rejected

(c) not possible to test

{d) none of the above

25 persons were found suffering from cancer
in a city and only ‘10 saved. Can it be con-
cluded at 95 per cent confidence level that
in general 50 per cent person suffering from
cancer were saved against that it is less,
(a) No




Q. 124

Q. 125

Q. 126

Q. 127

Q. 128

Q. 129

(b} Yes
{c) no test is available
{d) none of the above
- -y .
Statistic Z———=——"is used to test the
o 1 R 1
nyoony
null hypothesis:
(@) Hyp, +p,=0
(b) Hypy—py=0
(¢) Hg p = p, (a constant)
(d) none of the above
Inac y table, the ex 1 freq
cies are computed under:
(a) null hypothesis H,
(b) alternative hypothesis H,
(¢} Hyand H, both
(d) no j
Which of the following is a research hypo-
thesis?
(a) Two population means are equal
(b) Intelligent people have more reading
habit
Population correlation coefficient is
zEro
Two populations follow the same distri-
bution.
Which one of the following with usual nota-
tions is not a statistical hypothesis.

(@) H:io®=aj

+

eration of hyp

(e

[CH]

(h) Hel>al

(c) Hipi=p;

(d) H: People suffering from T.B. belong
to the poor section of the society.

A contingency table having a zero count is

called:

(a) acomplete contingency table

(b) an incomplete contingency table

(c) abnormal contingency table

(d) none of the above

If the calculated value of chi-square is greater

than its degrees of freedom, then

Q. 130

Q. 131

Q. 132

Q. 133

Q134

Q. 135

Q. 136
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(@)

null hypothesis be accepted directly
(b) 1 igh

null hypothesis be rej g
away

y2-table be consulted to arrive at a
decision about the null hypothesis

(d) all the above.

A zero count in a cell of a contingency table
having its expected frequency zero is called:
(a) structural zero

(b) random zero

(c) false zero

(d) all the above

A reroin acell of a contingency table having
a finite expected value is termed as:

(a) structural zero

(b) random zero

(c) false zero

(d) none of the above

Calculated value of chi-square less than its
degrees of freedom leads to:

(a) acceptance of H, directly

(b) rejection of H, straightaway

{¢) no decision about H,

(d) none of the above

For testing that a bivariate random sample
has come from an uncorrelated population,
the appropriate test is:

(a) normal deviate test

(b) x™test

(c) F-test

(d) t-test

A variable which is used in a contingency
table to explain the response variable is
known as:

(a) random variable

(b) discrete variable

(¢) explanatory variable

{d} dummy variable

In general a contingency table is a:

(a) one-dimensional table

(b) two-dimensional table

(c) three-dimensional table

{d) multi-dimensional table

The expression for knowing the significant

{c)
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contribution of a cell in a (p % ¢) contingency
table with usual notations is:

@ (0,-&,)/JE
® (0, - E)/E,
© (0;-5)/[E;0-p)1-p,)] )

@ (0;-E))/Espi-p-i

Q. 137 Fortesling H,: o = g, inanormal population
N (0, 6?), a critical region based on sample
X, Xy,..., X, is EX? < K. For which alter-
native hypothesis does this provide uni-
formly most powerful test?

(a) o=a,
(b) o’ =0
(c) o< a,
d) o>a,

Q. 138 Let X, X5,.... X, be arandom sample from
N (0, o). Consider maximum likelihood
ratio test for which the critical region is
given as £X7 > K. The altemative hypo-
thesis against Hj : o = o, which leads to an
uniformly most powerful test is:

(a) o=ao,
(b) et=0g,
(c) o<qg,
(d) o>0,
Q. 139 In testing the equality of several population
means by F-test, the assumption is:
(a) populations are continuous
(b) population variances are homogeneous
(c) populations are correlated
(d) all the above
Q. 140 The test of goodness of fit of an assumed

population means;

(a) testing a hypothesis about its mean

{b} testing a hypothesis about its variance

{c) tomake acomparison between observed
and expected number of observations

(d) none of the above.
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ANSWERS

SECTION-B

(1) more than one (2) J. Neyman; 1928 (3) Karl
Pearson (4) assertion (5) null (6) alternative (7) J.
Neyman (8) simple; simple (%) composite (10) two
(11) second; first (12) second; first (13) size (14)
level of significance (15) type 1 (16) type I1 (17)
alternative (18) remains same (19) | - f (20)
operating characteristic (21) 0; 1 (22) power (23)
region of rejection (24) rule or procedure (25) test
statistic (26) non-randomised (27) critical region
(28) acceplance (29) rejection (30) critical region
(31) degrees of freedom (32) sample size (33)
optimum (34) optimum (35) most powerful (36)
uniformly most powerful (37) most powerful (38)
type I, type II (39) size; power (40) minimax (41)
unbiased (42) UMPU (43) type A, (44) Neyman and
Pearson (45) unbiased critical (46) admissible (47)
randomised (48) critical function (49) border (50)
degrees of freedom (51) randomised (52) chi-square
(53) small (54) standard error (55) (X — ) /n [5 (56)
normal (57) independent (58) five (59) robust (60)
UMPU (61) n) + n, — 2 (62) pooled (63) W.G.
Cochran (64) Behrens-Fisher (65) separately (66)
later (67) first (68) objection or lacuna (69) more
(707 paired (71) correlated (72) mean difference
(73) Z-test (74) Z-test (75) Z-test (76) normal (77)
goodness of fit (78) observed; expected (79) 0; «
(80) 0; 1 (B1) unity (82) k-1 (83) 12 (84) 1

(85) n(ud—bc]zf(a+b}(c+ d)(a+c)(b+d) (86)

(a= rb) ¥r (a+b) (87) continuity (88) Yates (89)
small (90} better (91) calculation (92)

n[lad—br|— ;]2/(,, +b)(c+dYa+c)x(b+d) O3)

probabilities (94) computation (95) association (96)
zero (97) rejected (98) high degree (99) 100 (100)
M.S. Bartlett (101) Chi-square (102) upward (103)
F-test (104) F-distribution (105) F-test (106) F-test
(107) ANOVA (108) variance ( 109) difference (110)
random variable {(111) successive (112) A. Wald;
1947 (113) two type of error (114) risk function

(115) paired t-test (116) ,'\"A =f, (117) Chi-square
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or Z-test (118) analysis of variance

(119) |32[m:m,%;=—l,ﬁ4] (120) 1/4
()
(1)
(121) 16/25[Hint.p = p (rciect Hy/H,)

00, 06, (6 i
D) () 1)

~1.5 - -0 = ~8r _
(122) € {Hm:.f(:.ﬂ)—ﬂc -J:W

Hint.a = p(reject Hy/Hy) = %

LT
Tooo e dx]

(123) eV [Hint. 1-B = P(reject Ho/H,)=

J"' ! ,-mmuér]
1500 2000

(124) n.m[mm.a = P(x2/Hy) = 2% x

5(9)

=7

(125) 0182[Hml' Powu—g[ ][:] x
3"

PROGRAMMED STATISTICS

support (144) 1800 (145) decreases (146) decision
rule (147) objectives (148) greater than (149) multi-
limensional (150) incomplete (151) 1(152)
random zero (153) accept (154) standardised
residuals (155) dependent (156) significant (157) p
=6; p > 6 (158) chi-square test (159) right tail (160)
Z-test
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Chapter 12

Nonparametric Statistical

Methods

SECTION-A

Short Essay Type Questions

Q.1 Give a briel account of the need of non-
parametric statistical methods.

Ans.  Parametric statistical methods are based on
stringent ptions about the poj from
which the sample has been drawn. Particularly the
assumptions like form of the probability distribution,
accuracy of observations, etc., are more common.
Also, the parametric methods are applicable primarily
tw the data which are measured in interval or ratio
scale. In practice, however, stringent assumptions
are seldom fully valid. M , the

for one or more parameters of probability distribu-
tion functions are termed as nonparametric meth-
ods. Those inferences whose validity do not rest on
the form of specific probability distrit of the
population from which the sample has been drawn
are termed as distribution free methods, These two
lerms are not synonyms. But the statistical methods
applied in the two cases are almost same and they
are interchangeably used.

Q.3  When should the nonparametric methods be

are often made on nominal or ordinal scale.

H the assumption do not hold good or the data
do not meet the mquimmem of parametric statistical
haods, n tric hods come to the
rescue of lhc worker. Nonparametric mcthads
entail very mild I like « ity and
symmetry of the distribution. Also most of the
nonparametric methods are applicable for
ordered statistics.
Q. 2 Distinguish between nonparametric methods
and distribution free methods.
Ans. Those statistical methods, which are not con-
cerned with the estimation or testing of hypothesis

preferably used?
Ans. Nonparametric methods be used when one
or more of the following situations exist:

(i) The hypothesis does not involve a parameter
of the probability function of the population.

(1i) The observations are not as accurate as re-
quired for a parametric inference. Also when
the measurements are on the nominal or or-
dinal scale.

(iii) The assumphans nmcss:rry for a validity of a
it 1 are suspected to hold good.
Fm'c:a.mplc the assumption of normal popu-
lation is doubtful.
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(iv) One wants to avoid complicated analysis of
data.
(v) One 1s interested in quick results.

Q.4 What are the advantages ol nonparametric
methods?

Ans.  There are many ad zes of nong ic

of a nonparametric test due to the want of
actual situation.
Q.6 How can one judge the relative performance
of two tests?
Ans, In many situations there can be more than
one tests which appear appropriate for the test of a

methods over f ic ones. The ad can
precisely be delineated as under:
(i) Any inference based on the parametric ana-
lysis which does not uphold the underlying
assumptions necessitated for it will be erro-

hypothesis. Then there is a need to fix some criteria
to choose one out of many alternative tests. The
asymptotic relative efficiency (ARE) is a single
measure which provides satisfactory results for com-
paring the performance of two tests based on large

les. The pt of ARE was given by 5.J.G.

neous. In such a situation I ic
methods can safely be appllcd,

If the measurement scale of data is nominal
or ordinal, nonparametric methods ¢an be
used.

In case the measurements are not so accurate
as 1o apply parametric methods, non-
parametric methods perform better.

With so-called dirty data (contaminated ob-
servations, outliers, ete.), many nonparametric
methods are appropriate.

There is no restriction for minimum size of
sample for nonparametric methods for valid
and reliable resnlts,

(i)

(iii)

(iv}

(v)

Pitman in 1961, and hence ARE is often named as
Pitman efficiency. The calculation of ARE is based
on the classical distribution and assumption of the
nonparametric tests that have parametric analogues,
The asymptotic relative efficiency of test A rela-
tive to a test B can be defined as the limiting value of
ng/n, where ng and n, are the sample sizes required
for the tests A and B 1o have the same power.
Q.7 What is power efficiency?
Ans.  The power efficiency of test A relative 1o a
test B is the ratio of sample sizes ng/, where both
the tests are for the same H; and H, and having same
power of the tests A and B. Since it is difficult to

(vi) Nonparametric mcr.hodsl requlre - calculate power efficiency, ARE is more frequently
ption like ¢ y of the It used
population. )
{vii) The analysis of data is simple and involves Q@ 8 Whatis meant by tied observations?
little computation work. Ans.  Under the assumption of continuous distri-
(viii) Nonparametric test may be quite powerful  bution, no two observations can be equal. But due to
even if the sample size is small. the mundmg of figures, precision of measuring in-
(ix) Nonparametric test are inh ly robust st y of measur ele., some
against certain violation of assumptions, observations seldom occur which are exactly equal
Q.5 What are the disadvantages of non-para- in magnitude. Such observations are called tied ob-

metric procedures?

Ans. Nonparametric procedures are also not free
from demerits. Some of the main disadvantages are
as follows:

(i) Because of the simplicity of nonparametric
procedures, they are often used even if ap-
propriate parametric methods are available,

(ii} All nonparametric methods are not as simple
as they are claimed to be.

(iii) It is not possible to determine the actual power

servations, Due to tie among observations, one faces
the problem in awarding ranks to them.

Q.9 How to surmount the problem of tied obser-
vations?

Ans, There are different approaches to overcome
the problem of tied observations. Five important
approaches are discussed over here.

(i) Midranks approach. Under this approach, ecach
group of tied observations is ranked as if they are all
distinguishable and then take the average of the
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ranks of tied values and assign the same average
rank to the tied observations of that group. This is
the most fi ly used methods of breaking the
ties. When the mid rank method is used, a correction
of ties is often applied in most of the tests and
measures of associations,

(i) Average statistics approach. If there are K
groups of different observations in a set and i* group

i
is of size r,, there are in all 'I'II’,- ! possible arrange-

ments of values. Now calculate the test statistic for
cach arrangement and take their average. Use this
average value for taking the decision, Under this
approach, the test statistic will have the same mean
but smaller variance. This method is generally not
used because it usually involves too much computa-
tion.

(i) Least favourable statistic approach. Instead
of averaging the test statistics for all possible
arrangements under tied observations, one might
choose that statistics value out of all which minimises
the probability of rejection. Under this approach,
there is least chance of committing type 1 error,

(iv) Range of probability approach. In this me-
thod one chooses two values of test statistics, the

PROGRAMMED STATISTICS

(i1) All the observations in the sample are inde-
pendent.

(iii) The variable of interest is continuous.

(iv) The lation is sy ic

(v} The ohscrvamous are measured at least on
ordinal scale.

Q. 11 What are the basic steps involved in any
nonparametric test of hypothesis?
Ans. Various basic steps involved in a test are:

(i) First of all one should look for the assump-
tions necessary for the validity of a test pro-
cedure.

(ii) The sample data required should be collected,

(iii) The null and alternative hypotheses should
be established,

(iv) The test statistic or procedure should be de-
cided.

(v) The decision criteria should be fixed to de-
cide about the rejection or acceptance of H,)
vis-a-vis H|.

(vi) The interp
should be given.

Q. 12 What do you understand by ordered statis-
tics?
Ans. Let X, X,, ..., X, be a random sample from a

to the lusions drawn

least and most favourable values. But a decision is
possible only if both the values fall either inside or
outside the region of rejection. If not so, the method
fails.

(v) Omitting the tied observations. This is the )

simplest bul nisky approach. In this method one
discards all tied values and reduce the sample by
that number. If the number of tied observations is
small as compared to the sample size, the test is not
alfected much otherwise, there is a loss of informa-
tion and the prodecure introduces bias towards re-
Jection of the null hypothesis,

Q. 10 What assumptions are generally made for a
nonparametric test?
Ans, Following ptions are most 1
made about any nonparametric test:

(i) The sample at hand is a | 1

¥

populati "with probability of any X's
being equal to zero. If x,,, is the smallest X value in
Xy Xy vos X, X, the next larger value and ‘fnr the
highest, then the set of values x,j, , Xy, w X, 08
called the ordered statistics. This is an ascending
order. If one wants he can put the observations in
descending order as x, 3 Fney 0 o e i3 £
denotes the ™ ordered value for r = 1, 2, ..., n, the
ordered statistics deals with the properties of Xy
Ordered statistics is extremely useful in non-
parametric methods.

The ordered statistics do not possess the same
probability distribution as the original variable X.
Also the values in the ordered statistics are not inde-
pendent even if original variate values are independ-
ent as is always true in case of random samples.

Q.13 Give the names of various nonparametric tests
and stati

drawn from a population whose median is
unknown,

Ans. The names of the nonparametric tests and
stafistics are as follows:
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One sample nonparamelric tests:

(i) Kolmogorov-Smirnov test
(ii) Ordinary sign test
(iii) Wilcoxon signed-rank test
(iv) Runs test

Two or more samples nonparametric tests and
statistics:
(i) Kolmog Smirnov tw ple test
(i) Sign test for paired samples
(iii) Wilcoxon paired sample signed-rank test
{iv) Median test
(v) Wald-Wolfowitz runs test
(vi) Mann-Whitney U-test
(vii) Mecnemar’s test
(viii) Cochran’s Q-test
(1x) Mood’s test for dispersion
(x) Moses test for dispersion
(xi} Kruskal-Wallis one way analysis
(xii) Friedman's method of two way analysis
(xiti) Jonckheere Terpstra test
(xiv) Page's test
{xv) Spearman’s rank correlation
(xvi) Kendall's correlation coefficient T
(xvii) Coefficient of concordance
(xviii) Brown and Mood's test
(xix) Mood's test
(xx) Theil's test
(xxi) Confidence interval
(xxi1) Confidence band
Q. 14 Describe briefly Kolmogorov-Smimov test
of goodness of fit in case of one sample.
Ans. Let X, X, .., X be a random sample from
an unknown continuous population having the cu-
mulative distribution function F(x). Also let the
ordered statistics be x;,.. Xo ..oy X, The K-S test is
based on Glivenko-Cantelli theorem which states
thai the step function 5, (x) with jumps eccurring at
the values X, Xy, . X, of the ordered statistics
for the sample approaches the true distribution for
all X. Kolmogorov-Smirnov used this theorem and
compared the empirical distribution function §_ (x)
of the sample for any value of x with the population
c.d.f. under H, ie., Fy (x).
The hypothesis under test is,
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Hy: F(x) = Fy(x) vs. H: F(x) # Fy (x)

where Fj, (x) is a completely specified continuous
distribution.
To test H, the numerical difference {:,{.t)- .F,',(xﬂ
is used in K- test. Since the difference depends on
x, the K-S statistic D _is taken to be the supremum of
such differences, i.e.,

D, = Sup Is. (x)- Fn[x)]
overnll x

Under H, the statistic D, has a distribution which is
independent of the c.d.f. F (x) that defines H;. The
statistic D, is distribution free.

To take a decision about Hy, the test criteria are,
reject H,, if D, 2 D, ; (1abulated value), otherwise
accept H,

Q. 15 Compare the Chi-square test of goodness of
fit with Kolmogorov-Smirnov test.

Ans. The Chi-square test is also one of the very
popular test of goodness of fit. If we compare the
two, we find that:

(i) 32-test is specially meant for categorical data
whereas K-§ statistics are for random sam-
ples from continuous populations. However,
when the data are categorical, the two tests
can interchangeably be used.

Chi-square i ical data, wi

the K-S statistic utilises each of the n obser-
vations. Hence, the K-5 makes better use of
available information than Chi-square statis-
lic,

The Kolmogorov-Smirnov statistic is more
flexible than Chi-square statistic as it can be
used to determine minimum sample size and
confidence band.

In K-§ test, we can use one side test also
which is not possible in Chi-square test.
The K-5 test is easier to apply.

‘The Chi-square test also comes in the categroy
of parametric tests whereas K-S test is only a
nonparametric test.

Q. 16 How can you perform ordinary sign test?
Ans.  Let x, X o X, be the ordered sample
values from a population F (x) and M be its median.

(i)

(iii)

(iv)

)
(vi)
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Also P (X = M) = 0. Here we test, H: M = M, vs.

Hi: M = M, where M, is the given value of the

median and hence P(X > My) = P(X <M,)=05.
So we can test Hy:P(X>My)= P(X <M,)
vS. H\:P(X > Mg)# P(X < M)

To perform the sign test, find the differences
Xy—Mgfori=1,2,..n and consider their signs,
Suppose the number of +ve signs is r and negative
signs, (n — r). For the purpose of test we consider
only positive signs. So r follows binomial distri-
bution. Also the null hypothesis H, changes to
p=0.35.

So the hypothesis under test amounts to testing,

Hy:p=05 vs. Hi:p=205

The test criterion is, reject H, if r2 1,2 where

is the critical value at significance level . fya is

PROGRAMMED STATISTICS

Q. 17 How to resolve the problem of zero differ-
ences in sign test?
Ans. In practice zero differences seldom occur. To
resolve this problem, the best way is to discard zero
differences and reduce the sample size by that
number. Another way is to count half zeros as posi-
tive and half zeros as negative.
Q. 18 Following are the yields of maize in q/ha
recorded from an experiment and arranged in as-
cending order with median M = 20.
154, 16.4, 17.3, 18.2, 19.2, 20.9, 22.7, 23.6, 24.5.
Test Hp M=20vs. H: M=20ata =005
[Given: P (x < 4) = 0.50]
Ans.  To test Hy, we find the difference (X - 20)
and write their signs.

Heren=9r=4

P (x<4)=0.5is greater than a = 0.05. Hence H,
is not rejected at 5 per cent level of significance.

the smallest integer which satisfies the diti

SO s

or rS 14 is the smallest integer such that

W=
S \rjl2/\2
For one-sided test use r, instead of 752 . Restof the
test procedure remains the same.

Large sample case: If n = 25, normal deviate test
is applied to decide about H,. Z is given by the
statistic,

7= (r+0.5)~np,

where r < npg
ViPo 4.

_(r=05)=np,
viPo 4,
where py = 0.5 and g, = 1 -05=05

The decision about H is taken in a usual manner as
described with parametric tests.

where r > npg

Q. 19 How Wilcoxon's signed-rank test differ from
sign test and how to perform it?

Ans.  Ordinary sign test was based only on the
lirection of diff ignoring their magnitudes.
But Wilcoxon's signed rank test takes into consid-
eration, the both. This test is more sensitive and
powerful than ordinary sign test.

To perform the test for Hy:M =M, vs. H;:
M=# M, find the differences d; = X, - M, for
i=1,2, .. n d; wil be distributed symmetrically
about the median zero so that +ve and -ve differences
of equal absolute magnitude have equal probabilities
of occurrences. The steps of the test are as follows:

Step-1.  Arrange the differences in ascending or-
der ignoring the sign and rank them from
Lton.

Now assign the signs to the ranks which
the original differences possessed.
Suppose the sum of ranks of +ve d/'s is
T* and that of ranks of —ve d;'s is T". For
a symmetric distribution, it is expected
that T and T- will approxiamtely be
equal.

Step-2.

Step-3.
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n
+ o . nln+1)
Al T 4T =) izt
50 ; 2
Choose smaller of the 7* and T~ for con-
dueting the test. Suppose T is smaller.

Step-4. Denote the rank of |d;| by r(|d;) and a
variable Z; such that,
1if 4,50
Tl if d <0
Ll
Therefore, T° = Zz,.rﬂd,]}
=l
Srep-5. 1T we take the subscript on the original

sample such that all |d;] fori=1,2, ...,

n are ordered statistics replace r({d;[) by
iand Z; by Z ; where
1if d; with rank i is +ve
D71 0if d; with rank i is - ve

Then, T* =Y iZ,

i=l

Z;, are independent Bernoulli variables

but are not identically distributed. Z,
has mean p, and variance pgq, and
Cov (Z,,, Zw) =0 for i #j. T* has mean

" L)
Zx‘p; and variance Zi‘.ﬂ'.a (t-p)-
[

|
Under Hy.p; = 3 and hence

.E(T'):%z.:i:—"(":l)

i=l
and
var [T‘): _‘:_‘z"l:fz - n(n +12]:2n+ 1)

If 7™ is smaller, same treatment can be
given. Let 7= min (7%, T). If T, is a
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number such that P (T < T_) = « (the
level of significance). The test criteria
for testing
HyM=My vs. H:M=zM,
is, find the critical value of T from the
table for the sample size # and prefixed
level of significance . If T < T, , reject
Hy, otherwise accept Hy,. If the alterna-
tive hypothesis leads to one-tailed test,
the critical value of T from the table be
consulted for given a for one-tailed test.
Q. 20 For the problem given in Q. No. I8, test
Hy:M=20 vs. H;:M>20.
[Given Ty 5 = 6]
Ans. The differences X, — 20 are:
-4.6, -3.6, -2.7, -1.8, 0.8, 0.9, 2.7, 3.6, 4.5.

The ordered sequence of numbers ignoring the
sign and their ranks with original signs are as fol-
lows:

0.8,09, 1.8,2.7,2.7,3.6,3.6,4.5, 4.6

-1,2,-3,45,-4.5, 6.5, -6.5, 8, -9
Thus, T* =21 and T"= 24
T* = 21> 6 (Table value), so we accpt Hy. It means
the median yield of maize in general is 20 g/ha,
Q. 21 Define a run in a sequence of symbols.
Ans. A run is a sequence of symbols followed and
preceded by other tvpe of symbols or no symbols.
For example, a sequence FMMFFMMMEFF of sym-
bols F & M has five runs.

Q. 22 What indication can one get from the number
of runs?

Ans.  The number of runs in a sequence are indica-
tive of randomness. Any set pattern of symbols in a
sequence shows lack of randomness. In other words
too many or too less runs show lack of randomness.
Q. 23 Give runs test for randomness.

Ans. Letaand b be the symbols to show the kind
of items, i or numbers forming a

The hypothesis, H,, : the symbols occur in random
order vs. H, : the symbols occur in a set pattern,
can be tested by runs test. The test procedure is as
follows:
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Suppose the sample of size r contains n, symbols
of one kind say, a and n, symbols of the other kind
say, b. Thus n, + n, = n. Also suppose, the number
of runs of a symbols is r, and of b symbols r, and
R+ =

To decide about H, the value of r is compared
with the critical number of runs obtained from ta-
bles. These tables provide lower and upper critical
values of the number of runs. If the observed number
of runs in a sample lies in between these critical
values, H,, is not rejected and if outside these critical
values, H, is rejected.

Q. 24 Pollowing is a sequence of heads (H) and

tails (T) in tossing of a coin 14 times.
HTTHHHTHTTHHTH

Test whether the heads, and tails occur in random

order. [Given: Fora =005, r, =2, r; = 12]

Ans. For the given sequence,

The sample size, n =14

No. of heads, n o=

No. of tails, n, =6
No. of runs of H, r =35
No. of runs of T, r =4

Thus, r=5+4=9
Since the observed value of r = 9 lies between the
critical values 3 and 12, we accept Hy,. It means that
the heads and tails occur in random order or it can
be said that the coin is unbiased.
Q. 25 How can one use the Kolmogorov-Smimov
test for two sample problem?
Ans.  When two samples are drawn from two con-
tinuous populations F, and F,, it is desired to test
whether two samples have come from identical
populations, i.e., one wants 1o test,

Hy: R(x) = F;(x) for all x
vs. H;: F(x)# F(x) for some x
Under the K-§ test, the decision about H, is taken on
the basis of the di b the irical dis-
tributions of the two sample. If 5, (x)and §, (x)arc
the empirical distrit s of two les of sizes
n, and n, from the populations F, and F, respec-
tively, the K-5 statistic is,
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D, ., = max 5, (x)-5,, (x)

Decision about H, is taken by comparing D,

. '
with critical value of D for , and n, sample si.z;s
and a level of significance from the comesponding
table in the usual manner.

Q. 26 In what way the ordinary sign test can be
used for paired samples?

Ans. Let(x, %) (%2, Y2 ) «.s(%s, ¥, ) be the paircd
sample observations.

Suppose di=x;-y fori=12,...n

Here itis d that pop of dj's is c:

ous and obviously P (d = M,) = 0.

The hypothesis to be tested is

Hy:P(d>MJ) = P(d < M])

vs. H:P(d>M()=P(d<Mf)

So in two sample case, instead of dealing with the
sample values, one has to deal with the differences d
and perform the test in the same way as we do for
one sample case,
Q. 27 How can one apply Wilcoxon’s signed-ranked
test for matched-paired samples?
Ans.  Under matched-paired samples, the differ-
ences d within n paired sample values (x, y,) fori=
1, 2, ..., n are assumed to have come from continu-
ous and sy ic population diffe IfM,is
the median of the population of diffe: and ex-
pected to possess a known value MY, we test
Hy:My=M] vs. Hy:M;»M°
Now rest of the test procedure remains same as in
case of one sample test. Here, our variable is d
instead of X,
Q. 28 How to test the equality of location param-
eters of two populations by the median test?
Ans. The median test for testing the equality of
location parameters of two populations does not re-
quire the restriction of paired observation as we
have in matched pair sign test. It is a more general
test. If we have random samples X), X3, ... X, and
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¥, ¥ X, from two populations Fy and F, re-
spectively, then we have to test

Hy: Fe(x)= Fy(x) forallx
vs. HpFy(x)=F(x-8) forallxand3#0
where & is the shift :nu:elocaunnparamm:whach

is the median, The pr for median test is as
follows:

Step-1. Combine the two ples and
the pooled observations in order.

Step-2.  Find the median of the combined sam-
ples, say it is 6.

Step-3. Count the number of X’s and ¥'s on the
left of 8. Suppose there are u X's and v
¥'s to the left of 8. Obviously there are
(n,~u)X'sand (n,—v)¥'s not to the
left of 8.

Step-4. Calculate the probability of the event that

u + v = { observations are on the left of
0. If p is the probability for any observa-
tion to be on the left of 8, then P (u+v =f)
is

r=("3") -

fort=0,1,2, .., (n +n)
Also the conditional distribution of «
given 1 is,

(2)()
1= GD)

t
foru=0,1,2,
It is worth noting that f(uf¢) follows
hypergeometric distribution. This expres-
sion gives the conditional probability of

=1
u where r-z for even n and r-T

ween My

for odd n.

The test based on u, the number of X-

nhm'vauons which are less than @ in the
d le is called median test.

Step-5.
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Under Hy, the probability distribution of
U=uis,

w=(e)()/("3")

foru=0,1,2,..n andf'-'%.
The decision criteria for the test of size a
are:

Step-6.

reject Hy ifuscoruzc' for Hy:6=0
reject Hy ifuscg, for H:8>0
reject Hy ifu 2 ¢, for H,:8 <0
where P(usc)+ P(Uz2c')=u

Also ¢, and ¢’, are respectively the largest and
smallest integers such that P (U < ¢) < a and
P (Uz ') < a. The critical values of c.e',c, and
¢’, are also tabulated by Liecberman and Owen
in1961. As an alternative, a simple approach to decide
about H, is to calculate the probability f,, (v} and
compare it with a, the prefixed level of significance.
For a two-tailed test f;, (1) < a/2, reject Hy, otherwise
accept Hy,

Again for a one-tailed test, if f; (1) < o, reject H,,
otherwise not.

I n 2 10, H, can be tested by Z-test. The variable

U is distributed with mean =2 and variance =
n

nyny (n—1)

—5——~-Hence for large n,

n*(n-1)

mt

Z= n

" ”2 (" "}
n (ﬂ—l)

where Z ~ N (0, 1)

Decision about Hy, can be taken in the usual way.
Q. 29 Is it possible to apply the median test for
testing the identicalness of more than two-sampled
populations? If yes, how to perform this test?
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Ans. The median test is applicable for testing the
identicalness of more than two populations. The pro-
cedure for performing the median test is same as in
the msc of two pop lation: Lcl us ider in
2 1 k pog and ples of sizes
My, Ay oy 1, from the populalicns Fy(x), Fy (), ..,
F, (x) respectively.

Here we tesi
Hy: Filx}=F(x)=..= F(x}in resepet of
median
vs. H, : ol least two of them are not same.

As a test | dure, pool all the samples and find
the median 8. Then count how many observations
for each sample are to the left of 6. Consider a
random variable U, denoting the number of observa-
tions which are to the left of @ in the # sample for i
=1L2 ..k

Supposing

if Nis even
if Nis odd

where N=En;

Under H,, all [ ] possible sets of observations are

2)E)-)
1
N

()
Under H,, all u, should be equal. Hence, if one or
more u's differ largely from their expected u, H,
should be rejected. But this approach is vague. So
the best thing is 1o calculate the probabilites for
observed and extreme values of uy, uy, ..., u, and
cumulate these probabilities. In practice, if the sum
of probabilities so calculated is less than the desired
level a, reject Hy, otherwise H, is not rejected.
Calculation of probabilities is a tedious job. Hence,
an alternative approach is better provided the number

equally likely. Hence,

f("l' Uy, sty ’} =
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of observations N is noi less than 25 and no indi-
vidual sample has less than 5 observations. To test
Hy, we apply the Fhi-squm test. The test statistic
for 2K categories is

q= Zz(far U

i=t j=l

where f, = u, =no. of obscrvations in the i sample
to the left .
and  f, =n,—u; = no, of observations in the i
sample not to the left 8.

As a common procedure,
€ = ﬁ"r‘

N-r
'1'2 = N ﬂl-

Substituting the value of f; and ¢, the test statistic

r 2
-“.

r(N ) g
g is approximately distributed as x’ with (K- 1)d.f.
The decision about M can be taken in the usual
manner.

It has been found that there is an upward bias in
q as a y*-approximation. Hence a correction is in-

coq)orah:d in g, i.e., to multiply g by [N ]] This
N

makes the approximation more verile.

Q. 30 The pulse rates of 6 persons without any
medication and of 7 persons after 3 days of medica-
tion were as follows:

Pulse rate

without

medication (X): 120, 104, 72,
Pulse rate

after 3 days

medication (¥): 122, 108, 105, 130, 140, 136, 84.
Test whether the distribution of pulse rate of persons
before and after medication is same at o = 0.05.

Ans. To test Hy:Fe(x) = Fyp(x) vs. Hi: Fy(x) =

182, 88, 96
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Fy(x—a), we combine the two samples and find
the median © of the combined i

12, 84, 88, 9€, 104, 105, 108, 120, 122, 130, 136,
140, 182.

Here, 0= 108,n =6,m=T, u=4,v=2,t=6

()G)
(4]

=0.184

Sulu) =

Since fy(u)=0.184 > of2, we accept Hy,

This leads to the conclusion that the distribution of
pulse rates before and after medication with regard
to median are same.

Q. 31 Describe Wald-Wolfowitz runs test for

1 of two popul

Ans.  Wald-Wolfowitz runs test uses the data of
two random samples X, X3,..., X, and ¥, 15, ...,
Y, of sizes m and n from two populations F, and F,
respectively.

The hypothesis under test is
H, : the populations F| and F, arc identical

vs. H,: the two populations F, and F, differ in

any respect whatsoever, the measure of
location or dispersion.

Notationally we test,
Hy: Fy(x)=F,(x) forall x
vs. H,: Fy(x)# F,(x) for some x

Suppose m =5 and n = 6. Let the combined ordered
statistic is

XXIYYIXIYIXIYYYIX.
So there are 7 runs in all,
Suppose the total number of runs in the pooled
ordered arrangement of mX's and nY"s are denoted
by the random variable R. Now to take a decision
about H, the critical region for Wald-Wolfowilz
runs test of Jevel a is given by

Rsr,
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where r_ is chosen to the largest integer such that
under Hy, P(R<r,)sa.

The decision rule is, reject H, at a/2 = 0.025 (say) if
the computed value of R is less than or equal to the
tabulated value of r for m and n sample sizes.
Large sample approximation. When either m or n
is greater than 20, critical value of r is not available
in the table. Hence in such a situation, distribution
of R can be approximated to normal distribution
with,

2mn
mean(R) = +1
m+n

2mn(2mn—m—n)

var(R) = (m+n)*(m+n-1)

and
‘Thus, the normal deviate

_ R-mean(R)

var(R)
where Z ~ N (0, 1).
The decision about Hy is taken in the usual manner.
Q. 32 Explicate Mann-Whitney U-test for testing
the identical of two lati
Ans. Let the two random samples from two
populations be X, Xp,....X, and ¥, 15,...%, .
The hypothesis whether the two samples have come
from two identical populations can be tested by
Mann-Whitney U-test. It is a good substitute for
t-test when the conditions imposed on parent popu-
lations are not met. This test is based on the criterion
of the magnitude of ¥'s in relation o X's or vice versa.

Ll &

Here we test
Hy: Fy(x)=F, (x) for all x

vs. H i Fy(x)# Fy(x) for some x.
We may use one-sided test if there is some prior
information whether Fy(x) > Fyx) or Fy(x)
< Fy (x). Also assume that F, (x) and F,, (x) both are
continuous. [t avoids the chance of tied observations.

Under the Mann-Whitney procedure, combine the
data of two samples and arrange them in ascending
order. Keep track which observation belongs to which
sample. Statistic U is defined as the number of times
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¥'s precede the X's in the combined sequence of
(n, + ny) variate values. Here we define an indicator
variable Dy, to compute U/

Vif ¥, < X, fori=1,2,....m

D. =
where, D 0ifY;> X, forj=1,2,...m
and U=3 ¥ Dy

i=l j=1

Obviously D, are the Bernoulli variables with

P(Dy=1)=P(Y<X)=m.

ITH,istrue forallx, P(X<Y)=P(Y < X):%:n.
Hence, we have to test

Hn:!"% forallx, vs. Hi:m ¢% for some x.
Decision about H, can be taken by comparing the
calculated value of U with the tabulated value of U
for sample sizes n, and n,, and at a level of sig-
nificance.

Alternative approach. The value of U can also be
obtained by considering the sum of the ranks §, of
¥'s (the case when ¥ p X} in the ordered
combined sequence. The formula for U is,

+1
U=nn, +-”—1(L;——) ]
Similarly, if the ranks of X's are counted (the case
when X precedes ¥), the value of U can be obtained
by the formula,
+1
U=y + T (s }—Sl
2
where S, is the sum of rank’s of X's in the combined
sequence of X's and ¥'s.

It is interesting to point out that the value of U
obtained by the use of indicator variable DH or directly
by the formula are same. Also there exists a relation
between U and U" which is given as,

U'=nn, =U

This relation helps to obtain U' when U is known
and vice-versa without redoing the whole calculati
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and is often required for getting the probabilities
under Mann-Whitney U-test or the critical value of
U for different values of n, and n,,

Large sample case. If n, and n, are so large that
the tabulated probabilities or eritical values of U
are not available, then the distribution of U can
be approximated to normal distribution with

1
"12"2 and var w)=”1"2(ﬂ;;"3+ )

The test statistic is,

mean (U) =

nyma (m +my +1)
12

where Z~N (0, 1)
The decision about H; can be taken in the usual way.

Q. 33 Given the score of two groups of persons,
the one under placebo and other under drug are as
follows:

Scores under placebo (X)  Scores under drug (Y)
10

20
13 14
12 7
15 9
16 17
8 18
6 19
25
24

Test that the distributions of scores under placebo
and under drug are identical.

Ans.  We test
Hy Fy ()= Fy(x) vs. H: Fy (x) 2 F, (%)
The combined ordered seq is,
6, 7, 8 9 10, 12, 13, 14,
X Y X Y X X X Y
ranks | 2 3 4 5 6 7 8
15, 16, 17, 18, 19, 20, 24, 25
X X Y Yy Yy Y Y Y
ranks 9, 10, 11, 12, 13, 14, 15, 16,

Now find Du in case, ¥ precedes X.
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D,=6,D,=5D,=2.D,=0,D,=0,..
U=£Dﬁ=6+5+2+{]+l]= 13

For the given question, n, =7, n,=9.

The sum of ranks of ¥ = §,=95

U=T7=9+

9(9+1) _o5
2

=13

Here it is shown that the value of U obtained in
cither way remains same.
The decision about H;, can be taken by comparing
the calculated value of U with the tabulated value of
U/ from the table XIV.b, Basic Statistics by B.L.
Agarwal,
Tabulated value of U for n; =7, n, =9 and a = 0.05
is 12. Since the critical value of U is less than the
calculated value, we reject Hy It leads to the

lusion that distrit of scores under the drug
and placebo are not identical.
Q. 34 How can one perform Mcnemar's test for the
significance of change?
Ans, Mcnemar's test o see the effect of some
treatment, training or advertisement which brings
about the change in attitude of individuals. This test
is particularly useful when the measurements are on
nominal or ordinal scale.

Here we test
Hy: There is no significant change in indi-
viduals after the treatment.
vs. H;: There is a significant change in indi-
viduals after the treatment.
As a test procedure, prepare a (2 x 2) contingency
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Under null hypothesis, the expected frequencies
corresponding to A and D will be (A + D¥2 and
(A + D)2 ively. In case of contingency table,
x* test is applicable. Here we our attention
to two cells which indicate a change. Thus the Chi-
square test statistic is,

2
@ =Z(O'“TE’]
A+DY A+DY
(5] (o-57)
(A+D)2 (A+ D)2
_(a-Dy
(A+D)

1Y has 1 d.f.

When the expected frequency in either cell A or D or
both is small, use Yates™ correction. Under Yates’
correction, the statistic

H
2 (A-Di-1)
(A+D)

The decision about Hj, is taken in the usual manner.
Q. 35 An opinion survey was conducted about the
GATT treaty from a group of 25 persons, whether
they favour (+) it or against (-) it. They were exposed
to certain Jectures and discussions for a few weeks
time. Again their opinion were taken about the GATT
treaty. The results were as follows:

After Lect. & Discussion

table denoting a positive response by +ve sign and - +
a negative response by — sign. So the table will be of Initialt + 4 5
the kind Y
After Treat. - 2 14
- +
Test whether there is a significant change in the
Before + A B . 2
Treat, I of [ [Given: Xa.0s.1 = 3.841]
- c D Ans. Here we test

(1, )™ and (2, 2)™ cells give the number of
individuals which showed change, ie., (A + D).

Hy: There is no change in opinion after
lectures and discussions,
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From the table A9 of Daniel Applied Nonparametric
Statistics, My, (7 = 38 and M t6.7)= 130. The
calculated value of M > 38 and < 130. Hence, we
accept Hy. It means that the two populations of pulse
rale with and without medication are identical with
regard 1o measure of dispersion.

Q. 38 Explicate Moses™ test for equality of two
Ans,  Moses” test is more general than Modd's test
in the sense that one has not to assume the equality
of medians of the two population. Secondly, it is not
necessary that i, < . Rest of the assumplions remain
the same.

Here we have to test,
Hy:oy=ay vs. Hiop 20,
or Hy:o, <0, vs. Hyiog >0,
or Hy.opza, vs. Hyop <o,
Test procedure is totally different from all proce-

dures. In this we have two independent samples
say, sample X: X, X;..... X,

W1

myt

and sample ¥: ¥, H. ..

Different steps for the test procedure are:

Divide X’s at random into sub-samples
of arbitrary chosen size k. Discard lefl
over observations. Let the number of
these sub-samples is m,.

Repeat step-1 for ¥'s, Let the number of
sub-samples of Vs is m,.

Step-1.

Step-2.

Step-3. For each subsample of X's, calculate the

sum of squares of the deviations from
mean ie Z[X—f}z.
For cach sub

g(r-F).

Step-4. ple of ¥'s, calculat

Now the quantities E(X—f}z and

2
E(Y—- 17)' are our variate values with
m, and m, sample sizes randomly. Let
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them be denoted as . 43, ... U, and

Vis Vg oees Vo, respectively.

Step-5.  Now apply Mann-Whitney test 1aking
u's and v's as two independent samples
of sizes my and m, respectively.

Step-6.  Caleulate the siatistic,

my (my +1)
2
where, S is the sum of ranks of «'s.

To decide about H,;, compare the calcu-
lated value of U with W of Moses table
A8 in Daniel's Applied Nonparametric
Statistics.

U=S

Step-7.

For a two-sided test reject Hy, if U/ < ww:.{n..m;]

or Uz "‘";—u-'z.[n..m,}' otherwise accept M.

For a one-sided test H, : o, > o,, reject H in favour
of H if UZWI_“IM_M', otherwise accept H,.

For a one-sided hypothesis H, : o, < a,, reject H

in favour of H if U < Wu_t-'_m). otherwise accept

Hy.
Note: As regards the sub-sample size £, it should
be large enough but not more than 10. Also K should
be chosen in such a way that m, and m, are large
gh 1o yield ingful results.
Q. 39 In a study on goats, the body weight of 3-
month-old 26 goats and of 6-month-old 22 goats
were as follows:

Body weight {in kg) of 3-month-old goats (X):
13.0, 7.5, 8.0, 11.5, 6.4, 9.0, 12.0, 10.5, 12.8, 10.2,
7.6, 10.1, 13.0, 14.0, 7.4, 7.8, 10.5, 9.7, 12.5, 9.2,
9.7, 11.6, 14.4, 12.8, 12.5, 14.5.

Body weight (in kg) of 6-month old goats (Y):
113, 1.7, 17.0, 10,0, 9.0, 16.4, 15.3, 15.5, 13.8,
12,7, 14.7, 18.0, 125, 134, 137, 17.7, 13.3, 9.6,
14.7, 17.0, 16.5, 15.3.

Test by Moses" method whether two populations of
goats have equal dispersion in weights at 5 per cent
level of significance.




Ans. Herewetest Hy o, =0, vs. H: 0, 20, Let
us take k = 5.

So for the given datam, = 5 and m, = 4.

Now we draw sub-sample randomly and calculate

the sum of squares of the deviations from mean for
both the samples.
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that the two populations of goats have unequal
measures of dispersion.

Q. 40 When do you use Cochran's Q-test and how
to apply it?

Ans. Cochran's Q-test is used to test the equality
of certain treatments particularly when the obser-

can be dichotomatised say success coded as

Sample No.  Sub-samples (X)y ~ T(X-X)' 1 and failure coded as 0.
1 102,116, 118,7.8,7.6 2104 el )
2 125,9.7,97, 120,75 1629 Hy: The treatments are equally effective
3 12.8,10.2, 13.0, 14.5, 13.0 9.68 vs. H @ All are not equally effective.
4 6.4, 140,115, 8.0, 105 3543 In the experiment, the treatments are applied to as
3 7.5,9.2,9.0, 105, 125 14.05 many equal size groups of units as the number of
treatments. Suppose there are r groups and each
. =)2  group contains k units. The observations can be
Sample No. Sub-samples (¥) Z(]" - Y) ma:ged in a r x k table as follows:
1 11.3, 17.0, 15.3, 16.0, 13.7  19.89 Groups Treatments Toral
2 14.7, 18.0, 9.0, 147, 13.8 42.01 ! 2 i k
k) 10,0, 15.5, 16.5, 15.3, 11.7  31.28
4. 133,17.0,125,96, 134 2793 S L R | R,
2 Xy Xpooe Ry e Xy Ry
Discarded X-value = 10.1
Discarded Y-values = 12.7, 17.7
2 2 ! By xpoowe Xy X Ry
Combine the quantities £(X-X)" and £(¥ - ¥)
and arrange IJlezm in ascending order. The quantities r X *a X | R
i -X derlined to keep track.
or £(X - X)” are underlined to keep trac Tal |G, G - G - G| n
Combined
order statistics:  9.68, [4.05, 1629, 19.89, 21.04, Suppose, x; = | if the effect is bl
ranks: m @ @ & (® and
Combincd x; = 0if it is not.
order statistics:  27.93, 31.28, 3543, 4201, o test H. th .
ke 6 7 ® o test H, the test statistic

sum of rank’s of u's, i.e, §=19
The test statistic
U=19-5(5+1)/2
=4
Tabulated value of wD.mls.A] =2

Since U=4>W

Doas sy W€ reject Hy. It means

E
k(k=1) E €} =(k-1)n’
J=1
O
kn- X R}
i=l
The statistic Q is approximately distributed as y?
with (k = 1) d.f. Here a precaution is required while
approximating the distribution of @ to %2 The
number of treatments should be at least 4 and total
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number of observations be at least 24. IF it is less
than 24, construct the exact distribution of Q or use
special tables prepared by Tata and Brown in 1964
available in a graph at  University of
Pennsylvania. Also if there are all 0's or 1's in any
group (block), delete that group for the purpose of
analysis provided the remaining observations are
not less than 24,

Q. 41 Eight groups of a fruit each consisting of 4
fruits were stored, one under four different storage
methods. The fruits were examined after a week. If
the fruit was putrefied, it was coded as ! and if not
puirefied, then 0. The results of the experiments are
presented in the following table.
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Since the calculated value x* = 1.22 < 7.81, the
tabulated value, H, is accepted. It leads 1o the
conelusion that all the storage methods are equally
effective.
Q. 42 Give Kruskal-Wallis method of analysis for
one way classification of data.
Ans. Kruskal-Wali test is one of the most fre-
quently used method in nonp i istics for
analysing data in one way classification. It is
equivalent to one way analysis of variance in
parametric methods.

We test the identicai of k pop (in
respect of medians) from which the independent

Storage Methods
Groups ! 1 i} v Total
1 ] 1 [}] 1 2
2 1 0 0 0 1
3 1 1 0 0 2
4 1 1 1 0 3
5 0 0 0 1 |
6 0 1 0 0 |
7 I 0 | I 3
8 o i 1 0 2
Total 4 5 3 3 15
Test whether there is any difference in storage
hods in respect of putrefication
[Given: Xjo0sy = 7.81]
Ans.  We test,
Hy:  Allthe storage methods are equally good.

vs.  H;: Atleast two of them differ significantly.
The test statistic

4(4-1)(4? +5% +3% +3%)-3x15
Caxi5-(2 4P 422437 4P 412 437 427)

_708-675
T e0-3
=122

ples have been drawn. There is no restriction on
sample sizes.
Assumptions, Kruskal-Wallis test is based on the
following assumptions:
1. The chservations are independent within and
between samples.
2. The variable under study is continuous.
3. The populations are identical except possibly
in respect of median,
We test
Hy: All the populations are identical.

vs. H,: At least one pair of populations do not

have the same median.
Let there be k independ ples irom k popul
tions of sizes n, n,, ..., n,. The observations in k
samples can always be presented in the tabular form
as given below:

Sample Numbers
1 2 i k
o x, X, Xy
12 3 - Xz " Tz
E Xy, Xy,
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Assign rank to each observation from | 1o N = _zl "
il

by pooling all the sample observations and writing
them in ascending order. The sum of ranks is

N(N+1)
2

obviously equal 1o - Under H, the sum of

the ranks would be divided in proportion to sample
size among k samples.

For the ™ sample of size m, the expected sum of
ranks is

m NN+ _m(N+1)
N 2 2
Suppose R, is the actual sum of ranks of observations
in sample i
To test M, Kruskal-Wallis test statistic is a
weighted sum of squares of deviations of the sum of
ranks of the treatments from the expected sum of
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in a group and X is over all such groups. The corrected
test statistic,

H. = H/C.
Q. 44 Wool yield of three groups of ewe lambs
under different feeding regimen (in kg) was as given
below.

Feed 1 Feed 1 Feed 1l
(pasture) Pasture Pasture
+ concentrate  + concentrate
+ minerals
B.78 5.16 9.92
6.23 9.64 14.74
7.65 6.52 7.93
5.10 5.38 11.90
5.95 6.80 10,77
B.50 7.37
10.20 7.08
5.67

ranks, using reciprocals of le size as the weigh

¥ &

The Kruskal-Wallis statistic in notational form is,

i'li[Ni-l)
N[N+l) par rrf

-3 N+l

TN (N +1) ; n ( )
The statistic H is approximately distributed as ¥?
with (k — 1) d.I. subject to the condition that n,
should be large, ie., each n; should not be less
than 5.

The decision about H,, can be taken in the usual
manner,
Note: Whtn k=2, H test reduces to Mann-Whitney
U-test. Some people call it Wilcoxon's U-test.
Q. 43 What adjustment has to be made for ties in
Kruskal-Wallis H?
Ans.  If there are a substantial number of ties, one
must adjust H for ties. The adjustment factor

LT

e

where T'=(* = 1) for 1, the number of tied observations

From the experimental data, test whether the three
types of feeds affect the wool yield.

[Given: X3 05,2 = 5.99]

Ans. [In this problem we have 1o test

Hy: The three feeds are equally effective

vs. M Atleast two feeds do not have the same
effect on the production of wool.

To test H,, we first assign ranks to each yield value

by pooling them and tabulate them as given below:

Ranks Sums  Sample size
Feedl 14,6,11. 1.5, 13,17 67 7
Feed 1l 2,15,7.3.8 s 5
Feed 111 16, 20, 12,19, 18,10, 108
9.4 8
N=20

The test statistic

2 2 2
T SN N
20x214 7 5 8

=398
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Calculated 3* = 3.98 < 5,99, the tabulated value of
x* at 5 per cent level of significance and 2 d.f,, we
do not reject H. It means that the three feeds are
equally effective.
Q. 45 Delineate Friedman's two way analysis of
variance by ranks.
Ans.  When the assumptions necessitated for two
way analysis of variance in parametric test do not
hold good, the data can be analysed by Friedman’s
nonparamelric procedure, The method utilises the
ranks within a block. Suppose there are k treatments
and r blocks, cach block of size k. Each treatment
oceurs onee in each block,

Assumptions for Friedman’s test are same as per
Kruskal-Wallis test,

The data for r blocks and k treatments can be
presented in the following two way table,

Samples (Treatments)
Blocks
1 2 k
1 i X2 i
2 X, Xy Xy
r X X Trk
We test
Hy: Al treatments have same effect
vs.  H: All tremuments do not have the same

effect.

To test Hy, assign ranks to all observations from 1 to
k (lowest 10 highest) in each block independently.
Under Hy, it is expected that the sum of ranks in
all columns will almost be the same, 1t the difference
in sum of ranks of the columns is remarkable, it
cannot be lefl to random variation. Hence, we have

to delve deep. For this, Fried gave the following
Lest.

Suppose R, is the rank of the observation in #*
row and  column fori= 1,2, .., rand j= 1,2, ..,
k. So the two way table for ranks can be displayed as
below:
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Treatments
Blocks Total
I 2 . k
1 R, R, Ry ktk+1)2
2 Ry, Ry Ry k(k+ 12
r R, R, R, kik+1)2
Total R, R, R, rk(k+ 1)f2

Friedman’s test statistic under H, is,

2
r&(k+l]ZR ~3r(k+1)

The statistic F is approximately distributed as Chi-

square with & - 1 d.f. Reject Hy, if A%y is greater
than or equal to the tabulated value of 2 for c level
of significance and (k - 1) d.F., otherwise accept H),.
Q. 46 What adjustment factor should be used in
Friedman's test statistic F when there are ample
number of tied observations in blocks?

u tied obser

in Friedman's F-

Ans. Incase of ample
within blocks, an adj
has to be made.

The adjustment factor is

r

T;
C=l-Y —t—o
; rk(k*-1)
where T, = £ - Z, where 1, is the number of tied
observations for a given rank in the # block. The
adjusted Friedman’s test statistic

=F/C
Q. 47 How can you make multiple comparison in
Fricdman's test when H, is rejected?
Ans. We can make comparison of all possible pairs
of treatment effects by the following relation. For
any two treatment rank totals R; and R} for j= j',
the difference is significant if and only if,
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The value of the test statistic

(9% +132 +57 4157 +18%)~3x 4 x6

where for a size of the test, Z is the standard normal Tax 5 6
deviate corresponding 1o a/k (k-1). _Ba -
Q. 48 Four technicians determined the percent 10
moisture content of the samples of a powder =104
manufactured by five different companies. Their  Since the computed value of F= 10.4 is greater than
determinations of moisture contents were as follows: 4o e of Xos.4= 9.49, we reject H,
Moisture Content (%) ‘This shows that the moi in the powd
Companies of five cc ies is not same.
Technicians 1 2 3 4 5 Q. 49 How can you perform the Jonckheere-
A 9 0 3 ) 12 Terpstra test for ordered alleﬁuzuw.:s? ‘
B 10 1 9 7 2 Ans. The Jonckhecre-Terpstra test is a test specially
designed for testing the null hypothesis of equality
c 9 10 8 12 1 of t means i dered alternatives.
D 8 11 7 14 12 Notationally we test
Hypp=py == vs Hilp Sp S5y

Test whether the per cent moisture conient in the
powder of five companies is same.

[Given: X 5.4 = 9.49)

Ans.  We have to test

Hy The in the powder of
five companies is same.
vs. H;: The in the p of at

least two companies differ significanily.
Since the data are not normal, it is preferable to
apply Friecdman's method of two way analysis.
Assigning ranks to each observation for each
technician independently, we get the following data
of ranks:

Companies
Technicians I 2 3 4 5
A 2 3 1 4 5
B 3 4 2 1 5
C 2 3 | 5 4
D 2 3 1 5 4
Total 9 13 5 15 18

where p, p,, ..., are k treatment (sample) means.
Assumptions for this test are same as for Kruskal-
Wallis test.

The test statistic is

I1=3U,
<j
where U/, is the number of pairs of observations in
which an observation X, under the treatment a is
less than of all values under the treatment b, Also
we compare all pairs of different treatments in a
sequence.

To draw a d about H, the value
of computed J with the critical value of J for a level
of significance, K treatments (populations) and n,,
My ..., 1y sample sizes. Reject Hy, if 42 Jo g ny,.on,
otherwise accept H,

Note: If two values are equal in a paired com-
parison, it gets a value 1/2.

Q. 50 For the problem given in Q. No. 44, test the
equality of feeds effect against the assertion that
feed I is inferior than feed IT and feed IT than TIL
Ans. Let the feeds L II and III mean effects be
denoted by T, T, and 1, respectively.
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to be made in rank correlation. If the number of tied
observations in X for a particular rank is t,. There
can be more than one 1, in X-sample units. In the
same way we can define ¢, Now define the following
values:

]
Ty Ity

3
ty—=1
Ty = "lx =

12

and z.rz =%—ZT,:
3_
Y- n un'ZTY'

I is over all groups of tied values.

After incorporating the correction for ties, the
amended formula for rank correlation is,

+

. Ex*4Iyi-Td?
g =
2JExEy?
Q. 55 How can the significance of Spearman’s rank
correlation be tested?

Ans,  Kendall in 1962 derived the frequency fune-
tion of r; and gave exact critical value ry. But
the approximate test of ry which is the same as (-test
for Pearsonian correlation coefficient is good
enough for all practical purposes. Here we test

Hy:p, =0 vs. Hpip, =0,
The test statistic

= (n-2)s1 "
1-#f
rgvn=2
= =
I=rg
thas (n - 2) d.f.
The decision about H, is taken in the usual way.

Q. 56 Following are the ranks awarded to seven
debators in a competition by two judges.

Debators A B C D E F G
Ranks by judge 1(X) 3 2 I 6 7 4 5
Ranks by judge IL(Y) 5 6 3 7 4 2 1

PROGRAMMED STATISTICS
Calculate the rank correlation and test its signi-
[Given: ty g5 5= 2.571]

Ans.  First we find d's which are:
d -2 -4 -2 -1 3 2 4

ficance.

Iz
Also '_Eld,- =54
x 54
=1-
Thus, ST
=0.036
To test Hy:pg =0 vs. Hy:pg #0, the statistic
;o 003672
:il -(0.036)*
_ 0.080
0.9993
=0.080

Calculated value of r = 0.080 < 2.571, hence we
accept Hy, It means that there is a dissociation
between the ranks awarded by two judges.

Q. 57 What is Kendall's rank correlation coefficient
and how to measure it?

Ans.  Kendall’s rank correlation coefficient *t" is
suitable for the paired ranks as in case of Spearman’s
rank correlation. The condition is that both the
variables X and ¥ be measured at least on ordinal
scale.

One advantage of T over rg is that t can be
generalised to a partial correlation coefficient which
is not possible in case of ry.

The | lure for 2
following steps:

Step-1. Arrange the rank of the first set (X) in
ascending order and rearrange the ranks of
the second set (Y) in such a way that » pairs
of rank remain the same.

Afer operating step-1, the ranks of X are in
natural order. Now we are left to determine
how many pairs of ranks in the set ¥ are in
their natural order and how many are not. A

T ists of the

Step-2.
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number is said to be in natural order if it is

ller than the ling ber and is
coded as +1, and also if it is greater than its
succeeding number then it will not be taken

in natural order and will be coded as —1. In

this way all (;) pairs of the st (¥) will be

considered and assigned the values +1
and -1,
Step-3. Find the sum *S” of all the coded values.
Step-4. The formula for Kendall’s rank correlation
coefficient 1 is,

5 Actual value
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rapidly than ry. So for moderate size samples,
T may provide a more reliable z-test statistic
than re.

For the same set of data, T and r; provide
different numerical values but on testing
hypothesis about them usually lead to the
same conclusion.

Q. 59 How can the problem of tied observations
be resolved while calculating Kendall's rank cor-
relation t?

Ans. Many times it is possible to grade two or
more individuals differently and hence they receive
the same rank. The ranks to the tied observations are
d by using the midrank method. Also there

(ix)

- [n] ~ Max. possible value
2

I
n{n=1)

Q. 58 Give the properties of Kendall’s correla-
tion .

Ans. Properties of Kendall's © are:
(i} The range of Tis =1 to L.

(ii) For large n, there exists an approximate
relation between 1 and ry. The relation is,

(iii) If T = 1, it means that there is perfect corres-
pondence between the rankings awarded by
two judges or the rankings based on the scores
carned by the individuals.

(iv) If T= =1, it reveals that the ranking of X are
just in reverse order of the rankings of V.

The distribution of T approaches lo normality
more rapidly than rg.

(v)

s ' L

(vi) Calculation of tis more
some than rg.
(vii) An important difference between 1 and r is

that t provides an unbiased estimate ol
population rank correlation whereas r, does
not,

(viii) The distribution of T tends to normal more

can be more than one group of tied observations in
X or Y or both. Hence, an adjustment is made in the
formula for .

The formula after adjustment is,

§

T i
Jin(n-l)—z?‘x J-én(u-l)—ZTy

te(rx -1)
2
tied observations in one group of the variable X.
Also there may be more than one such group.

ty(ty=1)
2

where, Ty = ; 1y being the number of

Similarly Ty = for the variable Y.

Q. 60 How can the significance of 1 be tested?
Ans. Test of significance of © means lesting H;:
1 =0, Le., no correspondence between the ranks of
Xand Y.

If no correspondence exists, then for the natural
order of ranks of X, all possible corresponding
arrangements of ¥ are equally likely. Thus, H; can
be tested under three alternative hypotheses namely,

H,,: Direct association (consider right tailed
probability)
H, : Inverse association (consider left tailed
probability)
H,: No association (consider two-tailed prob-
ability)
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For the test of Hy vs. H,'s of size a, direct tables
A.20 of Daniel's Applied Nonparametric Statistics
have been provided for # and a. This table gives the
value of t°, the critical value of 1. 1f computed T 2 T
reject Hy, otherwise not.
Because of the symmetry of the distribution of 1,
the same table is being used for either right or left
tailed probability. As an usual practice, for two-
sided test, we consult the table for n and o/2.

Also for one-tailed test, consult the table for n
and a and get the value of 1°.

If computed 1 is positive and greater than t°,
reject Hy, otherwise not.

If computed 1 is negative and smaller than —1°,
reject Hy, otherwise not.

Again for large n, the distribution of t can be
approsimated to normal distribution. Forn > 10, tis
taken to be distributed normally with mean,

H, =0

1_ 2(2n+5)

and variance, o= On(n-1)

=0

" Z=
Hence: 2(20+9)
9nin-1)
or jn terms of §,
5

" e
The decision about H,, is taken in the usual way.
Q. 61 For the problem given in Q. No. 56, calculate
Kendall's rank correlation T and test its significance.
Ans. We write below the ranks of X in natural order
and ranks of Y correspondingly.
X: 1 2 3 4 5 6 7
¥ 3 6 5 2 1 7 4
For this problem, n =7
For S, take the rank 3 and give +1 or -1 value for all

pairs with subsequent ranks of ¥. 3 < 6, give a number
+1 ;3 <5, again+1;3>2, give a number -1 and so

PROGRAMMED STATISTICS

on. Then choose 6 and 1ake the pairs (6, 5), (6, 2),
(6, 1), (6, 7) and (6, 4) and continue the process Lill
we reach the last pair (7, 4). Proceedings in this
manner,
S=(+l+1-1-1+1+D+(-1-1-1+1-1)
+=1=l+1=-)+(=1+1+1)
+(+ 1+ 1)+(=1)
=2-3-2+1+2-1
=-1
_=2x1
T 7x6
= -0.048
To test the significance of T, we test
Hy:t=0 vs. H:t20
From the table A.2 of Daniel's Applied Nonpara-

Thus, T

metric Statistics for n="7 and -:- =0.025, 1" = 0.714.

Since —(.048, £ -0.714, we accept H,, It reveals
that there is no association amongst the ranks
awarded by two judges.

Q. 62 Give the formula for calculating the Kendall's
partial rank correlation coefficient between two
variables X and ¥ eliminating the effect of the third
variable Z.

Ans. The formula for calculating Kendall's partial
rank correlation coefficient Ty, is analogous to
formula for partial correlation coefficient r, ..
Thus,

Tarz = Ty ~Tyz Taz
;|-|[1~'rf.z)(l—1iz}

where Tyy, Ty, Tyz are Kendall's rank correlations.
The value of Tyyz lies between —1 and +1. Similar
formulae can be given for Typp and Ty;.y.

Q. 63 What is coefficient of concordance and how
is it calculated?

Ans. The for & ing the ag or
concordance between k (k = 3) sets of rankings of
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the same n individuals awarded by k judges or the
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(i) The value of W lies between 0 and 1. It is

same n individuals being d for k
and then ranked was given by M.G. Kendall.

As a general discussion, one can easily conceive
that if all the k judges are in perfect agreement, the
sum of the ranks of a individuals would be 1k, 2k,
.y tk and if they totally disagree, then the sum of
ranks of individuals would be almost equal. From
this, it is evident that the degree of agreement between
the ranks awarded by k judges is reflected by the
degree of variation between the n sums of ranks. So
we find the sum of squares of the deviations of the
actual n rank totals from the mean.

Under perfect ag the sum of sq of
the deviations of the actual » rank totals from the
average column total will be constant equal 1o,

XS, = Z[ I:(n+1]]

"tzn(ﬂz —l)
5

The actual sum of squares of the deviations of
observed columns totals from the average column
total is equal to

n 2
5= Z[n, -@]

where R, is the sum of aclual ranks of the / individual
forj= { 20 R
The coefficient of concordance

w=3
L
. 12s
k"u(nz - l)
The measure ‘W is called the Kendall's coefficient
of concordance.

Q. 64 Mention the properties of coefficient of
concordance ‘W',

Ans. Propertics of W are:

pp that W is the ratio of the two sum of
squares, and hence, it cannot be negative and
greater than | because numerator can not
exceed the denominator.
If W= 0, it means that there is no agreement
between the rankings of the k judges.
Ifw=1, |t means that thm is perfect

J the s of k sets.

A value between 0 and 1 can be interpreted
accordingly.
There exists a linear relation between ave-
rage Spearman’s rank correlation rg  and
coefficient of d; W. By agy
of rank correlation rg,, we mean the ave-

(i)

(iii)

(iv)

)

rage of r of all [':] pairs of rankings. The
relation is,

kw1
= k-1

W cannot take a value 1 as there is no such
thing like perfect discordance when more than
two sets of rankings are involved, ie., the
rankings cannot all disagree perfectly.
Q. 65 What adjustments have to be made in W if
the ties occur within samples and across samples?
Ans. If the ties occur across samples, no adjusi-
ment has to be made. But tied ranks do affect the
value of W if they occur within a sample. First
break the ties by midrank method and then think of
the adjustment in the formula for W. If the proportion
of ties is small, the effect on W is negligible and no
adjustment is required. If the proportion of ties is
large, an adjustment in the formula for W has to be
made.

Suppose there are ¢ tied ranks in a group and
there are more than one group.

Then we find the quantity
z{r-1)
T

where E is taken over all groups of tied observations.

(vi)
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Various steps to determine ‘e’ and 'h" are as
follows:

(1) Plot the paired values on a graph.

(2) Draw a vertical line through the median of X
values. If some points fall on this line, shift
this line to the right or left in such a way that
as nearly as possible, the number of points
on either side is equal.

Compute the median of X and ¥ for both the
groups separately. So we have two points,
one in each group whose co-ordinates are the
median values of X and ¥,

Plot both the points obtained in step (3) and
join them. This line is our required line.

If the median of the vertical deviations of the
points from the line drawn in step (4) is not
zero in both the groups, then shift the line to
either side maintaining the slope in such a
way that the median deviations on both the
Eroups is Zero OF near Zero.

The value of a is the intercept of the final
lineand b=(¥, - 1)/(X, - X,) forany two
points (X,, ¥,) and (X,, ¥,) on the final line.
Q. 69 Arc there any tests available for testing the
significance of regression coefficients?

Ans. Earlier it was believed that T ic
tests are not available for testing the hypothesis about
regression coefficients. But in 1950 and onwards,
nonparamelric lests were evolved by C.W. Brown,
A.M. Mood and H. Theil to test the significance of
regression coefficients.

Q. 70 Discuss Brown and Mood's method of testing
hypothesis about the parameters of a simple
regression equation.

Ans. Suppose the regression equation is,

Z}

(4

(5)

(6)

Y=a+pX+e

Let (X, KX, Ba)eona( X, X,) be the n paired

sample observations and on the basis of these
observations we have to test the hypothesis about a

n7

Hy o= ogand f = B is o be tested against

Hiawzayand =,
where @, and P, are the known values of regression
constants.

Various steps of Brown and Mood’s 1est proce-

dure are:
Step-1. Plot the points (X, ¥)), fori=1,2, .., n as
a scatter diagram.
Draw the line ¥ = o + BoX on the scatter
diagram.
Draw a vertical line on the X-axis at the
median of X values,
Count the number of points n, which lie
above the hypothesised regression line ¥ =
&, + By X and to the left of the vertical line.
Also count the number of poinis n, which
lie to the right of vertical line and above the
line ¥ = ay + B, X.

Step-2.
Step-3.

Step-4.

Step-5. Once we know n,, n, and n, the test statistic

Yo o)
r= nl\"' 4 27
Here the test statistic x? is distributed with
2 df. under Hy and also if n is not too
small. The decision about Hy is taken in the
usual manner.

The main feature of this test is that the decision
about o and B i§' taken simultaneously, i.e., both the
values oy and B, are accepted or both are rejected.

Another interesting point of the test is that it does
not require the estimates of & and .

Q.71 How can you test the hypothesis about reg-
ression coefficient alone by Mood's test?
Ans. Mostly the interest lies in testing the hypo-
thesis about P alone of the regression line ¥ =a +
P X + e. Hence, Mood evolved the nonparametric
test for testing Hg:P =P, vs. H:p = Py
The test procedure may be described through the

and f3.
The null hypothesis

following steps.

Suppose (X, ¥) are the n paired sample observations
fori=1,2,...n
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Step-1.
Step-2.

Plot the points (X, ¥;) as a scatter diagram.
Plot the line ¥ = a + B, X where a is median
of the deviations (Y, =B, X,). The line Y=a
+ P, X can casily be fitted by plotiing the
line ¥=f, X and then drawing a line parallel
to ¥ = B, X at the intercept point ¥ = a.
Draw a vertical line on X-axis through the
median of the X-values.

Count the number of points n, which lie
above the line ¥ = a + BX and to the left of
the vertical line.

Once we know n, and », the lest statistic

Step-3.

Step-4.

Step-5.

The 12 follows Chi-square di with

1 d.r when n is fairly large say, n 2 20,
Decision about H,, is taken in the usual way.
Q. 72 What is Theils method for testing the signi-

ficance of the regression coefficient in a regression
line?

Ans. Suppose the simple linear regression model
BYza+pX+e

Theils proposed the method of testing
Ho:B=Pq vs. H:B=Py
or Ho: PPy vs. H:p>PBg
or Ho:PpzPp vs. H:Pp <Py
where iy is a known value of regression coefficient .

Let (Xi. h)(Xa, Ya)ooei( X, X,) be an pairs of
observations on which the test is based.

Theils test is based on Kendall’s 1 statistic.
Kendall's t is d by paring all possibl
pairs of the form (X, ¥, - B, X) fori= 1,2, ., n.

Various steps of Theils procedure are:

Step-1.  Arrange all pairs of modified observations
(X, Y, = By X)) in ascending order in respect
of X, alone,

Search those pairs of modified observations

in which (Y, —P, xi]‘[ri_ﬁﬂ xi] for

Step-2.

PROGRAMMED STATISTICS

i < j are in natural order. Let this number of
pairs be P also let @ be the number of pairs
in which (¥;-Bg X,)>(¥;-Bg X;) for
i<j
Find the quantity

§=P-Q
Calculate Kendall t by the formula,

Step-3.

Step-4.

T n(n-1)

To take a decision about Hy,, compare T with
the critical value 1° of 1 for n d.f. and a/2
level of significance in case of two-sided
test available in table A.20 of Daniel’s
Applied Nonparametric Statistics,

Step-5.

If 1712 1" reject H,, otherwise accept H,,
Again for one-sided test, obtain the value

of * for n and & and take the decision in
the same way.

Q. 73 How can the confidence interval for the
population median using sign test be found out?
Ans. The confidence interval for the population

lian M with confid coefficient (1 - a) 100
per cent can be found out in the following manner:

Let x"]o x[nn -<‘x"‘ be the ordered sampil.- statis-
lics. We have to determine two exireme values of
X say, X, and X, such that the probability of M lying
between X, and X, is (1 —a), ie., P(X, <M <Xy)
=1-a

If there are k positive differences among n dif-

ferences (X, = M) for i = 1, 2, ..., n, then for all &
which satisfy the relation,

Plkyy +1SkSkyy-1)=1-a

iff, P[xl*-'a“] <M -:X[\“}]-l—u

Using the normal approximation with continuity
correction, we get the values of &, and k,, by
the relations,
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16.

17.

21,

23,

ks

Maost frequently used method of breaking the

ties is the method.

Average statistics approach is useful in
the problem of tied observa-

tions.

Under least favourable approach for coping

with the problem of ties, there is least chance

of

Range of probability approach in resolving

the problem of tied observationsis _______

feasihle.

If the number of observations is large and

number of tied values is small, one can
the tied values.

Before we apply a test it is necessary to

establish the

Any test always requires

The decision about any hypolhesns is to be
taken ling to the

When the observations are nrr:mgod in
ascending or descending order, they are said

The pmbabll:ly function of ordered statistics
is as that of original variables.

26. All the observations in ordered statistics are

3

32.

3.

Kolmogorov-Smirnov

test is based on
theorem,
Kolmogorov-Smirnov stalistics can be used
to determine or

Ordinary sign test is based on the sign of the
deviations from .

Sign test utilises distribution,
Wilcoxon signed-rank test is based on the
e as well as of the
dilferences.

We use large sample Wilcoxon'x signed-rank
test when the sample size is greater than

A set of like symbols followed and preceded
hy differenmt kind of sytnhuls or no symbols
is called a

34,
35

3.

41

42,

45,

47.

49.
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Runs test is a test of

Too many runs are indicative of
Too few runs are indicative of
Any set pattern of symbols in a sequence
shows .

Kolmogorov-Smirnov lest for two samples is
based on the distance between two
distributions.

Kolmogorov-Smirnov test for two samples is
based on the between two
empirical distributions.

Sign test for paired samples is founded on
the between paired values.

By median test, one can test the equality of

In median test the variable u, the number of
X's to the left of median in the pooled sample
for given ¢, the total number of observations
to the left of the median follows

distribution.

. For large samples, the variable U in

median test has mean and variance

The critical values for Mann-Whitney U were
bulated by in

Procedures for testing identicalness ot' two

populations by Wald-Wolfowiltz runs nest nnd

for in one ple pop

are

By Mann- Whllney U-test, one tests the
lentical of .

With usual the relation ¢ u
and U is

In case of large samples, Mann-Whitney U
is distributed with mean and
variance .

When m or n in Wald-Wolfowitz runs test
are greater than 20, the variable R representing
the number of runs follows normal distri-
bution with mean and variance

. Mood's test is meant for testing the equality

of two population
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51,

52.

54,

55.

56,

57.

58.

59.

61.

62,

63

64,

65.

In Mood's test, two population medians are
Inkcn 1o he .

dition for the

size, the
valldlly of Mood's test is .
Mood’s test statistic M is the of
the deviations of ranks of variates of smaller
sample from the overall mean rank.

Moses™ test is meant for lcsung the equality
of two populations

In Moses™ test, samples on two variates are
divided into of equal size,

‘The corrected sum of squares for sub-samples
are taken as in Moses” test,

Moses® test utilises test statis-

tic.

Mcnemar test for change utilises only

frequencies of a (2 x 2) contin-

gency tahle.

The test statistic used in Mcnemar’s test

follows distribution.

When the cell's expected frequency under
ideration are small, cormection

is applied.

Cochran’s Q-test is uvsed in _

analysis of data.

For Cochran’s Q-test, the variate values
should be .

Cochran's stlnlish'c is approximately distri-
buted as

Kruskal-Wallis test is used for analysis of
classification of data.

Kruskal-Wallis test statistic is a
sum of squares.

. If there are X sampled populations, Kruskal-

Wallis statistic H is distributed as Chi-square
with d.f.

Friedman’s nonparametric procedure is meant
for analysis of variance,

In Friedman’s test, on tests the of
treatment effects.

Jonckheere-Terpstra test is applicable only
for .

70.

71

72,

73.

74.

75,
76.

77.

78.

79.

80,

81.
82.

§7.

B9, If W=0, it shows

90.
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With usual notations, the Jonckheere test
statistic is

Page's test is npplu:nhle only when the alter-
native hypothesis is

Following common notations, Pnge s test
statistics is .

Rank correlation between sets of ranks was
given by

Formula for Spearman’s rank correlation is

The range of rank correlation is

Spearman’s rank correlation formula has to
be for tied values.

The significance of rank correlation can be
tested by

Kendall's rank correlation 1 is based on the
of ranks.

Kendall's 1 can be calculated by the formula

For large sample size n, the relation between

tand ryis

Kendall's t lies between

T = | shows correspond
between two sets of rankings.

Kendall's tis by tied ranks.

For large n, Kendall's 1 follows normal distri-

bution with mean and variance
Coefficient of concordance is a measure
of for three or more sets of
rankings.

Coefficient of concordance was given by
The limits of coefficient of concordance W
are from

If the coefficient of concordance W = |, it
indicates & d b k
sets of rankings.

between k sels
of rankings.

The lincar relation between average rank
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92,

93,

100.

101,

102,

103,

104,

105.

106.

correlation rg, and coefficient of concordance
is .
The value of W= -1

exist,

W = —1 cannot exist because there is
noting like between k sets of
rankings.

Formula for W has for tied
ranks.

The hypothesis H,» W = 0 can be tested by

test.
The test statistic for testing Hy W=10is

Statistics-x* with  individuals for testing H,,;
W =0 has d.f.

test is meant for testing the
significance of regression coefficient of a
regression line.

Both the parameters of a linear regression
model can simultancously be tested by
test.

Brown and Mood's test apphed for testing
the signifi of reg
utilises slatistic.
Theils test procedure for testing the signi-
ficance of regression coefficient is based
on

F

107.

108.

109.

110.

111,

112,

113.

114.
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L is distributed normally with mean

and variance

The region between L, (x) and U,(x),

where L, (x)=5,(x)-D, ., and U,(x)=

5,(x)+ D, o are the terms of Kolmogorov-

Smirnov lest, iscalled _____

The Kolmogorov-Smirnov test is more

than Chi-square test.

There is no one-sided test in_____

test. :

Formula for Kendall's partial rank correla-

ion Ty, is .

The range ot Kendall’s partial rank correlation

coefficient is

lehenumberormmenmk-Zm

Kruskal-Wallis test, then H reduces to
or test.

In Moses' test, the size of the sub-sample

should not be more than

Following are the ranks awarded by]udgm 1

and II to seven contestants.

Contestants: A B C D E F G

Judge I: 1 2 3 4 5 6 7

Judgel: 2 5 4 3 7 1 6

The rank correlation between the rank is

The number of runs in the
ABBAAABAABBBAAAR is
The residuals in a regression analysis may
be positive or negative. The hypothesis
whether these positive and negative residuals
occur in random order can be tested by

With usual notations, the correction factor
in Kruskal-Wallis test statistic H is

With usual notations, the correction factor
for tied observations in Friedman's F-slatistic
is .

1

Fri s test statistic adj
usual notations is

For large number of treatments k > 8 and
number of blocks r large, Page statistics

d for ties with

115,

116.

117.

For the problem given in Q. No. 114,
Kendall's rank correlation t is equal to

A tranquilliser was given to 12 patients
and their hours of sleep at night were as
follows:

Patient No: 1 2 3 4 5 6
Hours of sleep: 3.9 7.6 100 61 82 6.2
Patient No: 7 8 9 10 11 12
Hours of sleep: 10.1 65 66 85 92 7.6
It is claimed that the medicine will induce
median sleep of 7 hours. The value of
Wilcoxon's  signed-rank  statistic 7% is

If Kendall's t's between pairs of variables X,
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118,

119.

120.

121.

Y and Z are 1, = 058, 1,, = 0.45 and

Ty, = 0.24, Kendall's partial rank cor
Tyyz is equal to .

123.
Ranks of five students in three subjects graded
by three teachers grading 5 as best and 1 as
worst were as follows:
124,
Students
A B c D E 125.
Teacher X 2 1 i 4 5
Teacher ¥ 5 3 4 1 1
Teacher Z 4 2 5 3 1 126.
For the three sets of ranks, the coefficient of 127
concordance W is equal to "
Given W=035, K=3,n =6, the compuled
value of ¥? for testing the significance of W
is equal to 128.
If the rank cuml:ltlon ry = 0.40 based on
two sets of eight rankings, the value of 129.
t for testing the significance of rank cor-
relation is .
An alternative to /-test in nonparametric 130,
statistics is
SECTION-C

A unbiased estimate of populatnon rank

correlation coefficient is
Speamlan "s rank lation rg is

Of 1 rank correl
coefficient.

Kendall’s t© based on moderate sample size
tends to

Spearman'’s rg and Kendall's T on testing lead
o conclusion.

The significance of Kendall's t is tested by

In fitting a regression line through non-

parametric method, the of the

deviation about the line is zero,

The significance of Spurm:ul s rg can be

tested by

The method of fitting a regression line through

nonparametric approach was given by
and .

Nonparametric approach of fitting a re-
line is a thod

El

Muitiple Choice Questions

Select the comrect alternative out of given ones:
Q. 1 Nonparametric methods are based on:

(a) mild assumptions

(b} stringent assumptions

(c) no assumptions

(d) none of the above

Most of the nonparametric metheds utilise
measurements on:
(a) interval scale
(b) ratio scale
(c) ordinal scale
(d) nominal scale
Ordered stati

(a) observations
{b) ranks

isa of:

1

(c) natural numbers

(d) integers

Most o ly used
distribution of a variable is:
(a) inuity of the distrit
(b} symmetry of the distribution

(¢) both {a) and (b)

(d) neither (a) nor (b)

The term dirty data implies:

(a) contaminated data

(b) inaccurate data

(¢} data with outliers

(d) all the above

‘The concept of asymptotic relative efficiency
was given by:

ption about the
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-

Q.2

Q.22

Q.25

It is expected that the median production of
lignite in India is 5 Mn. Tonnes/year, To test
Hy: M = 5.0, the value of T~ in Wilcoxon's
signed rank test is:

(a) 28

(b 27

(c) 25

(dy 26

For the data given in Q. No. 19, the number
of posilive deviations for sign test will be:

(a) 5

(b} 6

(c) 4

) 7

If there are 10 symbols of two types, equal
in b the i ibl b
of runs is:

(a) 8

(b)y 9

{c) 10

(d}) none of the above

If there are 10 symbols of two types, equal
in ber, the mini possible t
of runs is:

(a) 5

(b) 3

(c) 1

(d) none of the above

A sequence of symbols shows lacks of
randomness il there are:

(a) Too many runs

(b} Too few runs

(c) baoth (a) and (b)

(d) neither (a) nor (b)

Randomness of a sequence through runs
test is adjudged by comparing the observed
number of runs with:

(a) two critical values

(b) one upper critical value

(c) one lower critical value

(d} none of the above

1 the number of symbols of either type is
large, then one can apply:

(a) t-test

Q.26

Q.29
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(b) normal deviate test

{c) Chi-square test

(d) none of the above

If the sample size in Wald-Wolfowitz runs
test is large, the variate R is distributed with
mean: .

(a)

(b)

m+n
© 2mn
) —
n+n

2mn

(d)

m+n
If the sample size in Wald-Wolfowitz runs
test is large, the variate R is distributed with
variance:

2mn(2mn-m-n)
@ (m+n)(m+n=1)

2mn(@mn—m—n)
® (msnf (men-1)

mn{2mn—m—n)
() [m+n)1(m+n-1)

2mn(2mn—m—-n)

@ Tnen)m+n-1)

Mann-Whitney test statistic I/ depends on
the fact that:

(a) how many times ¥'s precede Xs

(b} how many times X's precede I's

(c) both (a) and (b)

(d) none of (a) and (b)

The relation between U when Y precedes
X and U' when X precedes ¥ in Mann-
Whitney test is:

(@) U+ U'=npn,

(b) U=npn, -U"

c) U'=nn, -U

(d) all the above
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Q. 30

Q.33

If n, and n, in Mann-Whitney iest are large,
the variable U is distributed with mean;
(@ (m+m)f2

(b) (my=ny)/2

©) mnyf2

(d) nyny

IF 1, and n, are large in Mann-Whitney test,
the variable U is distributed with variance
equal to:

() nyny(ny+ny +1)/12

() nyny(m +ny =1)/12

© mmy(n+m)/12

@) mny(mny+1)f12

The hypothesis tested by Mood's test, is:

(a) equality of two standard deviations

(b) equality of two mean deviations about
median

(c) equality of any two measure of dis-
persion

(d) all the above

Mood's test statistic is:

(a) sum of squares of the deviations of the

ranks of pooled ordered statistic from

their mean rank

sum of the absolute deviations of the

ranks of pooled ordered statistics from

their mean

(c) sum of square of the deviations of the
ranks of pooled sample ranks from their
median

(d) none of the above

Mood's table provides at a level of sig-

nificance and n, n, sample sizes:

(a) a cntical value of M

(b} two critical values of M

(c) probabilities for Mood’s statistic M.

{d) none of the above

In Mood's test, one can test the hypotheses:

(a) Hy:oy=0, vs. Hiig #0,

(b)

PROGRAMMED STATISTICS

(b) Hyop S0, vs. Hioy >0,

(c) Hpioy 2o, vs. Hio) <o,

(d) all the above

In Moses’ test for testing the equality of two
populations dispersion measure, the size of
sub-samples should not be more than:

(a) 5

{b) 10

(c) 15

(d) 20

In Moses’ test for equality of two popu-
lations dispersion, the variable for the test
statistic is

(a) sum of square corrected for mean

(b) mean deviation from median

(c) mean deviation from mean

(d) any of the above

In Moses® test, the statistic used for making
decision is

(a) Mood's M-statislic

(b) Wilcoxon's T statistic

(c) Mann-Whitney U statistic

(d) none of the above

Mcnemar test is a test of:

(a) change

(b) independence

(c) association of attributes

(d) none of the above

With usual i M b

is:

(a) [g:—gr
(-7

A+D

1A- DI
(A+D)*

(b)

()

1A+ DI
(4-D)

)
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Q.41

Q44

Q.45

Q. 46

Cochran’s Q-test for equality of a number

of treatments is applicable for a variable

which is:

(a) continuous

(b) discrete

(c) dichotomous

(d) all the above

Cochran's Q-test is applicable only if the

number of treatments under test are:

(a) not more than four

(b} not less than four

(c) at least two

(d) none of the above

Cochran’s (-test restricts to the minimum

number of observations in the experiment,

that number is:

(a) 20

(b) 24

(c) 25

(dy 4

Kruskal-Wallis analysis of data is meant

for:

(a) one way classification

(b) two way classification

(c) non-classified data

(d) none of the above

While performing Kruskal-Wallis test, the

ranks are assigned:

(a) independently to the observations for
cach treatment

(b} for observations in each block inde-
pendently

(c) by pooling all the observations

(d)} none of the above

The test statistics in the Kruskal-Wallis test

150

(n) weighted sum of squares of the devia-
tions of the sum of treatments rank from
the expected sum of ranks

(b} sum of squares of the deviations of the
sum of reastments rank from the ex-
pected sum of ranks

(¢} both (a) and (b)

(d) neither (a) nor (b)

Q.47

Q.48

Q.49

Q.50
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The statistic K under the Kruskal-Wallis test
is approximately distributed as:

(a) Student’s ¢

(b) Snedecor's F

(¢) Chi-square

(d) normal deviate-Z

‘When the number of treatments in Kruskal-
Wallis test is two, the statistic H reduces to:
(a) Mann-Whitney U statistic

(b) Wilcoxon's U statistic

(c) both (a) and (b)

(d) oeither (a) nor (b)

Kruskal-Wallis H with K treatments and n
blocks which is approximated to Chi-square
has d.f:

(a) (n—1)

() k-1in-1

(c) k=1

(d) kin-1)

If the ties occur in the Kruskal-Wallis test,

with usual notations, the correction C for
ties is:

@ ZT/n(n*-1)

) E7/k(n*-1)

©) ETfkn(n-1)
(d) nome of the above

If C is the correction factor for ties in
Kruskal-Wallis test statistic F, the corrected
test statistic is:

(a) H-C

(b) HIC

€ H+C

) Hx C

In Friedman's two way analysis of variance,
the observations are ranked in:

(a) blocks

(b) treatments

(¢) pooled observations

(d) none of the above

Friedmen’s test statistic F based on an ex-
periment with K treatments and r blocks
and R, (= 1, 2, .., k) rank totals for
treatments is:
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Q.54

12 &,
=—_2 2.3
) F ) 2, Rj ~3k(k+1)

12
krr+1)

L3 .
b F= DR} =3r(k+1)
i=l

&
1 2
_— “3r(k+1
© F rk(k+l)§R’ r{k+1)

13

ER}-ar(kuj

i=1

12
@ F=m)
Friedman's-F is distributed as:
(a) Snedecor’s F
(b) student’s r
(c) Chi-square
(d) none of the above
Degrees of freedom for Friedman's-F
distributed as 2 based on k treatments and
r blocks are:
(@) (r—1)
by k=1
() rik=-1)
d) kir-1)
Correction factor C for tied observations in
Friedman’s-F with usual notations is:

(a) C=l—£ L

2 TR

. T,
(b c=|-z m

iml

L7
(€) C=1- —
¢ ; rk(k=1)

(d) none of the above

The quantity T, in the formula for correction
for ties *C” with usual notations is:

@) I -Zp
) Z(-1)

Q.58

Q.59

Q.60

Q.61
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(c) both (a) and (b)

(d) neither (a) and nor (b)

The critical difference for multiple com-
parisons in Friedman's test with usual
nolations is:

rk*(k+1)
@ Zy—=——=

k(k+1)

by Zr

r(k+1)

() 2k

rk(k+1)
(@ Z"—‘_a

In an experiment with 4 treatments and 5

blocks, the sum of the ranks for treatments

were 12, 15, 6, 17.

Friedman's-F based on the given data is

equal to:

(a) 23.28

(b) 5.6

(c) -68.06

(d) 8.28

The Jonckheere-Terpstra test for equality

of k treatments mean is applicable when the

alternative hypothesis is:

(a) at least two of them are not equal

(b) all of them differ from each other

(c) ordered in respect of treatment means

(d) none of the above

Page’s test for equality of k treatments mean

is applicable when the alternative hypothesis

is:

(a) all treatment means differ from one
another

(b) ordered

(c) at least two treatment means are not
equal

(d) none of the above
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Q. 62

Q. 64

Q. 66

Q.67

With k treatments and R, the rank total for
™ treatment in a two way classification, the
Page’s test statistic L is:

k
@ EJR
x :
® E&/i

£y
© IR
(d) none of the above

‘When number of treatments k is large (k >
8), the Page's statistic L is distributed as
normal variates with mean:

(a) rk(k+1)/2

() rk(k+1)*/2

(©) rk(r+1)*/a

) rk(k+1)?/a

In case of large number of treatments k,

Page’s statistic L is distributed normally with
variance:

@ r(k*-k)f14a(k-1)
®) r (K k)" faa(e-1)

© r(k-%) fiaagr-1)

(d) none of the above

Rank correlation was given by:

(a) A.M. Mood

(b} M.G. Kendall

(c) L.E. Moses

(d) C.E. Spearman

Rank correlation was invented in the year:
(a) 1916

(b) 1925

(e) 1928

{d) none of the above

Formula for rank correlation between two
sels of ranks with usual notations is:

329
6%,d?
n(n1 - I]

6Zd;
i
® % n(rx‘t -IJ

(a) rs=|_

6Ed}

n(n-1)

(d) all the above

The range of ry is:

(a) =ltol

(b) Oto 1

(¢} —=towo

(d) Dt

If rg = 1, means that:

(a) the ranks awarded by two judges are
same

(b) there is perfect association between the
ranks awarded by two judges

(c) all difference (d's) are zero

(d) all the above

If rg = 0, it shows:

(a) no rank correlation between the ranks
of two sets

{b) the ranks of two sets are independent

(¢) 6Ed} =n(n*~1)

(d) all the abave

When there are only two individuals ranked

by two judges, then the possible values of

rank correlation r, are:

(a) zero

(b) =lor+1

(c) | or zero

(d} Oand -1

When there are three items ranked by two

investigators, the only possible values of

rank correlation ry are

() rg=1-

11
(a) -L-;-E.l

1 1
(b) —|.-§.ﬂ. E'l
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Q.92

2
(ey T=375

1
) = nd

For large n, 1 is distributed as:

2(2.-|+5)]

@ w(o. 5D

® N(p,.m"“]]

9n(n-1)

2(2n+3)

N O————
) [ On{n+ |)]
(d) none of the above
Five students were ranked at their schooling
period and college period as follows:
Students: A B C D E
Atschooling 2 3 1 5 4
At college I 4 I 2 5
The Kendall's rank correlation t between
the ranks at schooling and at college is:
(@) =210
(b) ©=2/5
(€) T=-If5
(d) none of the above
If v=2/5, then rg is approximately equal to:
(a) U5
(b) 1
(c) 315
(d) none of the above
Coefficient of concordance was invented by:
(a) A.M. Mood
(b) C. Spearman
(c) Sidney Siegel
(d) M.G. Kendall
Coefficient of | is
when there are:
(a) three or more sets of rankings
(b) three sets of rankings
{c) at least five sets of rankings

Tenlatad

Q.94
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(d) exactly five sets of rankings
Formula for coefficient of concordance W
with usual notations is:

=125
@ W= lzn(n: —l)

(b) w:ﬁ_

n(n’ —I)
65

68
kn* (n=1)

) W=

dy W=

Q. 95 The value of coefficient of concordance W

Q. 9%

Q.97

Q.98

Q.99

lies in the range:

@ -1lwl

(b) Oto 1

{c) Do

(d) —=to0

If W= 1, one can conclude that:

(a) there is no concordance between the
rankings of various sets

there is perfect concordance between
the rankings of various sets

(c) both (a) and (b)

(d) neither (a) nor (b)

The value of W = 0 leads to the conclusion
that:
(@)

(b)

(b)

there is no concordance between the
rankings of various sets

there is perfect concordance between
the rankings of various sets

{c) both (a) and (b)

{d) none of (a) and (b)

The relation between the average rank cor-
relation and coefficient of concordance is:
{a) linear

(b) quadratic

(c) cubic

(d) non-existent

If there are ¢ tied ranks in one group of a set
and there are more than one such groups in
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(27) Glivenko Cantelli (28) sample size; confidence
band (29) median (30) binomial (31) signs;
magnitude (32) 25 (33) run (34) randomness (35)
nonrandomness (36) nonrandomness (37) lack of
randomness (38) empirical (39) distance (40)
differences (41) location parameters (42)

hypergeometric (43) ny 1/n;mn, (n —.l'}fnz{n -1)
(44) Licberman and Owen; 1961 (45) identical (46)
two populations (47) U’= nn, -

(48) mng /2 mny (ny +ny +1)/12

2mn(2mn-m-n)
[m +n)z[m+u— 1)

(50) dispersions (51) equal (52) n, £ n, (53) sum of

q (54) dispersion (55) sub ples (56) variate
vitlues (57) Mann-Whitney (58) two cell (59) Chi-
square (60} Yates (61) one way (62) dicholomous
(63) Chi-square (64) one way (65) weighted (66) k -
1 (67) two way (68) equality (69) ordered alternatives

(70) J= ZU; (71) ordered (72) L=ZjR; (73)
<) I

an

(40) m+ I'l

6Ld}
1= i
C.E. Spearman (74) aln? -

(75) =1 10 +1
(76) adjusted (77) t-test (78) natural order (79)

S/(;) (80) 1=2% (81) ~1 to +1 (82) perfect (83)
affected (84) 0, 2 (20 + 5)/9n (n - 1) (8S) association
(86) M.G. Kendall (87) 0 to 1 (88) perfect (89) no

kW -1
agreement (90) s, =‘-—i:—_']— (91) does not (92)

perfect discordance (93) to be adjusted (94) Chi-
square (95) x2=k (n = 1) W (96) n — 2 (97) Mood's
or Theil’s (98) Brown's and Mood's (99) Chi-square
(100) Kendall's © (101) eight (102) runs test (103)

IT;

F
(o) l_l_ _Ih
rk(k? -1)

ir
n{n2 —l} (104) 1-
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r(&* - k)’
144(k-1)
(107) confidence band (108) flexible (109) Chi-

square (110) (txz—Tﬂtﬂ}/‘}(l-tiy)(l—xf.z)

(111) =1 to 1 (112) Mann-Whitney; Wilcoxon's
(113) 10(114) 0.25 (115) 1/7 (116) 52.5 (117) 0.54
(118) 0.289 (119) 7.5 (120) 1.07 (121) Mann-
Whitney U-test (122) Kendall's t (123) a biased
{124) normal distribution (125) same (126) Z-test
(127) median (128) r-test (129) G.W. Brown; A.M.
Mood (130) graphic

(106) rk(k+1)2/4;

SECTION-C
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Chapter 13

Regression and Correlation

Methods

SECTION-A
Short Essay Type Questions

Q.1 Give the idea of regression methods.

Ans. Regression methods are meant to determine
the best functional relationship between a dependent
variable ¥ with one or more concomitant or related
variable (5) X. The functional relationship of a depen-
dent variable with one or more independent variables
is called a regressi quation. 1f the relationship
between a dependent variable ¥ and an independent
variable X is linear, it is known as simple regression
af ¥ on X. The graph of the regression equation in
general is known as the curve of regression. If the
curve is a straight line, it is called the line of
regression. The functional relationship of a variable
¥ with other two or more independent variables is

In many situations, it is possible 1o ke X as
dependent variable and ¥ as independent variable. If
50, the line of regression is of X on Y. For example,
the height and weight of persons are the variables in
which either can be taken as independent variable
and the other as dependent variable. Hence, one can
obtain two lines of regression namely the regression
line of ¥ on X and of X on Y. But if the regression of
Yon X is linear, it is not y that the regressi
of X on Y is also linear and vice-versa.

Q.2 What is a regression model?
Ans. A functional relationship of a dependent vari-
able ¥ with the independent variable(s) X, X;,..., X

termed as multiple regression, Often the independ
variables are called regressors or explanatory
variables. Also the dependent variable is frequently
named as regressed or response variable.

The aim of regression model is to estimate as best
as possible, the dep iable ¥ from the inde-
pendent variable (5) X. Hence, a regression equation
is also called a estimating or prediction equation.
The line of average relationship is another name
given to the regression line.

lving the | PoByt:Bas---sPy of the
type.

Y= w(X), Xzeee Xg | Bga By Baseo o By ) 46
is called a regression model.
where v indicates the form of the equation and € is
a random variable distributed with mean 0 and
variance? and is known as the residual or crror
term. Such a regression equation is called mathe-
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matical, or statistical or probabilistic model. The
main advantage of probabilistic model is that it
enables one 10 draw inf about the §
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f is often written as B, to indicate that it is the
rcgll:ssmn coefficient of ¥ on X. Similarly Py,

Py Py B As a special case, a function of the
type

¥ =Xy Xyee Xe | Bo.ByBaoeniBy)
is known as deterministic model.
More specifically, the statistical model for simple
linear regression of Yon X is
Y=f,+pX+2
In this equation [ is the intercept which the line

cuts on the axis of ¥ and B, is the slope of the line
and is called the regression coefficient. € is emror

which is distributed as N(0, a?).
Q.3 What are the assumptions made in a linear
regression?
Ans.  There are four assumptions made in a linear
regression model:
(i) For each selected X, Y's are distributed
normally and independently about the mean

Ryx =n =P +B,X and variance of,y =

2
Tyy-

the coefficient of X on y. Often
the suffix are omitted and are understood by
themselves.
Q.5 Who coined the term *regression’?
Ans. The linear relation between two variables
was named as ‘regression’ for the first time by the
English scientist, Sir Francis Galton.
Q. 6 What is a scatter diagram?
Ans.  When the pairs of values (X, ¥) fori= 1,2,
..., 1 are plotted on a graph paper, the points show
the pattern in which they lie. Such a diagram is
known as scatter diagram. If these points lie on a
straight line, il is expected that there is a linear
relationship between X and ¥, otherwise not.
Q.7 What do you understand by fitting of
regression equation?
Ans. By fitting of a regression equation we mean

1o estimate the regression parameters Py, B,,.... g
with the help of sample observational data in such a
way that error £ is minimised.

Q.8 How can the parameters B, and f, be esti-
mated?

Ans. Most commonly adopted method is legendre’s
least squares approach. Under this approach, the

(i) The population of values of ¥ pondi
to each selected X has mean p which lies uu
the line

=By +B, (X~ X)
=Pg +Pyx.

(iii) The variable X is measured without error and
is known exactly.

(iv) The homoscedasticity of the variance U;Jx
is assumed in a linear regression model and

is same as o2,
Q.4
Ans, The regncssmn coefficient ‘P’ is a

Define regression coefficient.

idual sum of sq
2
el =203 - Po ~Bixi)

where (x, y,) are the n pairs of sample observations
fori=1,2,..n

is minimised by partially differentiating it wrt i,
and B, respectively and equating them to zero. Also
replace fi, and B, by their estimates b, and b,
respectively. In this way we get two equations,

Ly =nby+b ?x,
'

Exiyi=byZx+h ?‘J:
1 1}

of change in deg ( ) variable ¥
corresponding to an unit change in independent
variable X,

These eq are known as normal equations.
Solving these equations, one gets the values of by
and b, which are,

by=5-b %



(4_‘-:11](;)?)
Xyt
- n
and by ='—""‘—T_"“
(Zx)
- Ll
i " n

Z{J‘i ~f)(r,-—i]
TG

_cov(X,¥)
" var(X)

Py =22 = p K,
af Ox
The esti d regi of Yon X is

¥=(5-b 7)+bX
o (F-F)=b(x-3)

Note. To obtain the regression equation of X on ¥,
replace ¥ by X and X by Y in the whole prmess

Q9 C of regr
estimates.

on the unt

Amns. Tuking the deviations from mean ofx vn]ucs
for n pairs of obser , the
can be given as,

Yo =Bo By (x; = %) +e;

fori=1,2,.

- 1

o
where g; -N(O.cf)andi=£x,fm

‘The estimate of By, ie., by =F=Py+E
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E(by) = E(7) = E(Po +%) =Py
since E(E)= %E(%] =0
The estimate of B, is,

?)’i[xi_;)
E{Ii_i}

Z[Bﬂﬂi (x; %) +¢; ][x -x)

E(x,—x]
Y.(x; X)e;
=+
E(x -3

E(b) =5, :

Hence, it has been proved that both the regression
estimales are unbiased.

Q. 10 Give expressions for the variance of esti-
mates of the constants of the regression line ¥ =

By + BX + £ and also of estimates of ¥ on X and X
onY.

Ans.  Let there be n pairs of values (x, y) fori=1,
2, ..,nand & ~ N(0, 67). Then

V(b)= —L*

(-‘i 1]
Vity) =2

Also, Sﬁx'%’z_[?}-ﬁr =a}{t-r*). similarly

s, -—z_(x,.-;?,)’ =a2(1-r).

Q. 11 Delineate the properties of regression
coefficients.

Ans,  Different properties of regression coefficients
are delineated below:
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(i) The range of regression coefficient is — = to
oz,

(1i) The correlation coefficient between two
variable X and Y is the geometric mean of the
two regression coefficients b, and b,,.
This is known as the fundamental property of
regression coefficients.
Notationally,

o o
Brx =p—L and By, =p—¥
Ox Oy
By =pot . pZx
Pyx By pﬂx Pay
or Byx By =0
or P =By Byr

For sample, r= /by -byy

The signs of regression coefficients and
correlation coefficient are always the same,
This is known as signature property of
regression coefficient.

Notationally,

Byx >0 p>0orPyy >0ep>0

(iii)

By <0=p<lorPyy <0e=p<0
(iv} The arithmetic mean of the two regression
coefficients By and By, is greater than or
equal to the correlation coefficient between
the variables X and Y. This is known as the
mean property of regression coefficients.
Notationally,

1
‘i‘(ﬁn +Pyr)zp

If one of the regression coefficient in a simple
linear regression is greater than unity, the
other is less than unity. This is known as the
magnituce property of regression coefTicients.
Notationally,

if By >l fyy <1
or il Py >lefy <]
If the variables X and ¥ are independent, the
regression coefficients are zero. This is known

(v

-

(vi)
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as the independence property of regression
coefficients. Notationally, if X and ¥ are
independent, then

p=looy =0y =0 Py =By =0
(vii) Variance of the regression coefficient of ¥ on
Xis,

1 2
Vib) =21 (1-p7).
X

1 0%
Simitarly,  V{bxy)=——%(1-p%)
noy
Q. 12 At what point, the two lines of regression
intersect?
Ans.  The lines of regression of Yon Xand X on ¥
intersect al the mean value of the variables, i.e., their

point of intersection is (X, ¥). Obviously, the
point (X, ¥) satisfy both the equations, (P- F):
byx (X=X) and (X~ X)=byy (Y -F).

Q. 13 I we convert the two variables of a simple

g line into dard deviates, through which
point, the two regression lines will pass,
Ans. The regression lines of ¥ on X and X on ¥
will pass through the origin.
Q. 14 What is the tangent of the angle between the
two lines of regression?
Ans.  If 8 is the angle between the regression lines
(=7)=Bre (¥~ %) and (X=%) =B (1~ 7).
then

1-p? oy0
m(9]=__P_._.2L._rz_
p ox+ay

() If p=+1, tan0=0=20=0. This shows,

when there is perfect correlation between X
and ¥, the two lines of regression are
coincident.

i) I p=0.tan9=m=-3=%=90°. This in-

fers, when the variables X and Y are

=



uncorrelated, the two lines of regression are
perpendicular to each other. In terms of
regression coefficients,

1 —byy - b,
an(0) = 1= Brxbxr

by +byy

(i) The two lines of regression are coincident if
bn,ﬁm,= 1.

The two lines of are perpendicular
to each other if the two regression coefficients
are equal in magnitude but opposite in sign,

Le.,

(1)

bn. = - bxr
Q. 15 What is the effect of coding on regression
coeflicient?
Ans. If we subtract constants ¢, and ¢, from the
variables X and ¥ and then divide them by suitable
constants d, and d, respectively, the variables are
said to be coded or linearly transformed. Thus, the

coded variables are X' = =L and y* = Y262 1
d dy

is trivial to prove that the regression cocfficient is

independent of origin but not of scale. The relation

between regression coefficient without and with

coding is,

d )
Py = d_: BY'X' and Py = iﬂx.r.

Q. 16 Where does one require the assumption of
normality of € vis-g-vis the variable Y.
Ans. The assumption of normality becomes
essential while testing the significance of regression
parameters or finding their confidence limits.

Also this ption y while
testing the significance of regression coefficient by
F-test. Under the assumption of normality, the

a
regression mean sum of squares b"illqv,- is

distributed as %} o2 with 1 d.f. and residual mean
sum of square * §2* is distributed as y3o?  with

(n-2) d.f. where w; =x;-Tand vy =y, ~¥.
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Q. 17 How will you test the significance of
regression coefficient?

Ans. The significance of the regression coefficient
can be tested by student’s r-test. Here we test,

Hy:Pyy =0vs. Hi:fyy =0

To test H;, against H,, the lest statistic is,
fnﬁ
T
1 has (n = 2) d.f.

where by, is the estimated value of B, and s, is the
standard error of By, -5, can be computed by the
formula,

where u;=x;~xand v, =y, -yfori=1,2,....n

1
Also, 13 = ﬁ{?\f = by Zu‘, v'}

Substituting the value of by, and s,, the value of tis
available. On comparing the computed value of ¢
with the tabulated value of 1 at o level of significance
and for {n = 2) d.£., the decision about Hy, is taken in
the usual way.

Q. 18 Give a test for testing the significance of the
intercept fiy.
Ans. The test of the hypothesis
Hy:Bo =0vs. Hy:fp =0
can be tested by the statistic

by

= —
Sy
where Sy, is the standard error of an estimator b,

With usual notations,

2 _ 2]
sho=si{=+
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Thed about the T or rejection of H,
is taken in the usual manner.

Q. 19 Give F-test for testing the significance of the
regression coefficient.
Ans.  The hypothesis
Ho:Byy =0vs. H:Pyy #0
can be tested by the lest statistics

bEuv,
F=-1

T
"f

Fhas (1, n=2)df,

To decide as to whether the regression coefficient
is significant or not, the tabulated value of F for
(I, n = 2) d.f. and o level of significance and

computed value of Fare compared. If F2z F alln-2)*

reject Hy. It means that the value of regression

coefficient is significant. Again if FSF“"I}
accept Hy. It reveals that the value of regression
coefficient is non-significant.

Q.20 What do you |
function?

Ans.  From minimisation problem it is known that
E{¥ - g(X)}” is minimum when g(x)= E{Y|X = x} -
The graph of this minimum function ¥ = g (x) is

the regression curve of ¥ on X. The random function
£ (x) is called the regression function of ¥ on X.

The regression curve of the mean of ¥ on X can
be defined as the functional relation y= E(¥]X =x).

and by

&
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Y are,
l’-p dex—p Y
o ¥ =@x? and X* -=p"’—z*}"
T a
X ¥

These equations represent the linear regression
equations of ¥? on X2 and of X2 on ¥2 respectively.
Thus, the correlation between X? and ¥? is the
geomeltric mean of the regression coefficients, i.e.,

Corr.Coeff. = ‘pz u; |:|2 Ux
of

Hence, the correlation coefficient between X? and Y2
is p2.
Q. 22 Give the expression for (1 — «) 100 per cent
confidence limits for the regression coefficient
Bnﬁ
Ans. (1 — o) 100 per cent confidence limits for the
regression coefficient P, with usual notations can
be given as,

byx F5 15 (4-2)
where 1, , _, is student’s r-value obtained from
t-table for a two-tailed test for a level of significance
and (n - 2)d.f.
Q. 23 What formula is used to find the confidence
limits for the intercept (7
Ans. Following the usual principle of confidence
interval estimation, the formula for (1 — ) 100 per

Also E(¥|x)=a+PX iscalled the line of

of ¥ on X. In the same way, the regression curve of
the mean of X on Y is defined as the functional

refation x = E{XIY = y}.Also E(Xly)=a'+p'Yis
known as the line of regression of X on Y.

Q.21 If (X,Y)~ BN(0,0,6%. 0}, p). findthe cor-
relation between X? and ¥2.

Ans, For the given bivariate normal distribution,
the two regression equations, of ¥ on X and of X on

cent confidence limits for the intercept B, is,

by ¥ Sy o (n-2)

2 18 the tabulated t-value, from a r-table

where tafu-2

tabulated for two-tailed test, for o level of signifi-
cance and (n - 2) d.f.

Q. 24 For the regression equation iy =B+, X
estimated as ¥ = b, + b, X, find (I ~ @) 100 per cent
confidence limits for pyy =1 (say).
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Test of linearity of regression can easily be performed
through analysis of variance for one way
classification. Thus the ANOVA table is as follows:

If we consider the regression equation as,

Yy =Bo+BX; +ey

Sourve daf. 55, WS Foawe O = L2, ..k
(i} (i) {ifi} tiv) v} i=L2..m
(i) + fit) Following least square method for estimation of f,
4 - and P, the normal equations are
Due 1o regression 1 B Eny 27 “']1 P d
Due o deviation
from regression  (p—2)  Lm(y,-5) D IVE [z ]bo +nb, = Zz
! Tel i=l jol
-ty Eu s, -3)!

Between groups  {p — !‘:"eb'{'ﬂ;

. a2
Errur n=p :r.:;{)-d =5) E

=47
Total n=1 §§[yi-,)

If the F-value equal to DVE is greater than or
equal to the tabulated value of F at a level of
significance and for {{(p —2), (n = p)} d.f., we reject
the hypothesis that regression is linear, Otherwise,
the hypothesis of linearity is accepted.

Note. It is further emphasised that the significance
of rcgrcs.\nun cnnfﬁca.cnl has nuthmg to reveal about
the li y of regi q

Q.28 What do you understand by weighted
regression?

If the

Ans. of home

¥

icity holds
no longer, one cannot assume that %,y is same for

all X. Hence, the variance af“ will be dependent of
X, Let it be denoted by o} . The variance,

o =a’fw,
where w, is a known constant and is called the weight

of variance for x, Often one finds that o} is
proportional to X, and hence it looks germane to

1
take w; = X oro} =o’X;.
i

3 ko,
nby +[Z"ix:]5‘| =ZZ)‘.‘;
il =l jul
where er,- =n.

Solving the normal equations it is trivial to get the
values of by and b,
Q.29 The following measurements show the
respective heights in inches of ten fathers and their
eldest sons.
Father (X): 67, 63, 66, 71, 69, 65, 62, 70, 61, 72
Son (Y)y 68, 66, 65 70, 69, 67, 64, 71, 60, 63

(i) Find the regression line of son’s height on

father's height.
(i} Estimate the height of son for the given height
of father as 70 inches.

(iii) Test the significance of the regression
coefficient B,
Calculate 95 per cent confidence limits for
B
) Tgt the significance of the intercept of the
line Y on X.
Find the regression line of X on Y.
At what point the two lines of regression
intersect?
Ans.  To fit in the regression lines and test the
significance of regression coefficients, etc., we first
do the following computations.

n=10,EX=666,L¥ =663, LX* =
T ¥? = 44061, £ XY= 44224,

(iv)

(vi)
(vii)



(66*5}

X =666,7 =663, Zuf = 44490~ =1344

v} = 44061~ =104.1,

(663)°
10
666 x 663
10
(i) The r:gm:sinn coefficient
brx = 1344
=0.507
Regression line of son’s height on Father's height

is,

Suyv; = 44224 — =682

(#-663)=0.507(X - 66.6)

¥ =0507X +3253
(ii) The estimate of son’s height for X = 70 is,
¥ =0507X70+32.53
¥ = 6802 inches
(iii) To test
Hy:Pyx =0 vs. H Py =0

1 (682)
& ”E{‘“‘""Tﬁ?}

=8.69
2 869

5=
TV
= 0.0646

5= 0.2543
Thus, the statistic

0.507
0.2543
=199
Tabulated 7, 5, , = 2.306, which is greater than 1.99.
Hence, the regression coefficient is non-significant.
(iv) The confidence limits for B, are,

t=
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b,
by
Therefore, b, = -0.079 and by, = 1.093
(¥) To test
Hy:Po=0vs. Hi:fg =0

]:ﬂ.Sﬂ’?:FO.?S‘BxZJO&

we compute,
2 _ (66.6)°
~ w{lo 1344
= 287.66
Sp =1696
The statistic,
,o 3253
71696
= 1918

Tabulated ty 5, 5 =2.306, which is greater than 1.918.
Hence, the intercept B, is nonsignificant.
(vi) For the regression line of X on ¥,
by, = 552
1041
= 0.655
The regression line of X on ¥ is,
(X-6656)=0655(r - 663)

X =0655Y+23174
(vii) The two lines of regression intersect at the
point (66.6, 66.3).
Q. 30 What is meant by curvilinear regression?
Ans. If the test for linearity of regression model
reveals that linear fit is inadequate, one is bound to
desiderate for some non-linear model. Under this, a
scientist often tries one of the following or other
function which is non-linear in nature:
(i) Second degree curve of parabola,
Y=o +pX+yX?
(ii) Exponential growth curve or compound
interest function,

Y= af¥
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(iii) Exponential decay model,
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made so by dividing each value of X by the common
difference. The method of fitting the orthogonal

1. 1: £a11
poly 15 a8

Y=aff* forpe<i
curves (ii) and (iii) b linear fi
by taking logarithm.
(iv) Logistic growth curve,
l;:gﬁ‘ +yfora,p,y>0

(v) Compertz function,

log, ¥ =log, v +p* log, a for a, B,y >0
(vi) Mitscherlich fuonction,

Y=y(1-e“™) forafy>0
(vii) Cubic Parabola

¥=a+pX+yX? +8x°
(viii) Equilateral hyperbola, asymptotic to a line
parallel to X-axis,
1
Y= a+pX
(ix) Equilateral hyperbola, asymptotic to a line
paralie! to Y-axis.

v=a+b(g)

(x) Equilateral hyperbola, asymptotic to lines
parallel to both the axes,

1 =a+ b(l]
14 X
(xi) The curve with convex or concave bend,
log¥ =a+blogXk
Convex from above if b is positive,
Concave from above if b is negative.
Q. 31 What is an orthogonal polynomial and how
to fit it?
Ans, Apol)muuual ‘,mXofdegreehssudlobe
an to any
other pol)motma] Qj fnrj— l 2,. ﬂme r.omd:mns,
4,0, =0 holds good. The summation (I) runs
over all adrmmhlc values of X. I-lc.m we sha.l] con-
fine our di ion to the orthogonal poly in

which the X values are equally spaced and the com-
mon difference is unity. If it is not unity, it can be

Let the orthogonal polynomial to be fitted is,
¥ =Bg +B X +Py X7 +. 4P X*

The above equation is also called the parabola of
degree k. Here it is not known what should actually
be the value of k or in other words, what should be
the degree of the polynomial. One way is to fit in the
first degree equation and test the significance of the
coefficient of X If it is significant, add second degree
term and test the significance of its coefficient. If it
is significant, add third degree term and test the
significance of the coefficient of X* and continue
this process till two consecutive coefTicients come
out to be non-significant. But this process is very
tedious in the sense that every time a fresh
calculations have to be made. The tedium of this
method can be overcome by using the method of
fitting of orthogonal polynomial with X's at equal
intervals,

¥= ag +a, X +azX" +...+a‘X“
can be expressed as,
P=ay+a b +ay ) +.ta b

where s (i = |, 2, ..., k) are orthogonal polynomials
and g, are constants such that,

IV

1 =
"0";;"}“?‘“‘1"'_.2'

fori=1,2, ...k

Elaborately, the orthogonal polynomials arc,
4 =(X-X)

b =(X-%)' -5 ()
= (x-5] - 5wt -7)(x-)

A recurrence relation between ¢ _and ¢, | can be
established as,



)

S =09, - 4(4 7 l)¢r-l-
The relation between ¢, and ¢! is,
o =14,

where A is the smallest number for which ¢, as-
sumes only the integral values. The advantage of
the hod of orthogonal polynomials is that we
can add terms one by one sparingly without redoing
the whole calculations. Substituting the values ¢; 's,
a, and a;'s, the orthogonal polynomial is fitted.

The values of ¢'s, A and 2@? can be obtained

from Fisher and Yates tables, A part of the table is
given below for three values of n:
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o (zn0x)

2
Total sum of squares = E‘.[}] - ?)

Sum of squares due to deviation from regression
= Total 5.5 - 5.5. due to different exponent terms.
Significance of each exponent term can be tested by
F-test in an analysis of variance table and the decision
about the highest power of the orthogonal polynomial
can be taken accordingly.

Q. 32 How can you fit in a second degree equation
(parabola)?

Ans. A second degree parabola is,
Y=Pg+P X +P, X7 4+
Suppoxe (X, ¥Y)for i =1, 2, .., nare n paired

3 n 3 obser Thcmgresslon parameters B, B, and
ne n= n= can be d as by, b, and b, using Legendre’s
‘| *z ‘| ’1 ‘,‘l ‘I ’3 ’l *-I hod of least q q i under
-t | -3 1 -1 -2 42 -1 | leastsquares method are:
0 -2 -1 -1 3 -1 -1 2 -4 £ = nby+b TX, +by X
[ I -1 -3 0 -2 0 6 y i
I -1 2 A4 EX, Y, =byEX, +b, X} +b, L X}
2 2 1 1 i i i i
Ws 1 3 2 L1 11 S63sie IXT Y =boIX 4+ IX] +by I}
Solving these equations, the values of by, b, and b.
2 [ | 2
I 2 6 20 4 20 10 14 10 70 ol be,

The fitted orthogonal polynomial is of the type,

F=ag+ah, (X - X]+a,13{(x f} _n -1}

+a,k,{(x-f)'1 ~(x- f)[ﬁ";-?]}+

Reduction in sum of squares due to first, second,
third, ... degree terms can be calculated by the formula
for testing the significance of the first, second, third
exponents, elc.

Reduction in sum of square due to /* power of X is
equal to

_ Sy fi — Sy Sz
- 2
Sn sz

b= Siy ¥ — %3y Fi2 .

) ’ll-’n"lz:

and by =F-bX -b,X°

where s.,=§Xsl?-nf}7'52,=2?xfh—ﬂf’?
i

i3

5 =$x} «nf’.xﬂ =2".x|j‘-

=12
and S ='£X" -n(X’)
Substituting the values of by, b, xmd b,, w: ob‘llm
the equation of the bol
polynomial as

B



is called the coefficient of determination and
(1 = pY), the coefficient of ! inati
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The value p = 0, confirms the lack of linear
iation between two variables. In this case, all

Also the quantity /1-p? is called the coefficient

af alienation.

Q. 37 Find the limits of p.

Ans. We know that error mean sum of squares,
of =o}(1-9%)

Since any sum of squares cannot be negative,

1-p? 20

-pzz—l
or <l
or pszl

Thus, the limits of p are from -1 to | and so is true
forr.

Alternative proof. By Schwarz incquality, we
know.

(B sE(22)E(¥?)

2
E(xy)

or i S I

VE()E(?)

pt<l

or -l<psl
Q. 38 Interpret the values of p as -1, | and 0.
Ans. If p = 1, it means that ¥ is proportional to X
which ensures perfect positive linear association. In
this case all points in a scatter diagram lie on a
straight line extending from left bottom to the
right top. It means as X increases, ¥ also increases. If

p = =1, it means as X increases, Y decreases. This
perfect negati In this situation

Y is proportional to lX All the points lie on a

straight line extending from left top to the right
bottom.

the points are scattered on a graph and hardly any
three points lie in a straight line.
Q. 39 Discuss the properties of correlation co-
efficient.
Ans.  The properties of correlation coefficient are:
(i) Correlation coefficient is a pure number, ie.,
it has no unit.
(ii) The correlation coefficient p (or r) ranges
from -1 to 1.

(iii) The correlation between two variables is
known as simple correlation or correlation of
zero order.

It is not affected by coding (linear trans-

formation) of variables or variate values.

{v) The relation t the correlation co-
efficient ‘r' and the regression coefficients
by and by, is,

r= by -byy

(vi) The sign of r will be the same as that of by,
or by,

If the two variables are independ the
correlation coefficient between them is zero
but the converse is not true,

If p (or r) = 0, it shows that the relationship
between the variables X and Y is not linear.
The relationship between the correlation
coefficient with a regression coefficient is,

=plr.
Brx Pux

(iv)

(vii)

(viii)

(ix)

=pZx

Bxr=p or
Arithmetic mean of two regression coeffi-
cients is always greater than the positive
correlation coefficient between the variables.

(x)

Symbolically,
I{ o a
—|p—Lsp—X|z
2[F"'-‘x p“r] °

o} +o} 2200,
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Ans. Probable error is useful in roughly having an
idea about the significance of coefficient of
correlation. If r <3 P.E. (r), the comrelation coefficient
is definitely not significant. If # > 6 P.E,, ris definitely
significant. This approach is seldom used as t-1est is
an exact test for testing the signi-ficance of correlation
coefficient.

Q. 48 How will you test the significance of the
correlation coefficient p?

Ans. The hypothesis,
Hy:p=0 vs. Hpp=0
can be tested by rtest where the statistic,

Ji-r2
t has (n = 2) d.f. The decisi
can be taken in the usual manner.

Q. 49 How can one perform the test for a specified
value of population correlation coefficient?

Ans. The test of the hypothesis
Hy:p=py vs. Hy:p#py

about the hypoth

hyp

can be performed by using Fisher's transforma- .

1on.

Suppose the estimated value of p is rand is based on
n pairs of observed values.

Fisher's Z-transformation for the values p, and rare:

1 1+r -
Z, -Elug,(]—)-tnnh 'y

= 11513 {log,y (1 + r) - logy (1-1)}
Similarly,
Zpy = 11513 {log,q (1 +pg) - logyq (1-po)}
The transformed values of Z corresponding to

different values of correlation coefficient can also
be obtained from the tables. Fisher told that Z, is

distributed normally with mean Z,, and variance
1/(» = 3). Also he pointed out that for small n, Z, .
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the mean of Z, is somewhat biased and hence can be
improved by using the transformation

1 1+pg P
Zn ﬁibg'(l-—pu]"‘l(n?—l]
The test statistic
222
“Vino3
=(2.-2, =3

The decision about H, can be taken in the usual way.

Q. 50 Give the formula for the confidence limits
for the population correlation coefficient p.

Ans. Following usual notation, (1 - a) 100 per
cent confidence limits can be obtained by the formula,

Z, 1
R
The limits for p can be obtained by retransformation.

Q. 51 How can the equality of the correlation co-
efficients of two bivariate populations be tested?

Ans.  The hypothesis

Hyipy=py vs. Hizpy #py
can be tested by making use of Fisher's Z-trans-
formation.
Suppose r, and r, are the estimates of p; and p,
obtained from the samples of sizes n; and n,,
respectively.
Under Fisher's Z-transformation,

21 140 | anh!
Z, -E|Og¢['l':71]-lﬂﬂh n
and Z -llo I+n =tanh™' 5
5 =3 Ee -n = 2

Fisher showed that (2, - Z,,) is distributed with
mean

_Pp___P
2m -1 2(my-1)



= 'ilc—n
n

where ¢ is the number of positive signs of the product
of deviations for X and ¥, n the number of deviations.
Also the same sign within and outside the square
root has to be used. If (2¢ ~ n) is negative, use
negative sign and vice-versa.

Q. 55 Following are the data of Gross Nati
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Q. 56 Give the formula for coefficient of correlation
where we can make use of the variance of difference
X -1.
Ans. The formula for the coefficient of correlation
using the variance of the difference (X - 1) is,
S chroi-ok,
laoyay

and its

Product (GNP) and Net National Product (NNP) at
current prices from 1971-72 to 1979-80,

.:; +s’r —si_r
r=
25y sy

Year: 1971-72 1972-73 1973-74 1974-75 1975-76
1976-77 1977-78 1978-79 1979-80 The main feature of this formula is that it does not
GNP (X): 38983 42993 53501 63050 66375 involve covariance term and the value of r obtained
Rs. (crore) 71432 69760 65842 87058 by this formula is same as that obtained by Karl
NNP (X): 36999 36629 38486 38958 42799 Pearson’s formula.
Rs. (crore} 41566 47233 54711 53468 Q.57 Yield of foodgrains in kg/ha in Kharif and
Find the coefficient of concurrent deviation, Rabi seasons from 1975-76 to 1984-85 were as
Ans. We prepare the following table to calculate . foll
Year GNP (X) NNP (Y)  Signs of deviations Signs of deviations Product of signs of
from previous year Jfrom previous yaer deviations
Jor X forY
1971-72 38983 36999
1972-73 424993 36629 + - -
1973-74 53501 38486 + + +
1974-75 63051 38958 + + +
1975-76 66375 42799 + + +
1976-77 T1432 41566 + - -
197778 69760 amm - + -
1978-79 65842 54711 - + -
1979-80 B7058 53468 + - -
n=8 c=3
Having calculated n and ¢, the coefficient of con- Year Kharif (X} Rabi (Y)
current deviation, 1975-76 29 104
1976-77 94 109
p o=t |p2X3-8 1977-78 %4 116
A
8 1978-79 7 105
1979-80 93 120
T 1980-81 95 19
=== 1981-82 92 130
4 1982-83 106 131
1983-84 104 134
=-05 198485 105 142
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Year X x-X X-X¢ ¥ y-F -V y-xez z-Z (@-Z} (X-X)
x(¥-¥)
1975-76 B9 -6 36 104 -17 289 15 -1l 121 102
1976-77 94 =1 1 109 =12 144 15 -1 121 12
1977-78 94 =1 | 16 =5 25 22 -4 16 5
1978-79 78 =17 289 105 ~16 256 27 | | mn
1979-80 93 -2 4 120 =i 1 27 1 i 2
1980-81 95 0 00 e =2 4 24 =2 4 0
1981-82 92 =3 9 130 9 81 38 12 144 =27
1982-83 106 1 121 131 10 100 25 =1 I 1o
1983-84 104 9 81 134 13 169 30 4 16 17
1984-85 105 10 100 142 21 441 kr) I 121 210
Total 950 00 642 1210 o0 1510 260 00 546 803
(i) Find the coefficient of correlation by using 178.44
variance of differences and also verify that = 31880
this value is same as that of Pearsonian
correlation coefficient. =0.8155
(i) Judge the significance of correlation co- Pearsonian correlation coefficient,
efficient by probable emor. _ _
(i) Test the significance of the correlation co- £(x-X)(r-¥)
efficient by r-test.  [Given: £, ¢ = 2.306) = = 3
(iv) Find 95% confidence limits for p, JZ[X -X) z(r-¥)
Ans. To calculate the value of r, we prepare the
above table: - 803
J642 %1510
= 950 = 1210
n=10X =—=950Y =——=1210,
0X=T 10 _.Bo3
5. 260 _ 260 984.59
T = 08155

53 ,ﬂgﬂ_ﬂ,,; .E.s_l.o.-m?_?&
9 9
siy=s}t= -519“# = 60.67.
{i) The coefficient of correlation by the for-
mula,
L Btstosdy
- 25y 5y

_ 71334 167.78- 6067
T 24713316778

The above results show that the coefficient of
correlation obtained by the formula using the
i of the diffe and by P i
formula are exactly the same.
(ii) Probable error,

2
P.E=06745 1= (08155)

- 0.2260
31623

= 0.07145



Again 6 x P.E. = 6 x 007145
=0.4287

Since 0.8155 > 0.4287, the coefficient of
correlation is definitely significant,
To test the hypothesis,

Hy:p=0vs. Hy:pz0
The test statistic,

= 0.8155V10-2

J1-(08155)°

_ 23066
0.5788
=3.9851

Since the calculated value of r = 3.9851 is
greater than the tabulated value of 1 = 2.306
for o =0.05 and B .1, we reject H,,. It means

(1)

that the correlation t the per |
productions of Rabi and Kharif crops is
significant.

{iv) To find 95 per cent confidence limits for p,

we first find Z, and Z,, and then retransform
tor.

zl} _ 196
Z, = LI586F 3646

=1.158630.7407
Z, =0.4179,Z;, = 18993
Lower limit of p = 0.4 (approx.)
Upper limit of p = 0.953 (approx.)
Q. 58 How can the correlation coefficient between

the two variables X and ¥ be calculated by the method
of least squares?

PROGRAMMED STATISTICS

Ans. By the method of leasi squares, we find the

estimated value ¥ of ¥ by simple regression equa-
tion. Then find the deviations d = ¥ - ¥ and T2,
Calculate,

2 | =2
gy =—|¥ =Y

p=L(-7)
The formula for coefficient of correlation by the
method of least squares is,

1f we estimate X by the regression of X on Y as X,
the formula is,

zd? 5 | 2
here, 53 = =— and 6% =—(X, - X
where, Sy N X N[ i —)

Q. 59 Calculate coefficient of correlation by the
method of least squares for the following paired
values of X and Y variables. Also verify that this
value of r is same as that obtained by Pearson's
formula.

X: 10 12 13 17 18

¥ 5 6 7 9 13
Ans. To calculate the coefficient of correlation by
the method of least squares and otherwise, we prepare
the following table.

X X-% (Xx-%¥@ Y y-¥  (-F x-X X X-X=d &
x(¥-¥)
10 -4 16 5 -3 9 12 1" -1 1
12 -2 4 6 -2 4 4 12 0 0
13 -1 1 7 -1 | I 13 0 0
17 3 9 9 1 | 3 15 2 4
18 4 16 13 5 25 20 19 -1 1
0 00 16 40 00 40 40 70 0 6
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Ans.  Tetrachoric correlation is suitable when both
the variables X and ¥ are dich This

of linear association between X and Y is based on the
assumption that the underlying distribution is
bivariate normal. Here the actual observalions on X

359

cost of energy, transportation, etc. In this situation,
1o estimate the cost of production, it is necessary to
include all those variables in the regression model
which add to the cost of the unit produced.

Q. 67 Give mathematical model for multiple linear

and Y are not ilable but their distribution of
frequencies in a (2x 2) contingency table are known.
A measure of cor in this si is called
tetrachoric correlation,

Q. 65 Explicate autocorrelation and its measure.
Ans,  Often in time series data, it has been ob-
served that the figures of consecutive periods are
correlated. For example, the arca under irrigation in
a year is correlated to its previous year irrigated
area, the area under high vielding varieties (HYV)
in a year is correlated to the previous year area
under HY'V, ete. In this situation, the assumption of
independent errors of linear probabilistic model is
refuted, ie., if the lincar model is,
Y=a+fMX+¢
E(g;e;)#0fori=i

The simplest form of autocorrelation is the linear
dependence of error on its previous year value.
Symbaolically,

e, =be,_ +E,

This is known as the first order auloregressive
scheme. Thus, a measure of linear association be-
tween the errors of consecutive periods is given by
autocorrelation. Autocorrelation is also known as
serial correlation. The formula for autocor

and the method for its fitting.
Ans. A mathematical model with dependent
variable ¥ and k independent variables X, X;.... X;
can be given as,

Y=Po+B, X, +P,X; +.. 4P, Xy +e
This equation is called multiple linear regression
equation or prediction eg with Y as predi
and X;,X;,....X; as predictors. In this model e is the
error term and for all types, e; are i.i.d normal variates

with mean 0 and variance o?, ie., e ~ N(0, 0}}.

To fit in the regression model, suppose there are
n composite sample observations which can be
presented in the following format:

15
z € €y

= .
Ze,”'ﬂzl_l

Composite Variables
sample No.
I A A 4 X,
1 ] * *n
2 Y e Ta *a T
¢ yl xu I’I Iﬁ xl’
A
Total gy Ix, ?J‘:u %x}t"' Il:xu
[ i

wherei=1,2,...nandj= 1,2, ..., k. To fit in the
gressi juation by the method of least sq
and supposing that by, b, b,, ..., b, are lhe estimates

Q. 66 Why are multiple linear reg
needed?

Ans. In real life problems, a variate value does not
depend only on one independent variable but on
many variables. Hence to estimate a dependent
variable, it is not enough to include only one
independent variable only but many independent
variables. For example, the cost of a produced unit
depends on the cost of raw material, labour cost,

of By, By Bys o By Tespectively, the set of normal
equations is, '

Ty =nby + by Txy +by Ty 4ot by Txy
7 : i :

Zxi ¥ =by );-'xu +b ?1121 +by %:"1111:+

ok by Doy Xy
L



Ty 3= by Bay by Tayry +by T+
..,+b11‘:x,,-x,,
f-r-\'h- Yi=by ?-‘n +h ‘f*nxs +hy ?»‘ﬂxu *

vt by 'J.&xfi

In matrix form, the above equations after transposal

arc,
n Zxy Zry
Ixy Ex;; nuiu z‘u‘u
ey Bryxy Ly z-":dxu b)
P ?xux,,- Ly Xy
Iy
Ly
=| Exy;
gy

(x'x}{u-u-[hn By = (x r}(mj.l
I we denote the regression equation as

¥Y=Xp+e
and its estimated eguation as
Y=XB,
then the set of normal equations can be wrilten as,
X'XB=X'Y
or B=(x'x)"x'y

where the matrices X' X, Band X' Y are as indicated

above, The matrix X’ X is known as the coefficient

matrix.

From the first normal equation we get,
by=F-b % ~by b F

On substituting the value of by and representing the

deviation from mean of the respective variables as,

PROGRAMMED STATISTICS

X=X =ugandy, -y=v
The set of normal equations reduces o,

5“: e Euyiay; ([ Zuyv;
Tuguy  Euy ... Zupuy (|8 || Zuay,
Tay ity Tugity uf J(be) [Zewv

Apr By T
In matrix notation, the normal equations are,
AB=Y
or B=A"'Y
Suppose A is non-singular and its inverse is
G €2 - Oy
Al c? € - Cn
o €2 oo Cu

Matrix A! is symmetric which means ¢, = c,.. Hence,
the matrix equations leading to the solution of b's

are,
b o G2 e G || Buyw
by| fem cm ..o x| Buyy
- = . .
B lem €2 cu J| Euyvi
Thus,

by = ¢y Duyv; + o3 Zugv; +. 4oy Zugv;

by =y Zuyv; + 099 Zugv; +...4 €y Zuyv;

by = ¢y Zuyv; + ey Tugv; +... 4 ¢y Tuyy;
Substituting the values of by, b, by, ..., b, the esti-
mated linear regression equation is,
F=F+bl{xl =X )by (X ~5y)+

ety (X - %)
From this equation ¥ can be predicted for given
values of X, X,,..., X, . In multiple linear regression
equation, cach of B, (or b) is known as partial
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regression coefficient. Its range is from - = to o,

Definition. Partial r:gmssmn cocl‘ﬁcmt B, is the
of ch g in d d ' corres-
£ 1o a unit i m the ind ! bl

X wh:.rea.-i the other independent \rnnables are kept

ixed.

Note: When & = 2, the equation of multiple lincar

regression reduces to plane of regression.

Q. 68 How will you test the significance of a partial

regression coefficient?

Ans.  To test the hypothesis

Hy:P;=0vs. H:p; #0

forj=1,2,..k
The test statistic is,
b
l— _fl..
S,

¥
Statistic 7 has (n-k-1) d.f.
where, ffi =53 €y
¢, i the (i, j)* cell element of A~ and
i 412
s )
“ (n=k=1)

= (L‘v, R’Z$)
whercas,
R? Ev} = by Zuyv; +by Zugyv, +..+ by Zugy;

The quantity &’ ;v,-z is known as the regression
’

sum of squares,

2
5y, = 5]
b By

Decision about H, is taken in the usual way. [fh‘ois
rejected, it means that the contribution of X, in
estimating Yis slgmﬁmt. If H,,is accepted, it means
that the inclusion of X in the equlr.lon is redundant.

Q.69 Huwnnyouusuluoqmlllyoflwopwﬁﬂ
regression coefficients.

Ans. Sometime one wants (o test whether the con-

tribution of two independent variables X; and X, in

estimating Y is same or not. Thus, the hypothesis
Ho:By =B vs. Hi:By=h

forj#l=12 ..k

can be tested by the statistic

b-b

1=

thas (n -k = 1) d.f.

where "!2,-!} = .rf(cj +ey —-2:‘,-,).
The decision about M, can be taken in the usual
manner.
Q. 70 How can the significance of partial regression
coefficient be tested simultancously?
Ans.  The hypothesis
Hy: By=P;=.=P, =0
vs. Hg: nllcastoneofﬂ_,isnolm‘o
forj=12, ..k

can be tested through analysis of variance. The
ANOVA table is,

Source df. 5.5 M.S. F-value
Regression k R fvf R f.vf (n-k-1)R };.vj‘
I tt;»,’ -R ;»,'1
Residual (Deviation  (n -k = 1) -R I
v - R Iv} i
from regression) I ey
x
Towl n=1 Ly




The statistic F in the last column of ANOVA has
kon =k =1 df Il Fey an_{L__,_,,‘ reject Hy.
It means, all B's are not zero. Again if Foy <
F;{“_,_,],ucccpl H,. This indicates that the
independent variables X, X;,..., X, are not suitable
for predicting ¥ '

Q. 71 Delineate the term correlation index.

Ans.  The ratio,

5.8 due 1o regression

R? = 22 UUE 0 TEgTession
Tatal corrected 5.8

Rz}
= i

Zv?
i

is referred 1o as correlation index or coefficient af
determination as R? is analogous to 2 in simple
linear regression.

Q. 72 In what ways each potential parameter in a
maodel can be specified?

Ans. Each potential parameter in a model can be
specified in either of the three categories, namely, a
free parameter, a fixed parameter or a constrained
parameter.

Q.73 What is a free parameter?

Ans. A free parameter is that parameter which is
unknown and is thereby to be estimated.

Q. 74 Define a fixed parameter.

Ans. A fixed p is that which is
not free but has a fixed value either O or 1.

Q.75 Explicate a constrained parameter.

Ans. A parameter which is unknown but is con-
strained 10 be equal to one or more paramelers is
called a constrained parameter.

Q. 76 Define multiple correlation coefficient and
explain its utility.

Ans. Multiple correlation coefficient

R=+JR®

Definition-1. It may be defined as a measure of
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linear association of a variable ¥ (say) with all other
X-variables.

Definition-2. Multiple correlation coefficient is
the simple corrclation between ¥ and ¥, where
P=F +b X, +5 Xy +.. 4 b X,

The range of R is from O 1o 1.

The value of R is indicative as to whether the linear

regression equation is a good fit or not. IT R is near

to 1, the regression equation is a good fit otherwise
not.

Q. 77 Express multiple correlation coefficient in
terms of simple correlation coefficients.

Ans. IfX X,,...,X, are k variables and the sample
correlation coefficient between any two variables
X,and X;for i, j=1,2, .., kis r, correlation matrix
P consists of the elements which are the simple
correlation coefficients among all possible pairs of
variables X, and Xr Also = Thus, the correlation
matrix,

Uohg g e Mg
ol m oy
P=lm m 1 ..oy
o fi o |

The multiple correlation coefficient of a variable X,
with rest of the variables can be obtained by the
formula,

12
R -
a2 G-k P,

where |P| is the determinant of the correlation matrix
P and P; is the cofactor of r;.

Here it is revealed that the sign of |P| and Py will

always be the same. Also, |P|< Py, If both these

conditions do not hold good, the value of R (suffix
omitted) will become greater than [ which is an
impossibility.

The range of R is O to |, If R =0, it means X, has no
linear relationship with rest of the variables and
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R =1, shows that X, has perfect linear relationship
with the remaining variables. Also R, ,, is never less
than any of simple correlation coefficients r,, r,;

and ry,, Le, Ryay 2 2. h3.m-
Q.78 1f there are three variables X, X, and X;,

express the multiple correlation coefficient of a
variable with the other two.

Ans.  Following usual notations, the formulae for
multiple correlation coefficients R 33, Ry,3 and

Ryyz in terms of £y, y and ryy are:

’ 2 42
2+ 1y = 2npray
RI.?_‘ = '_—I_':i__
=
2
R = |2 + s = 2ty
e e . S
-
3
R LE +'u = 2nsrati
e e
2

Q. 79 Fil a plane of regression in a trivariate popu-
lation with the help of correlation coefficients.
Ans.  Let the equation of the plane involving three
random variables X, X; and X; be,
Xy =ma+byy Xy +by Xy +g
Let the means and standard deviations of X, X,
and X, be X,,X;, X, and 0,0,,0; respectively.
Also rj3,57 and gy be the simple correlation coeffi-
cients between three pairs of variables. In the above
equation by and by, are known as the portial
regression coefficients. Without loss of generality
we can assume that X, X; and X, are measured
from their respective means. Thus, the estimates of
by 5 and byy 5 by the principle of least squares are:
v B A
P . R S S T
23 o B 132 o, Py
where P, is the cofactor of ry in the determinant,

363
I ny m
e 1 m VI =T
na w1
Thus,
b _5 hi2-lNamn Fa oy
3= o =T
g I-m Ay oy
PRI el < R - W]
2 = b
o I=ry LT

Hence, the equation of plane of regression is,
X, = by Xy +bigo X,y
Shifting back to the origin, the equation becomes,
{xl X,) by [xz x3)+blll (X\ X3]
which is,
Xy =a+bp3Xy +b32X;

bi2aXy —bpna Xy

The same equation of the plane can slmply be
obtained by the determinable equation,

where, g = f,

X=X x:‘f: Xi_g.‘l ;
9 G2 3
fia ! ny (=0
ia s !

Expanding the determinant, we get

X -X X, - X.
‘—l;,T‘J‘(l'r?f\]"‘ zcrz 2[‘("lz“"u_’n}]

Xy =X
"'M('u’n ~n3)=0

(:?,—J?)-»[xz-fz)%ll-:—;
Pu o
X - x] =0
LE]
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Defii Partial

Al

coefficient may be
lasa of degree of iati

any two variables out of a set of variables eliminating
the commaon association of remaining variables from
both of them.

Q. 83 Give the formula for partial correlation co-
efficient in terms of simple correlation coeffi-
cients.

Ans.  If the correlation matrix for k variables
X..Xg,.“.xl is,
1 h2 Ay e T
ol o e
P= LT iz 1 Y“
Mo e |
The partial correlation coefTicient b any two
variables X; and X; for i# j=12,...kcan be
computed by the formula,
By

Tz _(i-is D) -0 e) k. ™ m

where, I}J.P,,- and P‘. are the cofactors of 7. 7y
and 7y respectively in the determinant of the cor-
relation matrix P. The range of partial correlation
coefTicient is from -1 to 1.

Q. 84 Express partial correlation coefficient be-
tween any two variables eliminating the influence of
the third variable out of the variables X,, X, and X,
in terms of simple correlation coefficients.

Ans. If f3,5; and ry are the simple correlation
coefficients between the variables X, and X,; X, and
Xy X, and X, respectively, the formulae for the
partial correlation coefficients are:

" o)

fia =izl

(1-r3)(r-r3)

fiaz =

n = Tafiy

:‘(‘ - )(1-rd)

Recall ry=ry, 3 =n; and ry =ry . Also the
partial correlation cocfTicients 3 3, fjaz and ryy ) are
called the first onder partial correlation coefficients
as there is only one ﬁ;ure in the suffix to the right of §
the dot.

Q. 85 Write the formula for the partial correlation
coefficient r,, y, in case of multivariate study of the
four variables X, X, X; and X in terms of simple
correlation coefficients.

Ams. If rz.f53.054, M. f 8nd ryg are the simple
correlation coefficients between two variables
marked by the respective suffixes and ry, ., ri5.
Py Tiay Mgy and ry, o are the first order partial
correlation coefficients, the partial correlation
coefficient,

oo Y
1234

J[l'ﬁia)‘(l‘fzzu}
or alternatively,

fi23 =743 4

i(""ﬂ;)([";u]

Fiz34 OF any other likewise partial correlation
coefficient is calted second order partial correlation
coefficient as there are two figures in the suffix afler
the dot. So to calculate second order partial
mhnonooefﬁm&mhnstumﬁmm
partial correl coeffi from I
correlation coefficients. Formulae for riy 5., 74y
etc., can be written by simply changing the suffixes.
Q. 86 Expatiate part correlation.

Ans. Part comelation is the correlation between
two variables with variable(s) controlled for in one
of the two variables in which the correlation is worked
out,

More simply, in partial correlation r,, ,, the effect of
variable 3 is climinated from both the variables 1

fiase =




51
52

53

55.

4

61,

65.

estimated by the use of
eliminating the effect of concomitant vari-
ables.

67.
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The quantity p? (or r?) is known as

The quanmy (I —-p?), where p is the
ion coefficient, is called

68.
Least square of Byyis .
Least square of By is . 69.
1f £ of the regression model ¥ =, +B, X +&

is distributed as N(0,07), the variance of
the estimate b; of B, is

Ifthe error & ~ N(0,02)in ¥ = By +B, X +5,

the of by is where by is
an estimate of B,
The cquation ¥ =y (1-e***) fora, B,y >

(} represents

Y=a+pX+yX* is the equation of a

The function log, ¥ =log, vy +p¥ log, a
represenls
The

curve.

equation ¥ =1f(a+bX) represents

The equation for exponential growth curve is
The equation for logistic growth curve is

In orthogonal poly ial, the
terms can be added one by one.

71

73
74.

75.

76.

If p is the correlation coefficient, ihe

Ji-p istermedas

‘The range of Pearson’s coefficient of cor-

relation is

If pyy =1, the lmcou the graph will extend

from L

If py, =~1, it means that there is a

correlation between X and Y,

If p = 0, it depicts

Correlation coefficient is a

number.

If each value of data is reduced by 10, the
lation coefficient t coded values

is as that of original values.

If the variate values of X are divided by 100

and ¥ values by 1000, the correlation between

X and Y from coded values is as
that of original values.

If each value of X and ¥ is reduced by 5 and
then divided by 10, the correlation between

coded values is as that of original
observations.
The relation b the coeffi-

cient By, and correlation coefficient p is

_

79. The regression coefficient B, can be ex-

The method of fitting orthogonal polynomial P 1 in terms of correlation coefficient p
was given by as X

The idea of correlation was given by 80, The origin of comrelation coefficient lies in
—_— distribution.

Karl Pearson defined correlation in the year 81, The dard errar of 1 lati

Pearson’s formula for correlation coefficient
Pyy I8 .

If (X, Y are n pairs of observations on the
variables X and Y, the formula for correlation
coefficient is

82.

83

coefficient r, based on n p&lmd values, is

The formula for probable error with usual
notations is ______.

Probable error helps to know the

of correlation coefficient.
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144.

145,

146,

147.

148.

149,

150,
151,

152

153,

154,

155,

156.

157,

I the line of regression of Yon X is ¥ = 2X
+ | and of X on ¥Yis 6X = ¥ - 3, then corr (X,
n= .

If the lines of regression of ¥ on X is 4X -
5¥+ 33 =0and of X on ¥ is 20X - 9F -

107 = 0, the mean value X is and

Y

If the regression line of Yon X is 2Y = 3X -
6, the estimated value of ¥ for given value of
X=10is

I
The given values, by = 3 and byy =10 are

If the correlation coefficient is zero, the value
of regression coefTicient is

Both the regression coelTicients cannot exceed

IFR, ;= 1, then R, |, is equal to

The correlation between the number of blinds
per year and the production of liquor per
year is correlation.

1f the sum of the product of the deviation of
X and ¥ from their means is zero, the
correlation between X and Y is

If the probable error is more than r, the
comrelation coefficient is .

IT one regression coefficient is negative, the
other would be

The vnluesru_ﬂﬁ r3=-05and r,,=08
oblained in a certain investigation are

The multiple correlation coefficient in
multiple regression analysis is equivalent to
simple correlation between a variable ¥ and

Two regression lines of standard normal

158,

159,

160.

161.

162.

163.

164,

165.

166.

167.

168,

169,

170,

37t

deviates pass through the

If p = 0, the regression line of ¥Yon X W|II he
parallel w0 at a distance of

The regression line of ¥ on X, the two
uncorrelated standard normal deviates, is

The two regression lines of two uncorrelated
standard normal variates are to
cach other.

The slope of regression lines of two standard
normal deviates having zero correlation is
If simple correlation coefficient is zero, then
regression coefficient is equal to

If p =1 between X and Y, then the two
regression lines may intersect at an angle of

An unknown parameter in a model likely to
be estimated is called a parameter.
A parameter of a model, which can take
values either zero or unity, is specified as
parameter.

A parameter in a regression model which is
forced to be equal to some other parameter(s)
is termed as parameler.

A regression equation with a dependent
variable and two independent variables is
called a
Out of three variables X, X, and X, if X,
influences cither X; or X, then to find the
correlation between X, and X, eliminating
the effect of X,, one should preferably
calculate

The formula for pa:t correlation ry; 5, is

Part correlation coefficient is always
than partial correlation coefficient.
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SECTION-C
Multiple Choice Questions

Select the comrect alternative out of given ones:

Q1

Q.3

Q.5

The term regression was introduced by:
(a) R.A. Fisher

(b) Sir Francis Gallon

(c) Karl Pearson

{d) none of the above

If X and ¥ are two variates, there can be at
most:

(a) one regression line

(b) two regression lines

(c) three regression lines

{d) an infinite number of regression lines
In a regression line of ¥ on X, the variable X
is known as:

(a) independent variable

(b) regressor

(c) explanatory variable

(d) all the above

Regression equation is also named as:

(a) prediction equation

(b) estimating equation

(c) line of average relationship

(d) all the above

Scatter diagram of the variate values (X, ¥)
gives the idea aboul:

(a) functional relationship

(b) regression model

(c) distribution of errors

(d) none of the above

The of pin the reg

Y=a+ BX-I-ebylhemeﬂlodofleaﬂ
squares is:

(a) biased

(b} unbiased

(c) consistent

(d) efficient

The formula for the estimate of B in the
regression equation ¥ = a + PX + ¢ is:

(@) cov(X,Y)/V(X)

Q.8

Q9

Q. 10,

Q.13
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(b) royfox

© =(x,-X)(x-F)/=(x,-X)

(d) all the above

In the regression line Y= a + X, P is
called the:

(a) slope of the line

(b) intercept of the line

(c) neither (a) nor (b)

(d) both (a) and (b)

In the regression line ¥ = B, + B, X, B, is
the:

(a) slope of the line

(b} intercept of the line

(c) both (a) and (b)

(d) neither (a) nor (b)

If Byy and By, are two regression coeffi-
cients, they have:

(a) same sign

(b) opposite sign

(c) either same or opposite signs

(d) nothing can be said

The property that B, and B, and p have
same signs, it called:

(a) fundamental property

(b) signature property

(c) magnitude property

(d) none of the above

The average of two regression coefficients
is always greater than or equal to the cor-
relation coefficient is called:

(a) fundamental property

(b) signature property

(c) magnitude property

(d) mean property

If By > 1, then By is:

(a) less than 1

(b) greater than 1

(c) equalto |

(d) equal to O
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Q.51

Q.52

Q.53

Q.55

@ o}/(n-2)

®) o/Eu}

©) o?fn

(d) none of the above

Ifin a regression equation ¥ = @ + 8X + e,
e~ N(0,02), the standard deviation of a,
the estimate of o, is:

@ olfn

) ol/Eu}

© o,/vn
(d) none of the above
The function,

%‘ﬂﬂx-&y for a,py>0

represent:

(a) logistic growth curve

(b} compertz curve

(c} equilateral hyperbola

{d) exponential growth curve

The cquation ¥ =ap™ for P<| repre-
sents:

(n) exponential growth curve

(b) exponential decay curve

(c) a parabola

(d) none of the above

The function ¥ = a + bX + eX? + dX*
represenis:

(a) a hyperbola

(b) a exponential curve

{c) a parabola

(d) all the above

The mathematical function,

l =da+ b(l]
Y X
nis:

represe
() an equilateral hyperbola
(b) exponential curve

PROGRAMMED STATISTICS

(c) compertz curve
(d) none of the above

Q. 56 The model

Y--r(l—e“"“)forn,ﬂ,7>o

is known as,

(a) equilateral hyperbola
(b} compertz curve

(c) Mistcherlich function
(d) none of the above

Q. 57 The mathematical function

Y=ya* fora,p,y>0
represents:

(a) an equilateral hyperbola
{b) compertz curve

(c) Mistscherlich function

(d) none of the above

Q. 58 The advantage of orthogonal polynomial is:

(a) one can fit a polynomial of appropriate
degree

(b) it saves time of computation ~

(c) easy to fit in the equation

(d) all the above

Q. 59 Ifthe correlation between the two variables

X and Y is negative, the regression coefficient
of Yon X is:

{a) positive

(b) negative

(c) not certain

(d) none of the above

Q. 60 Given the two lines of regression as, 3X -

4Y + 8 = 0 and 4X - 3Y = |, the means of
Xand Y are:

(@ X=4,7=5
b X=3,7=4

s 4= 5
«(©) x-;.r=z
(d) none of the above

Q. 61 The idea of product moment correlation was

given by:
(a) R.A. Fisher
(b) Sir Francis Galton
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Q.63

Q. 64

Q. 65

Q. 66

(c) Karl Pearson

(d} Spearman

Correlation coefficient was invented in the
year:

(a) 1910

(b) 1890

(c) 1908

(d} none of the above

The formula for simple correlation co-
cfficient between the variables X and Y with
usual notations is:

@ cov(X, Y)1 VIX)V(Y)
(h} l-‘xr"-u'l-‘nlrln

(c) oxy/oxoy

(d) all the above

The formula for calculating r from n paired

sample values (X, ¥)) is:
£(x,-X)z(y,-7)

O a7y

__EXH
® =y
© r= z(x, - X)(¥ -¥)

JEx -3y (-7

(d) all the above

If p is the simple correlation coefficient, the
quantity p? is known as:

(a) coefficient of determination

(b} coefficient of non-determination

(c) coefficient of alienation

(d) none of the above

If p is the simple correlation, the quantity
(1 = p?) is called:

(a) coefficient of determination

(b) coefficient of non-determination

{c) coefficient of alienation

{d) none of the above

Q.67

Q.69

Q.70

Q7

Q7

Q.74

T

If p is the correlation coefficient, the quan-
tity f1-p? is termed as:

(a) coefficient of determination

(b) coefficient of non-determination

(c) coefficient of alicnation

(d) all the above

The unit of correlation coefficients is:

(a) kglee

(b) per cent

() non-existing

(d) none of the above

The range of simple correlation coeffi-
cient is:

(@) Otow

(b) -—wtoow

(c) Qw1

d) -1to1l

If p = 1, the relation between the two
variables X and Y is:

(a) Y is proportional to X

(b) Yis inversely proportional to X

(c) Yisequalto X

(d) none of the above

If pyy = 0, the variables X and Y are:

(a) linearly related

(b) independent

(c) not linearly related

(d) none of the above

If pyy = =1, the relation between X and ¥ is
of the type:

{a) when Y increases, X also increases

(b) when ¥d X also d

{c) Xisequalto =Y

(d) when Y i X proporti ly
decreases

The correlation between two variables is of
order:

(a) 2

(b) 1

© 0

(d) none of the above

The geometric mean of the two regression
coefficient by, and by, is equal to:
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Q.84

Q.85

Q. 88

Z,, the Fisher's transform of the correlation
cocfficient r based on a sample of size » in
the test of Hy: p = p, is distributed as:

@ w(0.2,)
®) N(z,.1)

© WN(2,.n-3)

1
(d) N(an__;)
The test statistic for testing Hy: p = p, with
usual notations is:
Z,-Z,
Y(n-3)

Lok
1(n=3)

© Zu Z: ‘zpn
I/ Jn-3
(d) none of the above
Test statistic for testing H, : p, =
usual notations is:

(a) z={z,,—z,=]/
®) Z=(z, z,*)/( 5 h;—i]

Zn_
3 ny =3
() all lh: above

Homageneity of three or more population
correlation coefficients can be tested by:
(a) rtest

(b) Z-test
(c) ¥ -test
(d) F-test
CocfTicient of
on:

@ %=

v £

p, with

(e)

a

deviation d

e

(a) the signs of the deviations
(b} the magnitude of deviation
(c) both (a) and (b)

(d) none of (a) and (b)

Q. 89 The formula for coefficient of concurrent

Q. %0

Q9N

deviation with usual notations is:

2c-n

(@)

®) tJik_"
n

2c=n
n

(d) +* ’_ﬂ
n

Formula for coefficient of correlation by
making use of the variance of the difference
(X = 1) of the variables X and ¥ is:

(c)

@ o ol +o}+o%
a) p=—X——¥YTX=F
) 20,0y
2, .22
Oy +0y ~Oy_
(b) p=—A——r XL
Oy Ty

© p=a§+ui! -a}_y
20% oy
@ p=c§ +0} - 0%y

2oxay

The formula for calculating the correlation
coefficient by the method of least squares
with usual notations is:

Sl

= [1-=%

(a) P ‘I} o
’ s%

p= |l-—%

(b) ok

(c) both (a) and (b)
(d) neither (a) nor (b)



Q.92

Q.93

Q.94

Q9

Correlation ratio is an appropriate measure
of relationship between the two variables X
and ¥ only if the functional relationship
between them is:

(a) linear

(b) mon-linear

(c) parabolic

(d) none of the above

The value of correlation ratio varies from:
(a) =lwl

(b) ~ltw0

(c) Ot 1

(d) Otoe

If all the observations lie in one group, the
value of correlation ratio E? is:

{a) O

(by 1

{c) between Qand |

(d) between —1 and |

If each group consists of one observation
only, the value of correlation ratio is:

(a) 0

(b) 1

(c) between Oto |

(d) between ~1 and |

The relation b Pearson’s lati
coefficient p and correlation ratio n? is:
@ p*sn?

(b) p2 > r|2

(C] p? <,r|!

(d) none of the above

If there are k groups and each group consists
on n observations, the limits of intraclass
correlation are:

{a) Oto 1

|
(h) ——tol
n=|

1
(c) —:lol

(d) =Ttol
From a given (2 % ¢) conlingency table, the
appropriate measure of association is:

Q.99

Q. 100

Q. 101

Q. 102

Q. 103

Q. 104
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(a) correlation ratio

(b) biserial correlation

(c) intraclass correlation

(d) tetrachoric correlation

When both the variables X and

diche a

sociation between X and Y is:

(a) correlation ratio

(b) biserial correlation

(c) intraclass correlation

(d) tetrachoric correlation

Another name of autocorrelation is:

(a) biserial correlation

(b) serial correlation

(c) Spearman’s correlation

(d) none of the above

A of linear iation b

errors of consecutive periods is called:

(a) autocorrelation

(b) serial comelation

(c) both (a) and (b)

(d) neither (a) nor (b)

The idea of multiple regression equation

strikes the mind only when:

(a) avariable Ydepends on two independent
variables only

{b) a variable Y depend on a number of

independent variables

the relation between a dependent

variable and independent variables is

not known

{d) all the above

A coefficient of any independent variable in
a multiple linear regression equation is
known as:

(a) partial regression coefficient

(b) multiple regression coefficient

(c) simple regression coefficient

(d) none of the above

The ratio of the regression sum of squares
to the total sum of square is called:

(a) correlation index

(b) coefficient of determination

(c) both (a) and (b)

(d) neither {a) nor (b)

Y are
of as-

the

(c)
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Q. 105

Q. 106

Q. 107

Q. 108

Q. 109

Q. 110

Q. 111

Significance of the partial regression

coelficients can simultaneously be tested by:

(a) t-test

(b) Z-test

(c) x2-test

(d) F-test

A measure of linear association of a vari-

able say, X, with a number of other vari-

ables X, X;, ... X, is known as:

(a) partial correlation

(b) multiple correlation

(c) simple correlation

(d) autocorrelation

The range of multiple correlation coefficient

Ris:

(a) Do |

(b) Otow

() -lwl

d) wiow

The range of a partial correlation coefficient

is:

(@ Otol

(b) Otow

€) =lwl

(d) <otow

If the value of multiple correlation co-

elficient R is near to |, it leads to the

conclusion that:

(a) there is a lack of linear relationship

(b) Linear relation is a good fit

{c) there is a curvilinear relation

(d) all the above

The multiple correlation coefficient R, ,, of

X, with X, and X, variable is always:

(a) greater than the correlation coefficient
of zero order

(b) less than the correlation coefficient of
zero order

(c) equal to each of the correlation co-
efficient of zero

(d) all the above

If P is the correlation matrix, the formula

for multiple correlation coefficient R,

in terms of determinants is:

Q. 112

Q. 113

Q114

381
o
o (4]
o (-2

The formula for multiple correlation
coefficient R, , in terms of simple
correlation coefficients r,,, ryy and ry, is:

flzz + 'gz =22 Mt

(a) 1
I-n3
F] 2 1 3
Ha =2 it
(V)] I-r
(&)
1.3
Tiz + 733 = 203 s Py
{c)

1-ry

@ 1 +rf =23 3y
fig 1 2 iy
I-nj3

The necessary and sufficient condition for
the three planes, X, on X,, X X, on X, X,
and X, on X, X, is:

(8) fg+m+hy—2nynyry =1

®©) i +13+rh =2 fiy iy =1

© ry+ri+rh=2na 31 =0

(d) none of the above

In a multivariate study, the correlation be-
tween any two variables eliminating the
effect of all other variables is called:

(a) simple correlation

(b) multiple correlation



Q. 115

Q. 116

Q. 117

Q. s

(¢) partial correlation

(d) partial regression

The range of partial regression coefficient
182

{a) Dw 1

(b) =Tto 1

{c) Do

(d) —= o=

If P is the correlation matrix and X, X,,
s Xy are k variables, the correlation be-
tween X, and X, eliminating the influence
of Xy, X,, ..., X; can be calculated by the
formula:

a;]
I_
ot [ By Py

fiz
® Pipn
P!
© Ripn
Pz

@ JRpn

If X,, X, and X, arc three variables, the
partial correlation between X, and X,
eliminating the effect X, in terms of simple
correlation coefficients is given by the
formula:

@ = =z
Jo=r)(1-12)

fap <y
(1-r3)(1-#)
Tz =M My
(1-r2)(1-n3)
(d) all the above
The partial correlation coefficient ryy, is
called:
(a) first order partial correlation

(b) =

©) ;=

Q. 119

Q. 120

Q. 121

Q. 122

Q. 123
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(b) zero order partial correlation

(c) second order partial correlation

(d) none of the above

The partial correlation coefficient r, o, is
called:

(a) zero order partial correlation

(b) first order partial correlation

(c) second order partial correlation

(d) third order partial correlation

The formula for the partial correlation
coefficient r\; ,, is:

Nas —f2a Mg

(@) Man= r_m(l—q’,_,}(l—rﬁ.)

fisz = N4z MBaa
(b) =
B T TR

{c) both (a) and (b)

(d) neither (a) nor (b)

A positive significant correlation between
the number of shoes produced and the steel
produced per year is:

(a) a nonsense correlation

(b} a spurious correlation

(¢} a meaningless correlation

(d) all the above

Given the expected values for variables X
and Y as:

E(X)=2 E(X})=10,E(Y)=3, E(Y})=
20 and E (XY} = 16

we conclude that:

(a) correlation coefficient will be positive
(b) correlation coefficient will be negative
{c) expected values are incompatible

(d) none of the above

If X and ¥ are two independent variates with

variances 0% and o} respectively, the cor-

relation coefficient between X and (X - 1)
is equal to:

@) oyl okol

®) oy/Joy+o}
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Q. 133

Q. 134

Q. 135

Q. 136

Q. 137

Q. 138

Q13

If o, =05, 0,= 1.5 and o}_y =125, the
coefficient of correlation between X and ¥

is:

(a) 1
(b) /4
(c) 112
(d) 5/6

If oy =05, ay =15, oy_y =125, X =8

and ¥ =86, the regression line of ¥ on X is:
(a) 2Y=5X-28

(b} 3A¥=2X-1

(c) 6X =4 +42

(d) none of the above

If the correlation coefficient between two
variables X and ¥ is very high, the two lines
of regression are:

(a) far apart

(b) coincident

{c) near to each other

(d) none of the above

Regression coefficient is independent of the
change of:

(a) scale

(b) origin

(c) both origin and scale

(d) neither origin nor scale

If the covariance between the two variables
is positive, il means that:

(a) the variables would change in the same
direction

the variables would change in the
opposite direction

the variables would not change

none of the above

(b)

(c)

()]

If the correlation between two variables is

zero, it implies that:

(a) two variable are independent

(b) two variables do not have negative
correlation

(c) the two variables are not linearly related

{d) all the above

Correlation between the direction of devia-

tions is calculated by the method of:

Q. 140

Q. 141

Q. 142

Q. 143

Q. 144

Q. 145

Q. 146
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(a) product moments

(b) rank correlation

(c) coefficient of concurrent deviation

(d) Kendall's t

The correlation between the two variables

is unity, there is:

(n) perfect correlation

(b) perfect positive correlation

(¢) perfect negative correlation

(d) no correlation

The quantity R? in reference to multivariate

study is known as:

(a) correlation index

(b) coefficient of determination

(c) both (a) and (b)

(d) neither (a) nor (b)

Equality of k partial regression cocfficient

can simultaneously be tested with the help

of:

(a) r-test

(b) x*-test

(c) Z-test

(d) analysis of variance

The partial correlation coeflicient r,, ,, can

be calculated with the help of:

(a) zero order comrelation coefficient

(b) first order correlation coefficient

(c) both (a) and (b)

(d) neither (a) nor (b)

Which of the foll

(@) Fias =g

®) rpy=ry;

) ry= I

d) riz3=ry,

If we transform the variables of a simple
line into standard I deviates,

then the two regression lines pass throug

the point:

(2 0,0

® (1, 1)

() (x.7)

@ (%,9)
The correlation between the five paired
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Q. 147

Q. 148

Q. 149

Q. 150

Q. 151

measurements (3, 6), [% l] (2,4),(1,2),

(4. 8) for the variables X and Y is equal to:
(@) 0

) 1

() V2

) -1

On the basis of the following paired values
of the variables X and ¥,

1
t
1

16

[+
&1
P —

¥, rRRTE 0, 1,
we can conclude that:

(a) the correlation between X and ¥is 1.
(b} the variable are independent

(c) the variables are related

(d) the data are incompatible

A potential parameter of a model which is
unknown and estimated is termed as:

(a) fixed parameter

(b} free parameter

(c) constrained parameter

(d) noise parameler

A parameter of model which can take the
value either | or 2 is called:

(a) a free parameter

(b} non-centrality parameter

(c) constrained parameter

(d) fixed parameter

1
T

If an unknown potential parameter of a
model is equalised to one or more parameters
of the model, then the parameter is classi-
lied as:

(a) nuisance parameter

(b) constrained parameter

(c) free parameter

(d) non-centrality parameter

There are three continuous variables X, X,
and X,. It is known that the variable X,
effects the variable X, but not X,. Now to
find the correlation between X, and X,

Q. 152

Q. 153

Q. 154

Q. 155

Q. 156
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eliminating the effect of X;, you would
work oul:

{a) partial correlation

(b} multiple correlation

(c) part correlation

(d} simple correlation

For the same set of data for three variables
X,, X,, and X,, the relation between partial
correlation r, ; and part correlation ry, 5
is:
(a)
(b)

M23 N2y
N2 =Nay
(©) rp3<figy
(d) no definite relation

Let the correlation coefficient between two
variables X and ¥ be unity. Then the relation
between the regression coefficients B, and
PByy that always holds is:

(2) Byy>Byy

(b) Pyy < Byy

©) By =By

(d) ﬂm BXY =1

If the corrclation between the variable X
and Y is 0.5, then the correlation between
the variables 2x - 4 and 3 - 2y is:

(a) 1

() 05

(c} -0.5

0

Let the cquations of the regression lines be
expressed as 2X - 3¥ =0and 4¥Y - 5X = 8.
Then the correlation between X and Y is:

(a) -J'IR
™ ¥
(©) J‘Z
@ ¥

An investigator reports that the arithmetic
mean of two regression coefficients of a
regression line is 0.7 and correlation
coefficient is 0.75. Are the results:

(a) valid



Q. 157

Q. 158

Q. 159

Q. 160

Q. 161

Q. 162

Q. 163

(b) invalid
(c) inconclusive
(d} none of the above

Given the two regression lines X + 2V =5

and 2X + 3Y¥ =8 and ui =4, the value of
nzx st

{a) 12

b) T4

(c) 6

(d) none of the above

Given ry, = 0.6, r; = 0.5 and ry; = 0.8, the
value of ry, , is,

(a) 0.4

(b) 0.72

(c) 0.38

(d) 047

If the sum of sq of the diff:
hetween ten ranks of two series is 33, then
the rank correlation coefficient is:

{a} 0.967

(b) 0.725

{c) 0.80

(d)y 0.67

If Var (X + ¥) = Var (X) + Var (Y), then the
value of correlation coefficient ry, is:

(a) 0

(h) 1

(c) -1

) 0.5

Let the coefficient of correlation be 0.7,
then the coefficient of alienation is:

(a) 051

(b} 0.71

{c) 0.49

{d) none of the above

If Var (X + ¥) = Var (X - Y), then the
correlation between X and Y is equal to:
@ 1

by 112

(c) 114

) 0

Ifu+3x=52y-v="Tr_=0.2 then the
correlation r,, is equal to:

Q. 164

Q. 165

Q. 166

Q. 167

Q. 168
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(a) =0.12

(b 0.12

(c) 0.08

(d) 1.0

Let the regression lines of ¥ on X and X on
Y are respectively ¥ = aX + band X = ¢¥+
d, then the correlation coefficient

Xand Yis:

(a) Jcja
M) Jajc
© Jac
@ Jod

Let the regression lines of ¥ on X and X
on Y are respectively ¥ = aX + B and
X = 6Y + &. Then the ratio of the variances
of X and Y is:

(a) Bla
) JBja
© Jbu
(d) o/0

If one regression coefficient of the two
regression lines is greater than unity, the
other will be:

(a) > 1

(b 1

) <1

d 12

If R ;, = 0, then all total and partial
correlation coefficients involving X, are:
(@) 0

M1

() -1

) 12

The multiple correlation coefficient R, ,, as
compared to any simple correlation co-
efficients between the variables X, X, and
X, is:

(a) less than any 1y, 1y, 7y

(b) not less than any r,, 7y, and ry,




ass

)

1, .2
fiz +my =2 fary

(=2)

(125) 3 +n3 4153 =2 iy =1

(124)

(126) eliminating (127) F; / JF;P; (128) residual

(129) (52 =)/ [1-r2)(1-13) (130) firs
(130 (r2s=rigarea)/ J1-raa)(1-s) (132)

second (133) =1 1o | (134) 0 (135) 0 (136)
(0% =a%)/(0% +0}) (131025 138) 1/ (139)
0 (140) 0 (141) o (1+2r)/3 (142) uncorrelated

(143) origin; scale (144) 1/\/3 (145) 13; 17 (146)
12 (147) impossible (148) zero (149) 1 (150) |
(151) nonsense (152) zero (153) nonsignificant (154)

gative (155) not (156) its lincar estimate
¥ (157) origin (158) abscissa; intercept (159) x-
axis (160) perpendicular (161) zero (162) zero (163)
45° (164) free (165) fixed (166) constrained (167)
plane of regression (168) part correlation (169)

(ris =rigrm) 1 J1=rgy (170) less,

SECTION-C
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(3)a (32)b
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@) d
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@nd
(33 b
(39 a
45)¢
(5l)c
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(16)a
22) e
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(34)c
@0 a
(46) d
(52)a
(58)d

(5)a
(1) b
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23) b
29 b
(35)d
“@he
“7b
(53)b
(59 b

6) b
(12)d
(18) b
(24)d
GBhe
(36) b
42)b
(48) c
(54) ¢
(60) a
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6l)c
67 c
(T3¢
9 a
85)c

(62) b
(68) ¢
(M4)a
B0 b
(86) a

(63)d
69)d
(75) b
(8l)c

(64) c
(70) a
(76) ¢
(82)b

(65) a
e
(77 d (78 b
(8¢ (B4)d
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(163)a(164) c (165)a (166) ¢ (167)a (168) b
(169) ¢ (170) ¢

(66) b
(72)d
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Chapter 14

Measures of Association

of Attributes

SECTION-A
Short Essay Type Questions

Q1
Ans. Correlation is a suitable measure of asso-
ciatica when both the variables belong to a bivariate
normal population. But in behavioural sciences one
often deals with the variables which are not
quantitatively measurable but can be cross-classified
with respect to two or more classifications or
polytomies such as eye colour, hair style, skin colour,
liking of programmes, etc. If an attribute has only
two classes, it is said (o be dichotomous, and if it has
many classes, it is called manifold classification.
Sometimes polytomies may be arising from an
underlying continuum. For instance, age may be
divided into categories or classes but may be treated
as qualitative classes. Hence, the need is often felt as
to whether there is some association between
dilferent attributes or not. For this, some measures
are developed specifically known as measures of
association of attributes.

When do you apply association of attributes?

Q. 2 Giveabrief idea of notations and terminology
used in classification of attributes.

Ans.  The system adopted to show the presence or
absence of a auribute in an unit singly or in
combination with other anributes is as follows:

Generally, the presence of an attribute in an individual
is indicated by the Latin letters A, B, C, etc., and its
absence by the small Latin letter a, b, ¢, etc., or by
Greek letters a, [, v, ete. Two or more attributes
present in an individual or individuals are indicated
by the combination of Latin letters AB, AC, BC,
ABC, elc. Also the presence of one attribute and the
absence of the other will be represented by Ab or
AP, aB or aB, ABc or AB y, abe or o [ y ete. Ab
I the p of A and at of Bin an
individual. Similarly, the combination ABc or AB y
represents the unit which shows the absence of the
attribute C and presence of A and B, Likewise any
other combination of letters can be interpreted.

Q.3 What is meant by the order of classes?

Ans.  The total of all frequencies denoted as N is
known as the class of order zero. Whereas the classes
A, a, B, b, cic., are called the classes of first order. At
the same time, combination of any two letters
showing the presence or absence of atlributes are
called the classes of second order, e.g.. AB, Ab, uB,
ab (AB, AB, « B, o P), etc. Similarly, any combination
like ABC, ABe, Abc, aBC, abe (ABC, AB v, AP v,
a BC, a P y), etc., is known as the class of third
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order and so on, The highest order classes are termed
as ultimate order classes.

The total of ¢l lepends upon the
number of aitributes. For # attributes, the number of
classes are 3", For n = |, the three classes arc A, a, N.
For n = 2, the nine classes are N, A, a, B, b, AB, Ab,
aB, ab and so0 on.

Q.4 How are frequencies represented for various
combination of attributes?

Ans.  The number of individual or units belonging
to aclass is known as its freg v. For ¢ ience
and clear und ling, the frequency of a class is
denoted by the letters in parentheses representing
that cell. For example, the frequency of the cell
representing the atiributes AR is denoted by (AB).
Similarly, for the class Ab or Af}, frequency is denoted
by (Ab) or (AP), for the class ABC, frequency is
(ABC), ete.

The frequency of a lower order class can always
be expressed in terms of the higher order class
frequencies. For three factors, A, B and C, all possible
twenty-sevenr combinations of attributes belonging
to different classes in the form of a pedigree can be
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Similarly other relations can be given.

Also it is obvious from the above relations that
no higher order class frequency can exceed the lower
order class frequency. For example,

(AB) = (A):(AB) <(B)
(ABC) =(AB):(ABC) < (AC):(ABC) < (BC)
{abc) < (ab);{abe) < (ac), ete.

Q.5 How can the frequencies for various altributes
be displayed in a contingency table?

Ans, Ifthere are n attributes with dichotomy, there
will be 27 ultimate fi ies each 1 by
the combination of n letters, capital or small. Thus,

the contingency table of order (2 x 2) for two
attributes A and B can be displayed as given below:

A a
B (AB) (aB) (B)
b (Ab) (ab) (b)
{A) (a) 0]

Some of the missing frequencies can be determined

displayed in the following manner: with the help of the relations among fi
[ |
(A) (@)
| |
(AB) (Ab) (lEB] [ll ]
I 1 [ 1 | | [ ]
(ABC (ABc) (ABC) (Abc) (aBC) (aBc) (abC) (abc)

Similarly relations can be given by taking N, B, b
and N, C, c.
From the above relations, it is apparent that:
{A) = (AB) + (Ab); (a) = (aB) + (ab)
(AB) = (ABC) + (ABc); (Ab) = (AbC) + (Abc)
(aB) = (aBc) + (aBc), (ab) = (abC) + (abc)

N =(A)+ (@) =B)+(b)=(0) + ()

N = (AB) + (AD) + (aB) + (ab)

N = (ABC) + (ABc) + (AbC) + (Abc) +

(@aBC) + (aBc) + (abC) + (abc)

Q.6 Youare given,
(A) =90, (AB) =40, N = 150 and (b) = BO.
Complete (2 x 2) contingency table.
Ans.  We know,
(A) = (AB) + (Ab)
90 = 40 + (Ab) or (Ab) = 50
(b) = (Ab) + (ab)
80 = 50 + (ab) or (ab) = 30
N =(B)+(b)
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150 = (B) + 80 or (B) =T0
(B) = (AB) + (aB)
70 =40 + (aB) or (aB) = 30
(a) = (aB) + (ab)
=30+ 30 = 60
Thus, the complete contingency table is,

PROGRAMMED STATISTICS

If any freq of an attribute or
of attributes is greater than total frequency N, the
data are inconsistent. Some of the examples of
inconsistency of data are as follows:
If given that(AB) > (A), then (Ab) is negative. Hence
the data are inconsistent.
If given that (AB) < (A) + (B) — N, then (ab) will be

A a Total
B 40 30 70
] 50 30 80
Total 90 60 150

Q.7 Explicate the method of expressing any class
frequency in terms of other class frequency.

Ans.  If we define the frequency of an attribute as
the attribute multiplied by the total frequency
N, eg.. AN = (A), ABN = (AB), aB.N = (aB),
Abe N = (Abe), ele.

The frequency of any class in terms of the
freq ies of other cl: can be obtained by wril-
ing the attribute as such and its negation as (1 - X),
where X is an attribute, multiplied by N. Here we use
the letters for attributes as operators. For example,

ABy = AB(1-C)-N=AB-N-ABC-N
= (AB) - (ABC)

APy =AU-BUI-C)-N
=A-N-AB-N-AC-N+ABC-N
= (A) ~(AB) - (AC) + (ABC)

(@apC=(-A)(-BC-N
=C N~AC-N-BC-N+ABC-N
= (€)= (AC) - (BC) + (ABC)

Similarly,

@By} = N-(A)-(B) - (C) + (AB) + (BC)

+ (AC) - (ABC)
and so on.

Q.8 What do you understand by inconsistency of
data?

Ans. Tt is a bare fact that no frequency can be
negative. Hence, the data are said to be inconsistent
if they lead to any frequency obtained by the relati
among frequencies as negative. Also no higher order
class can have a greater frequency than the lower
order class frequency.

egative. So the data are inconsistent.
If (ABC) > (AB) + (AC) + (BC) = (A) =(B) = (C) +
N then (abc) will be negative. Obviously, the data
are inconsistent.

Some other relations for inconsistency of data

are,
(ABC) < (AB) + (AC) - A
{ABC) < (AB) + (BC) - B
(ABC) < (AQ) + (BC) - C

(AB) + (AC) + (BO) < (M) + (B) + (O =N

(AB) + (AC) - (BC) > (A)

(AB) + (BC) - (AC) > (B)

(AC) + (BC) - (AB) > (C)

ete.

Q.9 What kind of associations among attributes
are likely to occur?

Ans. There are three kinds of associations which
possibly occur between attributes namely, (i) positive
association; (i) negative association, and (iii) no
association.

(i) In positive association, the presence of one
attribute is panied by the p of
other attribute(s). For example, health and
hygiene, education and intelligence are
positively associated.

In case of positive association, the observed
frequency of the combined positive attributes
is greater than the expected frequencies, ie.,

(AB}>(—A—}A(,~§)-. Similar relations hold for

other attributes.

When the presence of an attribute say, A
the ab of her attribute say,

B or vice-versa, the attributes A and B are

said to be negatively iated. For i

(ii)
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the vaccination and occurrence of disease for
which the vaccine is meant for, are negatively
associated. In this sitvation, the actual
frequency of the cell for
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contrary, if {;’:;} [rs)} then attributes A and B are
bination of Iy . It only indi the kind of

attributes is smaller than the expected
A)(B
frequency, ie., (AB)< L—i—:-——) .
(iii) If the two attributes are such that the presence
or absence of one attribute has nothing to do
with the absence or presence of the other,
they are said to be independent. For instance,

assocnatlun but fail to provide the extent of
association,

Q. 12 How to know the nature of association by the
method of probability?

Ans.  The method utilises the probability of occur-
rence of an attribute or combination of attributes to
dl:tefrmm: the expected frequencies. The expected

skin colour and intelligence of are
independent attributes. If the two atiributes A
and B are independent, then

_(A)B)
(AB)=—0

iy 20

etc.

Q. 10 Name different melhods of measures of
association,
Ans. There are mainly five methods of measures
of association:

(i) Proportion method

(ii) Method of probability

(iil) Yule's coeflicient of association

(iv) Coeflicient of colligation

(v) Coefficient of contingency

Q. 11 Give proportion method for finding the
association between two attributes.

Ans. Let us consider two attributes A and B. To
find out the association between A and B by pro-
portion method, one has to find the proportion of
B's in A's and B's in non-A’s, ie., to calculate

(AB) _ (aB) | (AB) _(aB)
) @ f @ [a} , A and B are
independent. Again if {Eu;) (FB)} there is a

positive association between A and B. On the

guency is the product of the probability of an
event and total number of possible outcomes. For
instance, if A and B are two attributes, and N, the
total pumber of cases (outcomes), the expected
frequency of the event AB through probability is

(4)x(B) (@)x(8)
N N

or for aB is + ete. To decide

about the nature of association, the criteria are as
given below:

Observed | Expected Relation Tipe of
| frequency | frequency asseciation
(W)x(B) [ o (A)x () [A and B are
(AB) N (AB) N p
(AH) (4)« (B) (A8)> 8)x(8) +ve association
N N

(AB) “];(B} (AB)< (A);(.h‘) ~ve association
(aR) w (aft)> ——— (a](B] +ve association
a Q0] g, @O

and 50 on.

The negative association is also termed as
dissociation.

This method does not give the idea of degree of
association between attributes,
Q. 13 Give Yule's coefficient of association,
Ans.  Yule's coefficient of association is named
after its inventor G. Undy Yule. It is a relative measure
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of association between two attributes say, A and B,
If(AB), (aB), (Ab) and (ab) represent the frequencies
of all the four distinct combination of A, B, a and b,
Yule's coefficient of association is given by the
formula,

_ (AB)(ab) - (Ab)(aB)
(AB)(ab)+(Ab)(aB)

Q. 14 Delineate the properties of Yule's coefficient
of association.

Qan

Ans.
(i) The value of Q,, lies between ~1 and 1.
(i) If @ = 1, A and B has perfect positive as-
sociation. This leads to the following rela-
lions,
(AB)=(A) = (Ab)=0
(AB)=(B) = (aB)=0
If @ = =1, A and B possess perfect negative
association, This leads to the relation, (AB)

(iii)

= 0or (ab) = 0.
(iv) If @ = 0, A and B are independent. In this
situation,

(AB) (ab) = (Ab) (aB)
Any other value between =1 and | gives the
idea of degree of association between two
attributes,

Q. 15 Discuss coefficient of colligation and give its
relation with Q.

(v)

Ans. Coelficient of colligation as a measure of
association was given by Professor Yule. If A and B
are two altributes and (AB), (aB), (Ab) and (ab)
are the class frequencies, the coefficient of colliga-
tion,

- [(Ab)(aB)

- VAB)(ab)
4 [(Ab)(aB)
(AB)(ab)

The relation between ¥ and @, , is,

2y

Q“'=W

PROGRAMMED STATISTICS

The range of ¥ is from =1 to | and can be inter-
preted in the same way as Q.
Q. 16 Compare Yule's coefficients ¥ and Q.

Ans. Both the coefficients of association Y and Q
hold the same properties. But the formula for @ is
simple and easily calculable, and hence it is mostly
used. Cell frequencies for Q@ or Y are easily
ascertained by p ing a (2 x 2) conting, table.
Q. 17 What do you understand by partial association
between attributes?
Ans. The need for partial association arises due to
the fact that the association between two attributes
may sometimes occurs due to the third attribute
rather than the actual association between the two.
Fori the gst the preval
of Tuberculosis (TB) and vaccination may be
different in posh colonies and slum area.

‘The association between any two attributes A and
B in the sub-populations say C and ¢ of an universe
are called partial association. It is usually denoted
by Qypcand Qyp.-

The formula for partial associations between the
attributes A and B in the sub-populations C and ¢ in
terms of class frequencies are:

_ (ABC)(abC) -(AbC)(aBC)

Quac = (4BC)(abC) + (ABC)(aBO)
0 _ (ABc)(abe) - (Abc)(aBe)
AB< ™ (ABc)(abe) +(Abc)(aBc)

Similarly the formulae for Q.5 Qucp Qe @nd
Qe can be given simply by interchanging the
letters.

Q. 18 What is illusory association?

Ans. Sc the iation b two
attributes is not actually the association amongst
them but due to some non-ascribable factors. Such
an association is known as illusory association. This
is due to the fact that there is no direct causal
relationship between the attributes. Though partial
association provides a check to the illusory
association but not totally. An illusory association
creales lot of confusion, and hence one should be
wary of it. For instance, there is a high positive




MEASURES OF ASSOCIATION OF ATTRIBUTES

association between white colour people in Europe
and spont of skiing. This is an illusory association
because it is not the colour associated with skiing
but the cold whether which is responsible for white
colour people and snow covered hills.

Q. 19 Compare measure of association and cor-
relation.

Ans. A ion and correlation both have simi-
laritics and dissimilarities which are as follows:
(i) Both are relative measures,
(ii) Both the measures range from -1 to 1.
(iii) Measure of association is based on qualita-
tive factors which are not quantitatively
measurable. For i level of educati
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Q. 20 Comment on coefficient of contingency.

Ans. Coefficient of contingency is connected
with the Chi-square statistic. The coefficient of
contingency is worked out when chi-square test
confirms the association between attributes. If so,
the formula for coefficient of contingency is,

$
C= |—4—
1 +n
where, n is the total sample size (sum of all ullimate
frequencies) and %2, the calculated value of the
statistic, C lies between 0 to 1 but never attains the
value unity. A value of C near to | shows a great

and crime. In association no variables are
involved.
Correlati the relationship (as-
sociation) between the factors which we can
measure quantitatively. In this measure,
actually the variables are involved.
Measure of association is based merely on
frequencies of various polytomies whereas in
correlation actual paired measurements are
used.
In , the fi of joint
attributes should be more than the expected
frequency. It has nothing to do with the large
or small frequency of the joint attribute,
Correlation is a measure of proportional
increase or decrease in the two variables
simultaneously.
Association of attributes is measured in terms
of total or partial association.
(ix) Correlation is measured in terms of simple,
Itiple and partial cor coefficient.

(iv)

)

(vi)

(vii)

(viii)

degree of association b the two attributes and
a value near o zero shows no association.

If we put, ¢ = x¥n, then

Y
C= |2
o+1
Q. 21 What is Tschuprow's coefficiem?

Ans. Coefficient of contingency can never attain

the valve unity. Hence, Tschuprow gave another

coefficient which is named after him as Tschuprow's
* coefficient which is given by the formula,

' c?

T f—rmrm——————
(p-Ng-n(1-c?)
where,

p = number of rows in the contingency table.
g = number of columns in the contingency table.
and C? = y¥n.

SECTION-B
Fill in the Blanks

Fill in the suitable word(s) or phrase(s) in the
blanks:

1. If an attribute has two classes, it is said to be

2. If an attribute has more than two classes, it is
called 1o possess classification,

3. The number of letters’ representing a class
determines the of the class.
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1L

12.

13.

The class represented by AC is of
arder.

The total of all frequencies N is of order

. Theorderoftheclmuepmwdbyaﬂﬂs

of order
. If there are two attributes A and B and their
,' a and b respectively, the fi

{A) in terms of the second order [requenc:es
is equal to .

In case of two atuributes A and B, the
zero order frequency in terms of ultimate
frequencies  with  usual  notations s

. If we are given the frequencies for two

attributes A and B as (Ab) = 65, (A) = 55 and
N = 100, the given data are

. In case of consistent data, no class [requency

can be
If the frequency of the combined attributes is
less than the expected frequency, they are

If the atributes A and B are independent, the
frequency (AB) is equal to

If the proportion of B's mAsandnstm
non-A’s is same, the attributes A and B are

Ifalldsmﬂsandall!‘sm(‘s.thmall

14,
A’s are
(A _ (8 ©) (4B)
15, If—-x.T 2xand T-lrand N
B A
( C} ( C”)’.thennen!mxnorym
ucwd .

16. If (A) = 50, (B) = 60, (C) = 50, (AC) =20
and N = 100, the upper and lower limit of
(BCyare ________ so that the data are
consistent.

17. 1If the atiributes A and B are independent,

the relation between the frequencies (AB),
(Ab), (aB) and (ab) of attributes is

18.

19.

21

8

31

a2
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If the attributes A and B are independent, the
value of (AB) in terms of (A) and (B) is

If A and B are indepmdmt. Yule's coefficient
@ is equal to

. If A and B are mnplmly associated, then

(AB) = and

If A and B are two completely dlssomated
attributes, then (AB) = and/or ab
If two attributes A and B are completely
dissociated, the value of Yule's coeffi-
cient Q is equal to

If two attributes A and B are completely
associated, then (Ab) = and/or
(aB) = .

, If A and B are two completely associated

attributes, Yule's coefficient of association
between A and B is equal to

. If Yule's coefficient Q = 0, the coefficient of

colligation ¥ =

If Yule's coefficient @ = ~1, then coefficient
of colligation Y is equal to

. The relation between Yule's coefficient Q

and coefficient of colligation Y is
If Yule's coefficient Q = I, the coefficient
of colligation Y is equal 1o
If the frequencies for combination of two
attributes are (AB) = 40, (Ab) = 15, (aB)=T70
and (ab) = 30, the value of Yule's coefficient
of association @ is

If @ = 0.6, the coefficient of colligation ¥

Given the data for two attributes A and B as,
N=100, (ab) =30, (B) = 60 and (a) =70, the
other frequencies of a 2 x 2 contingency table
are

From the given data for two attributes as,
N = 60, (A) = 15, (B) = 40 and (AB) = 10,
one concludes that the attributes A and B are
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3.

q1.

42.

45,

Data (AB) = 20, (aB) = 50, (Ab) = 10, (ab) =
15 leads to infer that the attributes A and B
are "

For the data given in Q. No. 33, the attributes
a and B are

. In the proportion method, the attributes A

and A are independent if .

In the proportion method, the attributes A
and B have frequencies such that
(AB)M(A) < (aB)/(a), then A and B are

. Method of proportion for association of

attributes
degree of association.

the idea about the

. The signs of coefficient of association @

and coefficient of colligation ¥ are always

. The value of coefficient of colligation

the value of coefficient of
association Q.

. Formula for Tschuprow's coefficient with

usual notations is
The coefficient

unity.
Coefficient of contingency never attains the
value

of contingency never

The association between two attributes in
a population is called asso-
ciation.

The association between two attributes in
a sub-population is known as

49,

50.

51

54.

55.

56.

&3

59,

61.

as7?

An association between skin colour and
intelligence is an association.
Association is meant for whereas
correlation is meant for .

Just like partial association there is also a
parallel correlation measure named as

correlation.
Just like multiple correlation, there is
in iation of attri-
butes.
Correlati and both  are
measures.

‘Two attributes A and B are said to be positively
associated in the population of C's iff

If N =100, (A) = 60, (B) =40 and (AB) = 24,
the attributes A and B are

If (A)=25,(AB)= 15, (af) = 4nnd(B} 24
the coefficient of association between A and
Bis

A iation and c

are
Limits of Yule's coefficient square are

If A and B are positively associated, then the
attributes a@, B showing their absence are
positively associated.

. If every individual that possesses an attri-

bute A also possesses the attribute B, then
coefficient of l:ol]tgallon between A and B is
equal to

1f there is a perfect association between two

association. attributes, Yule's coefficient @ is equal to
The range of partial iation b
attributes is . (A)(B)

46. The formula for partial association Q. is 62 If 5=(AH)—T. then & in terms of

47. Partial iati limi the infl
of the attribute from the asso-
ciation between two attributes.

48. If two attributes are such that there exists an
association between them even though there
is casual relati such an iation is
known as association,

63,

ultimate class frpquencies with usual notations
is equal 1o

If two attributes A and B are independent
(40) _(aB) _

@ B

If A and B are two independent attributes, the

then 2—2
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Q.13

(a) (AB) + (ab)

(b) (AB) + (Ab)

(c) (ab) + (AR)

(d) none of the above

With three attributes A, B and C, the number
of second order class frequencies is:

(a) six

(b} nine

(€) twelve

(d) fifteen

With three attributes A, B and C, the number
of first order classes is:

(a) six

(b) nine

(c) twelve

(d) none of the above

In case of two attributes A and B, the class
frequency (aB) in terms of other class
freq ies can be exp I as:

(a) (B)+(AB)

(b) (B)—{AB)

{c) (Ab)~(B)

(d)y N-(AB)

In case of three attributes A, B and C, the
class frequency (afy) in terms of other class
frequencies is:

(a) (AB) + (AC) ~ (B) - (ABC)

(b} (ABC) - (B) + (AB) - (BC)

(c) (ABC) = (A)=(C)+(B)

(d) (B) - (AB) - (BC) + (ABC)

With three factors A, B and C, the class
frequency (ABy) in terms of other class
freq ies can be ex d as:

(a) (A)+ (BC) = (AB) - (ABO)

(b) (A) + (AB) + (AC) - (ABC)

(€) (A) - (AB) - (AC) + (ABO)

(d) (A) + (AB) + (BC) + (ABC)

With three factors A, B and C, the frequency
(cey) can be expressed in terms of frequencies
with positive attributes as:

(a) 1=(A)=(C)+(AC)

(b) N = (A)-(C)+(AC)

(e} N+(A)—(O) - (A0)

(d} none of the above

Q.17

Q.18

Q.19

Q.20

-

Q.2
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With three attributes A, B and C, the

frequency (B) in terms of positive atiribute

frequencies is:

(a) N-(A)-(B)-(O)

(b) N-(A) - (O

(e) N-(AC)

) N-(B)

The class frequency (@ P) in terms of

frequencies of positive attribute is:

(@) N~ (A) - (8) +(AB)

(b) N=(A)-(B)+(C)

(c) N-(AB)

(d) N-(A)-(B)

The class frequency {afy) in terms of

positive atiributes is:

(a) N+ (A) + (B) + (C) - (AB) - (AC) -
(BC) + (ABC)

(b) N —(A) - (B) - (O) + (AB) + (AC) +
(BC) + (ABC)

(e) N - (A) - (B) - (C) - (AB) - (AC) -
(BC) + (ABC)

(d) none ol the above

If for two attributes A and B, %31‘4

@. then A and B are:
(e)

() independent

(b) positively associated
(c) negatively associated
(d) no conclusion

1f for two attributes A and B, (AB) > % v
the atribute are:

(a) independent

(b) positively associated

(¢) negatively associated

(d)} none of the above

If in case of two altributes A and B, (af)

B)
N

, lhen the attributes are:

(a) independent
(b) positively associated
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(b) (AB) = 30, (Ab) = 30, (aB) = 110, (ub)

=290
(c) (AB) =20, (Ab) = 30, (aB) = 30, (ab)
(d) (AB) =20, (Ab) = 80, (aB) = 120, (ab)
=280

For three attributes A, B and C given that,

(A)=(B)=(©)= and (ABC)=(aPr),

the relation between (ABC), (AB), (AC), (BC)
and N is:
(a) (ABC) = (AB) + (AC) + (BCO) =N

N
(b) (ABC) = (AB) +(AC) + (BO) =5
{c) 2{ABC) = (AB) + (AC) + (BC)-N

N
(d) 2(ABC) = (AB) + (AC) + (BC)'?

For two attributes A and B and their negations

(48) then A and B are:

aand b, if @
a

(a) positively associated

(b) negatively associated

(¢} independent

(d) non-conclusive

For two attributes A and B with their nega-

tions a and b, if @,@‘ then A and B
(@) (4)

are:

(a) positively associated

(b) negatively associated

(¢) independent

(d) non-conclusive

Given the following contingency table for
two attributes A and B is as:
a
A a b
B ¢ d

the formula for Yule's Q@ is:
(a) @ =(ab - cd){ab + cd)
(b) Q= (ac - bd)i(ac + bd)

Q37

Q.38

Q.39

Q.41

Q.42

(c) @ =(ad - bc){ad + bc)
(d) none of the above

If in case of two attributes A and B, the class
frequency (AB) = 0, the value of Q is:

(@ 1

(b) -1

) 0

(d) any value between 0 and -1

If for two attributes A and B, the class
frequency (ab) = 0, then Q is equal to:

(a) 1

(®) -1

(c) 0

(d) any value between 0 and -1

If for two attributes the class frequency

(Ab) = (aB) = 0, the value of the coefficient

of colligation is:

(a) 1

(b) -1

(c) 0

(d) none of the above

lf for two attributes A and B, the class
juencies hold the relation (AB) (ab) =

(Ab) (aB), then the value of Q is:

(a) 1

(b) -1

(c) O

(d) none of the above

If class frequencies between two attri-

butes A and B hold the inequality, (AB)

(ab) > (aB) (Ab), then the value of Q is:

(a) 1

(b) -1

c) 0

(d) any value between 0 and |

If with usual notations for two attributes,

the inequality (AB) (ab) < (aB) (Ab)

holds, then:

(a) -1£0<1
b) -1sQ@<0
(c) 0=Q=1

(d) none of the above
If for two factors A and B, the class
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Q.45

Q. 46

Q.49

frequencies are such that (AB) (ab) = (Ab)
(aB), then:

(a) A and B are positively associated

(b) A and B are negatively associated

(c) A and B are independent

(d) none of the above

If A and B are positively associated, then:

® (.43)>M)(8}

(b) (AB)<(A)(B)/N

© (AB)=(A)(B)/N

(d) none of the above
If the class frequencies for two attributes
hold the relation (AB) (ab) < (Ab) (aB), then
A and B are:

(a) positively associated

(b) negatively associaled

(c) independent

(d) none of the above

If two attributes A and B are such that the

class frequencies hold the relation. (AB)

(ab) > (Ab) (aB), then A and B are:

(a) positively associated

(b) negatively associated

(c) independent

(d) none of the above

If all A’s are B's, then the coefficient of

association Q is equal o

(a) 1

(b) =1

(c) O

d) =

If for two attributes A and B, all 8's are a's,

then the coefficient of association Q is

equal to:

(a) 1

(b) =1

(c) O

(d) =

Formula for coefficient of colligation

between two attributes A and B with usual

notations is:

Q.51
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@B)AB)
'\ (4B)(ab)
(@B)(Ab)
(AB)(ab)

(@ r=
1=

- [(aB)(Ab)
(4B)(ab)

(aB)(AB)

(AB)(ab)

(b) Y=

_(aB)(ab)
(AB)(ab)
|+ (@B)(Ab)

(AB)(ab)

(c) ¥=

\.. [@Ba)
(Ab)(aB)
(A8)(ab)
(Ab)(aB)

) ¥=

‘The relation between Yule's Q and coeffi-
cient of colligation ¥ is:

(@) Q=¥(1+V

(b) Q=2¥(1+1YY

(€) Q=Y +2P)

d) @=2¥/(1+21

If all A’s are B's, the coefTicient of colligation
is equal to:

(a) O

(b) -1

(c) 1

d) =

If the class frequencies in a contingency
table are such that the cross products are
equal, the coefficient of colligation is equal
to:

(a) O

(b) -1

() 1

W) =
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Q. 53

Q.55

Q.56

Q.57

Q.59

If in a (2 x 2) frequency table for two at-
tributes A and B, the frequency of the cell
ab is zero, the coefficient of colligation is
equal to:

(a) O

(b) =1

(e} 1

(d) =

If ¥ = 1, then it implies that

(a) Either (aB) or (Ab) is zero

(b) (aB) = (Ab)

(c) (aB) (Ab)=1

(d) all the above

Given the cell frequencies for two attributes
as, (AB) = 90, (aB) = 60, (Ab) = 180 and
(ab) = 30, the coefficiem of colligation is:
(a) -1

(b) 2/3

(c) =173

dy 0

Out of 200 persons of a locality, 100 were
vaccinated to prevent TB. Out of 50 patients,
10 were vaccinated. Coefficient of asso-
ciation Q between vaccination and preven-
tion from TB is:

(a) 57

(b) 5/11

(c) =5/11

(d) none of the above

Partial Association between two attributes
refers to the association:

(a} with a third atiribute

(b) in a third population

(c) in a sub-population

(d) none of the above

Partial association eliminates the influence
of:
(a)
(b)
()
)
If two atributes have no causative rela-
tionship, the association between them is
known as:

() positive association

third attribute

wrong frequencies
wrong calculations
none of the above

Q. 61

Q.62
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(b) negative association

(c) illusory association

(d) none of the above

Coefficient of contingency is a measure of:
(a) independence of attributes

(b) dependence of stiributes

(¢) correlation

(d) all the above

The numerical value of coefficient of
contingency:

(a) lies between 0 and 1

(b) never attains the value |

(c) can never be negative

(d) all the above

Another measure related o coefficient of
contingency is:

(a2} Yule's coefficient

(b) coefficient of correlation

(c) Tschuprow's coefficient

(d) all the above

In an investigation on immunisation of cattle
from renderpest disease, the following
results were obtained:

Q.64

Q. 65

Affected Not Affected
Inoculated 12 26
Not-inoculated 16 6
The value of coefficient of contingency is:
(@) C=033
by C=037
(c) C=095

{d) none of the above

For the problem given in Q. No. 63,
Tschuprow's coefficient is:

(a) T=043

(by T=0.10

(c) T=0466

{d) none of the above

If for two atributes A and B, N = 140,
(A)= 100, (b) = 105 and (AB) = 25, the attn-
butes A and B are:

(a) dependent

(b) positively associated

{c) negatively associated

(d) independent



ANSWERS

SECTION-B

(1) dichotomous (2) manifold (3) order (4) second
(5) zero (6) three (T) (AB) + (Ab) (B) (AB) + (Ab) +
(aB) + (ab) (9) i i (10) negative (11)
dissociated (12) (A) (BYN (13) independent (14)
C's (15) 144 (16) 15<(BC)< 35 (17) (AB) (ab) =

(Ab) (aB) (18) (A) (BWN (19) zero (20) (A); (B) (21)
zero; zero (22) -1 (23) zero; zero (24) 1 (25) zero

(26)-1(27) @=2¥/(1+Y?) (28) 1 (29)0.066 (30)

113 (31) (AB) = 20, (aB) = 40, (Ab) = 10, (A) = 30
and (b) = 40 (32) independent (33) positively
associated (34) dissociated (35) (ABY(A) =
(uB)/(a) (36) negatively associated (37) does
not give (38) same (39) never exceeds (40)

c?
T=

V(i-c)e-1ia-1)
(43) total (44) partial (45) =1 to 1 (46)
(BCA)(beA) - BcA)(bCA)
(BCA){(beA) +(BeA)(bCA)
(49) illusory (50) attributes; variables (51) partial
(52) no (53) relative (54) (ABC) > (AC) (BOWC)

(35) independent (56) =0.2 (57) not same (58) from
Oto 1 (59) not necessarily (60) 1 (61) -1 or 1 (62)

[C1)] Is (42) unity

(47) third (48) illusory

[(AB)(@p) - (@BNAB)/N (63) % (64) (AB)

(of) = (a B) (A B) (65) zero (66) greater than zero
or positive (67) negative or less than zero (68) af ;
off (69) inconsistent.
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SECTION-C

(a @b

Mb B¢
(IHb (14)d
(19)d  (20)a
(25)d  (26)a
(Bhb (32)d
(3Hb (38)b
@3)c (44)a
“@9b (b
(55)c (S6)a
(6l)d (62)c

(3)a

9a
(15) ¢
21 b
27 b
(33)d
(39 a
{45) b
5l)e
(5N e
(63) b

e
(10)b
(16) b
(22)c
(28) ¢
(34)a
(40) c
(46) a
(52)a
(58)a
(64)a

(5)b
(1) c
(17 d
{23)a
(29)a
(35)b
(@1)d
47y a
(53)b
(59)c
(65)d

6)d
(12)a
{18)a
(24) b
(30c
(36) ¢
42) b
(48) b
(54) a
(60) b
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Chapter 15

Interpolation and Extrapolation

SECTION-A

Short Essay Type Questions

Q. 1 Give the general idea about interpolation and
extrapolation.

Ans. The method of estimating a value of the de-
pendent variable ¥ cor ding to a given value of
X has already been explained in regression analysis.
The interpolation and extrapolation come under

mathematical approach known as | analy-

(iii) The dependent and independent variables
should have definite mathematical relation-
ship of the type y = f{x).
Q.3 What are the uses of interpolation and ex-
trapolation?

Ans. There are various uses of interpolation and

sis. This approach is nonprobabilistic. If a value of ¥
is to cstimated for a given value of X and it lies
within the range of X-values, it is called interpola-
tion. I it lies outside the range of its given values,
it is known as extrapolarion. According 1o W.M.
Harper, “Interpolati ists in reading a value
which lies between two extreme points. Extrapolation
means reading a value that lies outside the two
extreme points.”

Q.2 What are the assumptions on which the in-
terpolation and extrapolation are based?

polation are based on

Ans. and
the following assumptions:
(i) There is no violent fluctuation within the
given series of data. This makes the interpo-
lation more accurate.
(ii) There should be a regularity in variation of
variate values.

Inter
P

extrapolation, which are delineated below:

(i) Mostly the periodic observations or data are
collected. But often the need arises for the
intermediary periods. Interpolation provides
the estimates for such values.

(ii) The data are available only for a span of time.
But there is ofien a need of values of the past
or future periods. In such a situation extrapo-
lation is helpful in estimating the values out-
side the series of data.

Often the data for some period or the value of
independent variable get lost. In such a situ-
ation inverse interpolation comes to our res-
cue (o estimating the missing value,

(iii)

(iv) For planning, one is always curious to know
the position of demand in advance. Extrapo-
lation to a great extent fulfils this require-

ment. For example, we can regulate our pro-
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duction keeping in view the lation fore-
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of i lation and ext lation d dc Recid

cast ten years ahead,

(v) For comparison of data, it is necessary that
the data should belong to the same reference
period. If it is not so, it is necessary that the
data be transformed to the same period. In-

T and extrapolation serves this pur-

pose very well.

Q.4 Outofinterpol and extrapolation which

one is more frequently used, and why?

" 1aii

Ans.  Interpolation is more frequently used than
extrapolation. Also the estimates oblained by inter-
polation are more accurate than extrapolation be-
cause they are free from the unseen and unknown
vagaries of the past and the future.
Q.5 Name different kinds of approaches for in-
terpolation.
Ans. There are two kinds of interpolation ap-
proaches namely:

(i) Graphical method

(ii) Algebraic methods.

Q.6 Name different algebraic methods.

Ans. The algebrai hod lati
as follows:

of interp

(i) Binomial expansion method
(ii) Parabolic curve method
(iti) Newton’s formula for advancing differences
{iv) Newton's backward formula
(v) Newton's-Gauss forward formula
(vi) Newton's-Gauss backward formula

P P P
interpolation is usually more accurate then extrapo-
lation. The factors responsible for accuracy can be
summarised as follows:

(i) One should have an idea about the fluctua-
tions oceurring in a series of data.
(ii) The knowledge about the 1 events re-
lated to the data be gathered by the analyst.
(iii) A proper choice of an interpolation or ex-
trapolation formula in largely responsible for
the accuracy of the estimates.

Q.8 Describe, in brief, the graphical method of
interpolation.

Ans. In graphical method, the paired variate val-
ues of the variables X and Y (= f (x)) are plotted on
the graph paper after choosing appropriate scales
along abscissa and ordinate. The plotted points are
joined in sequence through a smoaoth line or curve.
The value of ¥ for any value of X is estimated by
drawing a line at the given point X = x, parallel to
Y-axis so long as it touches the line or curve. From
the point of intersection, draw a line parallel to X-
axis. The point at which this touches the Y-axis, the
corresponding reading on Y-axis is the estimated
value of ¥ for the given value of X,

Graphical method provides a good estimate if the
relation between X and Y is linear. But the estimate
becomes poorer as the plotied points distort from an
exact line or curve.

Graphical ly used.

Q.9 What special terms are used for independent
and dependent variate values with reference to inter-

hod

is not fi

(vii) Newton's-method of divided diffy
(viii) Lagrange's interpolating formula
(ix) Stirling's formula
(x) Bessels formula
(xi} Inverse interpolation.
Q.7 On what factors, the accuracy of interpola-
tion and extrapolation depends?

Ans. Interpolation and extrapolation are simply
estimation procedures. To expect absolutely accu-
rate results from them is to deceive ourselves. Any-
how, there are many factors on which the accuracy

“Ans.

polation and extrapolation?

Ans.  As for interpolation and extrapolation, the
independent variate values x's are called arguments
and dependent variate values y's which are a func-
tion of x, i.e., ¥ = f(x) are known as entries.

Q. 10 How to make use of binomial expansion
method for interpolation?

1f we want to interpolate for y for a given
value of x, the method is applicable only when the
values of x advance with equal jumps. Let the given
paired ohservations for the two variables be:
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X | In .I.'l I: e x, e xn

¥ I Yo N Y2 - X o N
We define the a™ finite difference A
operator E such that

A'yo =(E-1)"yo
If one entry say y, corresponding to (r + 1) argu-
ment is missing, then

A'yo=(E-1)"y, =

A"y, =[£' —['I')E"' +[’i‘]£"’ -—...+{-—l)']

xyy=0

through an

Now tking E] =y, we obtain

¥n '[T))’--L +[;))’--2‘--+("|]')‘0 =0
To estimate an unknown value, we choose n as the
number of known values of y.
Also we shall have as many equations as the num-
ber of unknowns by taking 4%y, = A"y, = A&y, =
...= 0. Solving these equations we obtain the missing

values,

Q. 11 For the following data,
x 1 2 3 4
¥ i ? 13 24

find the missing value by binomial expansion
method.

Ans. Since 3 values are known, we would take
third order finite difference zero, Thus,

3= 3%+ 3y, -y =0

24-3x13+3y,-7=0
=2
)1—3

Q. 12 Given the values of a variable x and flx),

find the missing values,
x: 0 1 2 3 4

5
¥ 230 220 7 330 ? 500

407

Ans, Since four values are known, we have 1o
take A% =0 and A} where,
Yo=fxg) and y, = £ (x))
(E = 1) yo =y, — 4y, + 6y, -
(E- 1Py =y =4y + 6y, =4y, +3,=0
According 1o the given data,

4y, +¥,=0

Yo=230,y, =220, 3, = yp, ¥, =330, y, =y,
¥5 =500
Substituting the values in the two equations, we gel,
¥y + Gy, = 1970

dy, + 4y, = 2700

Solving the two equation we obtain the missing
values as,

=259 and y, = 416

Q. 13 Describe in brief I.he parabolic method of
ion and ex 1

Am. In this method, a pelynomial of degree n is
always considered when (n + 1) is the number of
known entries y or f (x), i.e., we consider the poly-
nomial.

nm—u

=gy +ax+axt+ . +ax

This equation is called the parabola of degree n.
Putting the given values of x's and corresponding y's
in sequence, we gel as many equations as the number
of unknown constants g, a;, ..., ,. Solving these
equations, we obtain the numerical values of a’s.
Substituting the values of a, a,, ..., @, in the equa-
tion of the polynomial, we get the estimating poly-
nomial. Now for any given value of x, y can be
estimated. This method is also known as the mr.'wd
of simul 5 i This method is

ble almost in all snua:mns for interpolation and ex-
trapolation. Extrapolation is good if the situation
outside the series, prevails similar to that of within
the series, otherwise not.

Q. 14 Give merits and demerits of lhe parabolic

hod of interpolation and ex
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Ans.  Merits of parabolic method are:

(i) It is applicable in almost all situations.

(ii) The value of entry y can be estimated for any
argument x.

(i) The curve is a good fit if it passes through all
the points.
Demerit of parabolic method is:

(1) The calculation becomes very lengthy if the
interpolation has to be carried out for more
than one value,

Q. 15 Following are the prices per kg of an item
during the four years:
Year: 1981 1984 1986 1989
Prices: 5 8 11 13
Interpolate the price for the year 1987 by parabolic
method.
Solution.  Since four years (X) data are given, we
have to use a parabolic equation of degree 3. The
equation is,

Y=y + X+ e+ axt (A)
Ans.  Let us code years taking 1984 as origin and
fit in the parabolic equation.

Years Coded value {(x) ¥
1981 =3 5
1984 0 8
1986 2 11
1989 5 13

Substituting the values of x and y in the third degree
equation,
5=a,-3a, +9a, - 27a, (i)
B=ay+a x0+a,x0+a,%x0 (i)
11 =ay+ 2a, + 4a, + Ba, (iii)
13 =a, + 5a; + 25a, + 1254, (iv)
Solving the 4 equations for ag, a, a, and a,, we
obtain
ay =8, a; = 1.5, a4y = =1/30, a; = 1115
Substituting the values of g, a,, a, and ay, the
parabolic equation is,
v=8+15x +l.t: ——]-zl
15 0
To estimate y for 1987, x =3
Putting x = 3 in eguation B,

(B)
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y=8+1.5x3+-|-39—-l—x2?
15 30

=122

The estimated price for the year 1987 is 12.2 which
of course lies between 11 and 13,

Q. 16 What do you understand by finite differences
for equal intervals.

Ans. We consider equal intervals for the inde-
pendent variable x as it makes the differences com-
parable and workable, The difference between two
consecutive values of y = f (x) starting from the
origin x, are called finite differences. x; may be in
the beginning of a series or somewhere in its mid-
way or even the last argument, The values preced-
ing 10 x, are suffixed with pegative figures and
following it by positive figures like -1, -2, -3, ...
and 1, 2, 3, ... The finite differences are denoted as,

Y1 = Yo = 8¥p. Y2 =3 = Ay ¥ =¥ = Ay

and  yp =yl = Ay, Ayl Ay = Ay,

These are known as first order differences and are
placed in between the position of two entries in the
next column. Similarly, the differences,

Ay = Ay = A%y 3 Ay, ~ Ay =A%y 4,

or Ay, —Ay, = A'yg, Ay, —Ay, = Ay, ...are called
the differences of second order and so on.

Finite differences are frequently used in a large
number of interpolation formulae.

Q. 17 What are divided differences?

Ans, The difference belween two consecutive
y-values divided by the interval length of the
x-values is called divided difference,
Following usual, notations, the difference

Ay, = Yi—¥i

IJ -Xl-

The higher order divided differences are obtained
by 1aking the differences of the preceding order
difference and dividing them by the difference(s) of
the e ponding x-values (arg ). Divided
differences are extremely useful for data having
unequally spaced x-values.
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Argument Eniry I difference I difference I difference IV difference V difference
i y Ay A Ay Aty Ay
X0 Yo
H=da=A4y
oA Ay =By =4y,
¥-n=4y Ay -y =4a'y,
%2 2 Ay, -4y = &y, Ay -Alyy =4y,
Bk =4y Ay -ty =8y Aty -aly =ty
Xy Y Ay = Ay = Aly, Ay, -aly =4y
Ya=h=0n &y, -&y =8y
a Y By, = Ay =4y,
Ys=Yg= 4y,
s Vs
In nutshell, divided diff are sy ic Ams. In diagonal difference table, the first argu-

functions of their arguments. Also the divided
differences are independent of the order of the
arguments.
Q.18 What kind of difference tables are usually
prepared for interpolation?
Ans. Various kinds of difference tables frequently
used for interpolation are:
(i) Diagonal difference table

(ii) Central difference table

(iii) Divided difference table.
Q. 19 Give the method of preparing a diagonal dif-
ference table.

ment (first x-value) is taken as origin x, and corre-
sponding entry (y-value) as y,. The diagonal differ-
ence table with six values is displayed above:

The first differences A"yg(n=1,2....) in columns
are called diagonal differences.

Q. 20 Explain a central difference table.

Ans.  In central difference table, the origin x; of
the argument lies in the midst of the series and
corresponding entry (y-value) is taken as y,. The
central difference table with five values has been
prepared and presented below.

Argument  Entry 1 difference I difference Il difference IV difference
x y Ay Aly aly Aty
x-1 ¥Ya
Ya~¥a =8y,
¥ =2 Yo Ay =y g =&y,
Yoy =AY, Ny -y =&y,
*a Ya Ay =By =&y, By, -aly =8y,
Yi=y=4x Kyy= 8y =8y,
x ¥ Ay =Ay, = ATy,
n=w=4y

| Y2
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Q. 21 Discuss a divided difference table.

Ans. When the argument x does not advance with
equal interval, divided difference table has to be

PROGRAMMED STATISTICS

(3) Newton's formula of advancing differences
can also be used for extrapolation if the in-
terpolation value lies slightly before the first

value of x,
prepared for interpol The divided difference .
table is presented below by taking five values only Difference table
for the purpose of illustration: Prepare diagonal difference table,
Argument Entry 1 difference I difference 1l difference IV difference
x ¥ Ay &y &'y &'y
*p Yo
n-Yo
- %
-8 _ e
i Y % Yo
- 1, _ g2
2N L g, En-&n g,
X - X R It
Ay, - & 1
5 n ba-ty g, En-8%_ gy,
= Rt
-»n By -
» = &y, Y2 No_ £y,
n-x =X
&y -
3 L —:)_—fyl =&y,
4= Xy
Hzh g
Xy—Xy n
T Ya
where & = is divided difference. Formuia
Q. 22 Discuss in briel Newton's formula of ad- Suppose there are n arg and n corresponding
vancing differences for interpolation. entries such as,
Ans. Newton's formula of advancing differences X Xgo Xg+h xg+2h . xg+(n-1)h
which is also known as Newton-Gregory forward . Yoo B Y Yuor
' . v -

formula for interpolation is explicated below:

Applicability
(1) The formula is applicable when the argu-
ments advance with equal intervals such as x,
x+h x+2h,..
(2) The formula is more appropriate if the inter-
polating item, i.e., the value of x lies in the
beginning of the series.

Let x be the argument for which the entry say, y_is
to be estimated, Newton’s formula of advancing dif-
ferences is,

u u)
Ye=Yot| Ayg + 2 A%y +

u L
m+["_])a Yo
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A=l
=5+ (4

ral
where, u 7

[u) w(u=1)(u=2)...(u~r+1)
and T e T e—
r r(r=0(r-2)...321

Substituting the values of different terms in the for-
mula, we get the estimated value of y,.
Q. 23 Give Newton's backward formula.

Ans. This is also known as Newton-Gregory back-
ward formula and is described below:

Applicabilit
Newton's backward formula is applicable:
(1) When the argument x advances with equal
jumps,
(2) When the x-value to be interpolated lies near
the end of the series.
(3) For extrapolation also if the exirapolating

value x lies slightly beyond the last x-value
of the series.

Difference table

Diagonal difference table is used in Newton's back-
ward formula. But the differences used are in the
reverse order.

Formula

If there are n arguments and n corresponding en-
tries, Newton's backward formula for the entry y_ to
be interpolated for the argument x is,

y,=r.+['f]5,. (";l)“z [“2)521..
=Ya +z("+:_l]'ﬁ')’rr
r=l

where,

x, — last x-value of the series
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h - common difference between two con-
secutive x-values.

Q. 24 Describe the Newton-Gauss forward formula.
Ans. The Newton-Gauss forward formula is also
known as Gauss forward polynomial formula. This
is not much different from Newton’s formula for
advancing differences except that in this formula the
origin x, is the nearest lower value of x in the series
to the given value of x instead of the first value of
the series.

Applicability
(1} This formula is preferably used when the in-

terpolating value x lies in the middle of the
series or in the upper half of the series.

(2) Iris y that the arg x-advance
with equal increment.
Difference table

For this formula central difference table has to be
used,

Formula
The formula with usual notations is,

Ye=Yot [T) Ayy + [;] Ay + [u ; l] Ay,

u+2 u+2
+( 4 ]A‘y_,+[ 4 )a’y_1+...
X=Xy
h

and h is the constant interval between x-values. It is
trivial to calculate y_for a given value of x.
Q. 25 Discuss the Newton-Gauss backward method

where, u=

of interpolation.
Ans. This muhnd is al.f.o known as the Gauss
Am'mbﬂﬂy
(1) This method is applicable when the argu-
ments have equal difference t
arguments.
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muhud uou!d help in tl'us situation. But Lagrange’s
1is her very good for-
mula for mrerpolauon as well as extrapolation.

Applicability
(1) This method has no restriction on the x-vari-
able (argument) whether it should be equally
spaced or not.
(2) Lagrange's method can be used for any

value of x either for interpolation or extra-
polation.

(3) Lagrange's interpolation formula can also
be used to estimate the argument x for a
given value of y, It means Lagrange’s formula
can be used for inverse interpolation also.

Difference table
It requires no difference table.
Formula

1f (1 + 1) known values of y, which are a function of

X, Le., y = f(x) corresponding to (n + 1) arguments,
are as follows,

XD Xy Ky Xy e X,
Yoo Y ¥Ypo ¥poo e ¥,
then for estimating y corresponding to a given value
of x, the formula is,
(x=x)(x-x)(x-55) . (x - 5,)
Yo
(%0 =51 ) (%0 = X2 }(x = x3)... (20 = x,)

(x—%o)(x —x2)(x —%3)...(x~ %)

(x —Xo) (%) —x3)(x = x3).. [-"l'*}

Y=

(x=xp){x—x)(x = x3)...(x—x,)
(2 = 50) (2 = 5, ) (27 = x3)... (2 ~ 1, :

(r=xa)(x = x)(x = x0) (5= 20 1)
('xn —Iu](-\',. _‘I}{xl _xi)“'{xl _xu-l) "

Substituting the value of given x and other known
values of the arguments and entries, a good estimate
of v is obtained. Lagrange’s formula is most general
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formula.

The only demerit of this formula is that it entails
heavy computational work.
Q. 29 Why do we require formulae for central inter-
polation?
Ans. Formulae propounded by Newton, Ciauss
Lagrange and others are applicable for interp
in general. But the question remains, how exact is
the estimate in a particular situation. Therefore, there
is a desideration for better and better formulae. In
quest of the same, stirling and Bessel gave interpo-
lation formulae which are more appropriate for val-
uves to be estimated lying in the mid or central part of
the given series,
Q. 30 Enunciate stirlings formula and its implica-
tions.
Ans. Stirling's formula is applicable only when
the values of the arguments x are equidistant. It is
most suitable for interpolation near the middle of
the tabulated values of the set. Let there be a set of
(2n + 1) values of the function y = f({x) as,

X_pr Xopppserer Xgo Xopy Koy Xps Xyerer Xy

o ¥oz0 ¥ops Yoo Yie ¥aeeees ¥
The Stirling's formula is,

Yors Yol
u Ay +Ay, +"_1.
1 2 2!

uu!-lz}é’_lhﬂ z(n —-]2)
3 P TR

Ye=Yot d:il'-l

)2 8 e,

5! 2
L)W -2
6! Ay,

u u —l’](u’—z‘) {n -(rx—l]}
* -1t

!

2

Fefmet}
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. uz{nz —lz){n: ~21)...{n= ——{n-—l}z}
(2n)!

20
4;.,
where,

u-i;—xg- and h=x; —x5 = x;, —x; =...

Q. 31 Exp I Bessel's fi la. Let there be a set
of (Zn + 1) values as given in Q. 30 of the function
y = f(x). Bessel's formula is applicable only when
the values of the argument x are at equal intervals.
The formula expounded by Bessel to interpolate y
lor a given value of x which lies in the central part of
the series is,

2 l
V- 2 2.,
+%Ah+ 4 Ny +&y,

2! 2

Yo+
.l=ozl

(2!

A"y + ATy,

PROGRAMMED STATISTICS

x=x5 | 1

h 2 2

V=

and

Q. 32 Make a comparative statement on Stirling's
and Bessel's formulae of interpolation.
Ans, Following points can be specified while com-
paring Stirling"s and Bessel’s formulae of interpola-
tion,
1. Both the formulae are applicable for equidis-
tant arguments.
2. Both are preferable for interpolati
near the middle of the series.
3. Stirling used u as in Newton-Gauss formulae
whereas Bessel used v which is equal to

(-2)

4. For both the formulae, choose x, which makes
u and v as small as possible. Preferably u and
v should lie between -0.5 and 0.5.
5. It has been experienced that
(i) Stirling's formula provides more accurate
results if the interpolating value lies near
the beginning or the end of the central
interval and also u lies from -0.25 to
0.25.
Bessel's formula yields more accurate
results when the interpolating value lies
near the middle of the central interval
and v ranges from -0.25 to 0.25, ie.,
025sus<075.
Q. 33 What do you understand by inverse interpo-
lation?
Ans. When y=f(x) and for a given values of argu-
ments x and corresponding entries y, a value of x is
o be i for a given value of y, the inter-

h=x-xg=x;-x =..

g values

(ii)

2

R e i

) 2n+1)!

where

polation is known as inverse interpolation. In other
words, if the value of the independent variable x is
1o be estimated for a given value of the dependent
variable y within the series, it is called inverse inter-
polation.

Q. 34 Name different methods of inverse inter-
polation.
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Is of inverse i lati

Ans. A few
(i) Lagrange’s method
(ii) Tterative method
(iii) Successive approximation method.

Q. 35 Give a brief account of Lagrange’s method
for inverse interpolation.

Ans. Lagrange's method of interp can be
used for inverse interpolation by writing the formula
similar to interpolation replacing y by x and x by y.
In this way, the interpolated value x_ for a given
value y can be obtained by the formula,

o =n)O=y)ly=ys)nly=ya)
Y o=y - 32)00 -3 (vo=32) °

(y=20)(r=y2)(y=y3)-(y=a)
(=) =32) (=33 (1 =3a)

(r=yo)r =3y =¥3)-¥=a)
(¥2 =50 (32 —}‘1)()’1 "}'!)W(J': =¥n)

i

(r=50) (=) (3= ¥2) - (3= ¥acs)
(% =50) n = 2) (30 = 32) e (O = Yat) "

This [ la can be apy in tly the same
manner as for interpolating y.

Q. 36 Explain iterative method of inverse interpo-
lation,

Ans. This an interp d value in
stages. This approach can be adopted for any poly-
nomial formula suitable for a particular problem.
Here it is explained by taking Newton's forward
polynomial only. We know that Newton's forward
polynomial can be written as,

¥=Yo +['|‘]ay., +(;] Ay, +(;)d’yn -

o

S
=y +ulyy +Z(r)ﬁr)‘n
2
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Y=Y IRy (") r
= —— Ay
Ay Ayg g L
The above formula is an iteration formula in w. If

. X=X,
we know u, it is trivial to know x as u:—kt.

Suppose,
=20
" Ay
1 xfu
and  f(u)=— [).ﬁ'
() ny,,;’ Yo
u=u~1I(u)

Let the value of u so obtained be denoted by ', as
a first approximation. Use «', to obtain second ap-
proximation «', by the formula,

=1~ 1(s)

Again use u to get third approximation. Continue
the process till almost same value of u is obtained in
two successive iterations,

Q. 37 Explicate the method of successive approxi-
mation for inverse interpolation.

Ans, Under this hod ch a poly

d d fit for interpol Once we have written
the polynomial, the successive approximation method
can be operated in the following manner. Now we
take Newton’s forward polynomial to explain the
inverse interpolation. The polynomial is,

u u) ., W)
Y=Yo+| Ayg + 2 A'yg + 3 Ayp+...

o

After algebraic manipulation we can write the above
polynomial in the form,

Y=o __| [") 2 1 ("] 3
= | o ATy = | 5 |AT¥p
Ays Ay 2 Ay 3
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As a first approximation, take
Y=Xo

Ay
neglecting all terms at right hand side involving u.
As a second approximation, take i = u;, the value
of u obtained under first approximation and include

one more term of the right hand side involving sec-
ond order finite difference. Thus, the second ap-

W=

PROGRAMMED STATISTICS

Y=y __1 ["1] 1

Uy = - |
P ay  Ap\2 %

Repeat the process taking u = u, and include two

terms of right hand side involving Ay, and Ay,

Continue the process till all terms of right hand side
are involved or two equal values of & under succes-

proximated u is, sive app are ob
SECTION-B
Fill in the Blanks
Fill in the suitable word(s) or phrase(s) in the ~ 13. With the help of interp and ex

blanks:

1. Interp and extrapolation are the parts
of analysis.

2. Intery and extrap approaches are
3. Interpol and polation formulae as-
sume in the data of the series.

4. For interpolation or ipolation, the two

variables should have relation-
ship.
5. Interpolation is i Iy used
than extrapolation.
6. Non-algebraic method of interpolation is
method.

7.

.

Binomial method for interpolation is appli-
cable when the mdependml variable x ad-
vances with

8. If n values of dependent vanahle y are known,

we take finite difference zero,
9. Parabolic method can be used for
as well as
10. Paraboli hod of interpolation is app
ble in .
11. Interpolation helps to the

value in a series of data.

12. The estimation for a value beyond the given
series of data is called

tion, two series can be made

The differences between two consecutive de-
pendent variate values are called
differences.

14,

15, The finite differences (4%, - A3 ) is called
order finite difference.
The difference between two consecutive de-
pendent variate values divided by rhe mt:r
val b the corresponding indep
variate values is called difference.
17. The independent variate values in interpola-
tion are termed as
18. The dependent variate value in interpolation
and is called
19. In diagonal difference table, the
argument of the series is taken as origin.
20. types of difference tables are usu-
ally used in interpolation and extrapolation.
In a central difference table, the origin lies in
the of the series.
Newton's formula for advancing differences
is also known as forward formula,
Newton's fi g diffe
is applicable if the interp g value lies in
the

Newton's formula for advancing differences

16.

21,
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29,

A

S

4 ¥

g

e

utilises finite difference of each
column of the difference table.

In Newton's forward formula, the restriction
on arguments is that they should advance with

Newton's backward formula is used when

the value lies at the end of the
Newton-Gauss forward formula is also known
as polynomial formula.

The origin x; in difference 1able in the

MNewton's-Gauss forward formula is the
value of x to the given value

of x.

The relation between operators £ and A

within its usual sense in interpolation is

Newton's backward polynomial formula uti-

lises the leading difference of each
column,

In Newton's backward formula, the origin is
the value of the argument in the
series,

Newton's method of divided differences
takes care of the spaced argu-
ments.

All the Newton-Gauss formulae are

formulae.

The (n + 1) order finite difference of a nt
order polynomial is

Lagrange's interpolation formula has

Lagrange’s polynomial is svilable for
as well as

Lagrange's formula can be usud for
interpolation also.

Lagrange's polynomial for n given entries

has terms.

Each term of a Lagrange's formula involving

n arg is is a poly ial of degree

The demerit of Lagrange’s formula is that

41.

42,

43,

47.

50.

51,

52.

53,

54.

"7
it involves ations as
compared to other formulae,

If for a given functional relation y = f (x),

one estimates x for a given y, it is called
interpolation.

Lagrange’s formula for inverse interpolation

given that y = f (x) is a polynomial in

¥

Iterative method of inverse interpolation is
not confined to fi 1

is inued till a __ value
of u = (x —x,) /h is obtained.

In successive approximation, lerms are added
at each stage.

Inverse interpolation is not as accurate as

Given y, = 3, = 12, y, = 10, y‘-SI.hc
value of A* y, is equnl o

Bi ial hod is based on
the theme 1Jlal if n entries are known, then

Given the data,

x: 1 3 5

y: 2 ? 15

the missing y-valueis _____ .

Given the following values of x and f (x),

x: 30 31 32 3 M4
y: 0 1 2 3 4

Newton-Gregory forward polynomial is

If 1, represents the number living at the age x
in a life table, given that

x: 10 15 20 25

L 42 34 25 18
I forx=22 by Mewton's backward formula
is

Divided diffe are sy ic

of their arguments.

Divided differences are independent of the
of the arg)

Five pairs of values of arguments and entries
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Q.8

Q.11

Q.12

Q.13

Q.14

{d) all the above

Very many formulae of interpolation and
exirapolation are given by:

(a) Newton

(b) Gregory

(c) Gauss

(d) all the above

Most general formula for interpolation and
extrapolation is due to:

(a) Newton and Gauss

(b) Newton and Gregory

(c) Lagrange

(d) all the above

If n entries are known for (n + 1) argument
at equa] :ntervu.ls lumng a mlssmg cntry,
(a) Lagmnge s method

(b) Newton's formula

(c) binomial expansion method

(d) none of the above

Bi ial expansi hod is based on the
principle :h:n with n known entries:

(a) »™ finite difference A"y, =0
(b} we take (E—-1)"y,=0

@ s (s (e

+(=1)"y, =0

(d) all the above

In binomial expression method we always

get:

(2) n equations

(b) as many equations as the number of
unknowns

(€) two equations

(d) (n + 1) equations

Graphical method of estimation is:

(a) a]ways Very accurate

(b) somelimes very accurate

(c) never accurate

(d) none of the above

Graphical method can be used for:

(a) interpolation only

Q.15

Q.18

Q.19

Q.20

Q.21
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(b) extrapolation only

(¢} interpolation and extrapolation both
(d) none of the above

Graphical method of interpolation is:

(a) simple

(b} non-algebraical

(c) not fully reliable

(d) all the above

For the given (n + 1) paired values, para-
bolic method means fitting of a polynomial:
(a) of degree n

(b) of degree 2

(c) of degree (n + 1)

(d) of degree 3

Darahali 1
F

T d of interp is also
known as:

(a) method of orthogonal polynomials

(b) method of simultancous equations

(c) both (a) and (b)
(d) neither (a) nor (b)
Paraboli hod of
(a) interpolation

(b) extrapolation

(c) interpolation as well as extrapolation
(d) none of the above

A polynomial of degree n is known as:
(a) a parabola of degree n

(b) a parabola of degree (n + 1)

n is good for:

(c) a parabola
(d) none of the above
Interpolation is helpful in esti ing:

(a2) missing value(s) of a series

(b) an intermediary value for a given argu-
ment

{(c) the argument for a given entry

(d) all the above

Which of the following relation amongst
finite differences is not correct?

(@) Ay, -Ay,=a',
) A%y, -Aly, =4y,

©) Ay,
@ y2-

- Ay, =A%y,
= Ay,
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Q.33

Q. 37

Q.38

ot r-1
) ¥ =Y +Z( ; ]V'J'n
r=l

(d) none of the above

Newton's method of divided differences is

preferred when:

(a) the arguments are not equally spaced

(b) when the interpolating value of the ar-
gument lics in the upper hall of the
series

(c) both (a) and (b)

(d) none of (a) and (b)

Standard notation for divided difference is:

(a) A

by Vv

() &

D

Divided difference method can be used when

the given independent variate values are:

(a) at equal intervals

(b) at unequal intervals

(c) not well defined

(d) all the above

Lagrange’s formula is useful for:
{a) interpolation

(b) extrapolation

(c) inverse interpolation

(d) all the above
Lagrange’s poly
be used even if:
(a) the given argumenis are not equally

P
¥

ial for

can

(b) extrapolation is to be done

{c) inverse interpolation is to be done

{d} all the above

If (n + 1) pairs of arguments and entries are

given, Lagrange's formula is:

(a) a polynomial of degree n in x

(b) a polynomial of degree ntin y

(¢) a polynomial in x in which each term
has degree n

(d) a polynomial with highest degree |

The method of inverse interpolation is:

(a) iterative method

Q.40

Q.4

Q.43

421

(b) Lagrange’s method

(c) successive method of approximation

(d) all the above

Tterative method of inverse interpolation

utilises:

(a) Newton's forward formula only

(b) Newton's backward formula only

(¢) any suitable polynomial formula

(d) none of the above

In iterative method of inverse interpolation:

(a) the value of u is estimated successively

(b) the value of x is directly estimated

(c) the value of y is directly estimated

(d) all the above

Method of successive

utilises:

{a) a polynomial formula as a whole

{b) terms of a polynomial formula succes-
sively

approximation

(¢) only the terms independent of u
(d) only the terms involving u

Given the following data,

Income per day

not exceeding

(Rs.): 10 18 20 28 40
Workers : 1232 68 80 100

To interpolate number of workers for in-
come not exceeding Rs. 30 per day, the
suitable method is:

(a) Newton's backward formula

(b} Lagrange's formula

(¢) binomial expansi hod

{d) Gauss backward formula

Given the profits of a firm in lakh rupees
and the number of firms as follows:

Profits No. of firms
100-150 25
150-200 30
200-250 28
250-300 16
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The appropriate formula for estimating the

number of firms with profit below 180 lakh

is:

(a) Newton’s formula of advancing differ-
ences

(b) Lagrange's formula

{c) Newton’s-Gauss forward formula

(d) all the above

Given the following frequency distribution
of marks:

Marks No. of students

20-30 3

an-40 10

40-50 ?

50-60 15

60-70 8

Q.47

An appropriate method of estimating the
missing frequency is:

(a) Newton's-Gauss formula

(b) binomial expansion formula

(c) Lagrange's formula

(d) all the above

The missing value for the following data,
X 5 10 15 20

y 2 5 ? 8

by the binomial expansion method is:
7

(b) -7

© 3

(d) 25/3

Given the profits for the last three years as,
Years 1991 1992 1993
Prolits 15 18 24

(lakh Rs.)

the expected profit during the year 1994 by
parabolic method is:

(a) 27

(b) 48

(c) 33

(dy 21

If the temperature of three dates of June,
1994 were as follows:

Dates: 1 10 25

Temp ("C): 33 38 46

Q.49

Q.50

Q.51

PROGRAMMED STATISTICS

The estimated temperature for 20th June,
1994 by divided difference method is:

{a) 43.37

(b) 4237

(c) 43.73

(d)y 39.0

If y = f(x) and the values of f(x) for given
xare, f(1)=14,f(2)= 12, f(5) =6 and f(8)
=21, f(Mis:

(a) 2

(b) 12

c) -8

(d) none of the above

If the observed values of x and function u,
are:

x: 2 6 8 9

u 198 150 102 93

The interpolating function u is:
(a) -4+ 80x + 102

(b) 2 - 18x% + BOx + 294

(c) £ — 1822 + 80x + 102

(d) none of the above

The most suitable formula for estimating a
value lying in the central part of a series is:
(a) Lagrange's formula

(b) Stirling's formula

(¢) Newton-Gauss forward formula

(d) Newton-Gauss backward formula
Interpolation formulae are based on the fun-
damental assumption that the data can be
expressed as:

(a) a linear function

(b) a quadratic function

(c) a polynomial function

(d) none of the above

The relationship between  of Stirling’s for-
mula and v in Bessel's formula for interpo-
lation is:

@ u=v+l

b)) u=v-1
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Q.55

Q.56

Q.58

(c) "="'l
2

|
(dy u= v+5

Interpolation provides good eslimates of

missing values if and only if:

(a) the change of values is

(b) the series does not refer to abnormal
periods

(c) the arguments are equidistant

(d) all the above

Bessel's and Stirling’s interpolation formu-

lae yield good estimates if the values of u

and v in general lie between:

{a) =1 and +1

(b) —0.5 and |

(c) 0.5 and 0.5

(d) Oand 1

If there are consecutive missing values in a

series, their estimation is:

(a) not possible

(b} not reliable

(c) a complicated problem

(d} all the above

Bessel's interpolation formula is most ap-

propriate to estimate for a value in a series

which lies:

(a) at the end

(b) in the beginning

() in the middle of the central interval

(d) outside the series

The problems of interpolation are simpler

than prediction because:

(a) interpolation has fewer restrictions than

prediction

interpolation is based on more strin-

geat restrictions than prediction

there are no restriction in case of inter-

polation

(d) all the above

Stirling's and Bessel's interpolation formu-

lae for interpolation are applicable in case

of:

(b}

(c)

Q. 60

Q.61

Q.62

Q.63

Q.65
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(a) equidistant argun;enls

(b} for all types of series

(c) arguments increasing by one only

(d) arguments decreasing by one only

If the arguments in a series are not at equal
interval, the proper formula that can be used
for interpolation is:

(a) Bessel's formula

(b) Lagrange's formula

(c) Stirling’s formula

(d) Newton's formula

If Ay, is constant, then y,_ may be:

{a) constant

(b} at equal intervals
(c) both (a) and (b}
{d) none of the above

The third differences of a cubic Ajy func-
tion are:

{a) constant

(b) not constant

(c) variables

(d) none of the above

Which formula is appropriate for central
interpolation?

(a) Bessel's formula

(b) Stirling's formula

{c) both (a) and (b)

{d) neither (a) nor (b)

If the interpolating value lies near the mid-
dle of the central interval, then the most
exact formula is:

(a) Bessel's interpolation formula

(b) Lagrange's interpolation formula

(c) Stirling's interpolation formula

(d) Newton-Gauss interpolation formula
If the interpolating value lies near the be-
ginning or the end of the central interval,
then the most exact formula is:

(a) Newton-Gauss formula

{b) Newton-Gregory formula

(¢) Bessel's formula

(d) none of the above
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ANSWERS

SECTION-B

()N ical (2) non-probabilistic (3) no fuctua-
tions (4) definite (5) more (6) graphical (7) equal
jumps (8) n™ (9) interpolati apolation (10) all
situations (11) missing (12) extrapolation (13) com-
parable (14) finite (15) third (16) divided (17) argu-
ments (18) entry (19) first (20) Three (21) midst
(22) Newton-Gregory (23) beginning (24) first (25)
equal increment (26) interpolating (27) Gauss for-
ward (28) just lower (29) E-1=A (30) last (31)
last (32) unegually (33) polynomial (34) constant
{35) no restrictions (36) interpolation; extrapolation
{37) inverse (38) n (39) n ~ 1 (40) heavy (41) inverse
{42) y variable (43) single (44) stable (45) one by

one (46) interpolation (47) 11 (48) A"y, =0 (49)

6.5 (50) 30 + x (51) 19.63 (52) functions (53) order
(54) fourth (55) Bessel; Stirling (56) different (57)

1
equidistant (58) V'u-‘i‘ (59) Stirling’s (60) —0.5
and 0.5 (61) Bessel's (62) zero (63) interpolation
(64) difference (65) second

SECTION-C

(Da (@b
(Ma @&)d
(IHb (4)c
(19a @20)d

(3)a
Me
(15)d
2l b

@)d
(10 ¢
(16)a
22)b

(5)d
(nd
(1Mb
(23)a

6y e
(12)b
(18)¢c
(24)c
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(25)a
(3 d
(3Nd
43)b
49) b
(55) ¢
6l)c

(26) c
(32)c
(38)a
(44)d
(50 ¢

2N a
(33 ¢c
(39)d
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(S1)b
(56)a (5Te
(62)a (63)c
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Chapter 16

Time Series Analysis

SECTION-A

Short Essay Type Questions

Q1
Ans. A time series is a set of observations meas-
ured at time or space intervals arranged in chrono-
logical order. For instance, the yearly demand of a
commodity, weekly prices of an item, food produc-
tion in India from year to year, etc. Many econo-
mists and statisticians have defined time series in
different words. Some of them are quoted below:

Wessel and Wellet: When quantitative data are

arranged in the order of their occurrence, the resulting
statistical series is called a time series.

What is a time series?

Moris Hamburg: A time series is a set of statistical
observations arranged in chronological order.

Patterson: A time series consists of statistical data
which are collected, recorded or observed over suc-
cessive increments.

Ya-lun-Chou: A time series may be defined as a

llection of magnitudes belonging to different time
periods, of some variable or composite of variables
such as production of steel, per capita income, gross

\] 1, price of or index of indus-

trial prcducuon

Cecil H. Meyers: A ume series may be defined as
e of of a variable

mndl. penndlcnlly through time.

Werner Z. Hirsch: A time series is a sequence of
values of the same variate corresponding 1o succes-
sive points of time,

Spiegel: A time series is a set of observations
taken at specified times, usually at equal intervals.
Mathematically, a time series is defined by the values
¥, ¥, ... of a variable ¥ (temperature, closing price
of a share, etc.) at time 1, 1,.... Thus, ¥, is a function
of ¢ symbolised by ¥ = F (1).

Q.2 What purpose is served by time series ana-
lysis?

Ans. The analysis of time series has seen found
useful 10 and b [ in par-
ticular, and also to scientists, seriologist, ete. It has
also found its utility in meteorology, seismology,
oceanography, geomorphology, etc., in carth sci-
ences; el fiograms, el epht
medical sciences and problem of estimating missile
trajectories, Time series analysis helps in understand-
ing the following phenomena.

(i) Tt helps in knowing the real behaviour of the
past.

(i) It helps in preﬂlcung the future behavluur
like d
prices, etc.

(iii} 1t helps in planning the future operations.

ams in
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(iv) Analysis of time series helps 1o compare the
present accomplishments with the past per-
formances,

(¥) Two or more times series can be compared
belonging to the same reference period.

.3 Throw light on the main drawbacks of the
time series analysis.

Ans. The drawbacks of the time series analysis
can be summarised as follows:

{i) The conclusions drawn on the basis of time

serics analysis are not cent per cent true.
Time series analysis is unable to fully adjust
the influences affecting a time series like cus-
toms, climate, policy changes, etc.
The complex forces affecting a time series
existing at certain period may not be having
the same complex forces in future. Hence,
the forecasts may not hold true.

Q. 4 What is the need of editing of data before
lime series analysis?

Ans, The data have to be critically examined and
adjusted for various lactors before the analysis of
time series, otherwise many discrepancies are likely
to arise leading to wrong conclusions. For example,
the production for January could be more than
February. In reality, it may be due to more number
of days in January then in February.

Q.5 Give various adjustments usually practised
during editing of data meant for analysis of a time
series,

(ii)

(iii)

Ans. Various adjustments normally incorporated
in o times series data are as follows:

(i) Calendar variation. Onc should be wary of
the type of variable dealing with before implement-
ing the adjustments for calendar variation, Produc-
tion of an unit per month has to be adjusted for 30
days o month for comparability. But series should
not be adjusted for salary as employees are paid on
monthly basis irrespective of the number of days in
a month.

(ii} Price variation. Production or sales are to be
adjusted for price variation by the formula,
q=vip
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where, ¢ - quantity of sales or production in a speci-
fied period.
v - sales in terms of amount.
p = price per unit in the reference period.
If this adjustment is not done, increased prices will
lead to the conclusion that production or sales have
increased (decreased), though in reality it is not so.

(iii) Pepulation variation. Demand or consumption
of a commodity is directly related to the population
of a particular area. If the demand doubles and
population also doubles, it should not be taken that
demand has increased. Tt is simply the effect of the
number of consumers and not that of increased
demand. As a matter of fact, demand is the same.

(iv) Miscellaneous changes. For comparison of two
time series, it is necessary that the data pertaining to
certain period should have been measured in the
same units, If they are not, they should be
converted to the same unit of measurements. Also,
the articles, which are to be compared in terms of
prices, should be adjusted for their standard and
durability. For example, synthetic fibres clothes are
more durable than cotton fibre clothes. Hence, their
prices be adjusted for their durability in terms of
time period.
Q. 6 Name various components of a time series.
Ans. There are four components or elements of a
time series, namely:
(i) Secular Trend-T

(ii) Seasonal Variation-§

{iii) Cyclical Variation-C

(iv) Irregular Variation-/
Q.7 What do you understand by secular trend?
Ans. Term trend implies secular trend. Tt meas-
ures long-term changes occurring in a lime series
without bothering about short-term fluctuations oc-
curring in between. In short, secular trend measures
smooth and regular long-term movements of a time
series delineating the increasing, decreasing or stag-
nant trend over a long span of time. The graph
showing trend is a straight line running from left
bottom to right top, left top to right bottom or paral-
lel to abscissa depicting growth, decline or stagna-
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tion respectively. In some situations curvilinear trend
is also studied.

Q.8 Give the idea of seasonal variation.

Ans.  Short-term fluctuations observed in a time
series data, particularly in a specified period usually
within a year, are called seasonal variations. For
instance, certain items have more sale in a particular
season like ice cream in summer, rain coats in rainy
scason and woollens in winter season. Similarly,
first week of a month records greater sale of grocery
than the fast week of a month, Certain items have
tremendous sale on festivals only in a particular
month. All such variation in a time series come
under | variation. Si 1 variations are
maore akin to climatic and I diti

Q.9 What is meant by cyclic variation?

Ans.  Cyclic variation relates to periodic changes,
particularly in b A cycle of more
than a year period. The cycles in a time series depict
the prosperity and recession, ups and downs, booms
and sl ofab A plete cyele usually
has four constituents namely, prosperity, recession,
depression and recovery. Cycles related o business
are termed as business cycles or trade cycles. The
length of business cycles varies from one business lo
the other. The graph of cyclic variation is a curve
having alternately convexity and concavity.

Cycles are never regular in periodicity and am-
plitude. Hardly any time series has strict cycles.
Hence, in practice statisticians and economisis often
use the term undulations or oscillations instead of
cycles.

Since a cycle covers a long span of time, the data
required for the depiction of cycles should be re-
corded for a large number of years (periods).

Q. 10 What factors are generally responsible for
the occurrence of cycles?

Ans. A large number of factors are responsible for
the occurrence of cycles. But a few important ones
are given below:

(i) Likes and dislikes of the people change after
acertain period and they cause cycles in busi-
ness phenomenon.

(1) Production of certain items is stopped and
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new items are produced. Again old items are
adopted. Such changes form cycles.

(iii) Social customs change from time to time re-
sulling into husiness cycles.

(iv) New scientific and technological develop-
ments affect the production and consumplion
of items which create cycles.

Q. 11 Discuss imregular variation in the context of
lime series.

Ans, Irregular variations or the so-called random
variations arc irrcgular in the sense that it is not
possible to think of their time of occurrence, direc-
tion and magnitude. These variation usually occur
due to epidemics, earthquakes, floods, wars, acci-
dents, etc. Another name given to irregular varia-
tions is residual variations. This name is derived in
the sense that all those variations which cannot be
subsumed in trend, seasonal and cyclic variations,
are assigned to irregular variations.

Q. 12 Discuss mathematical models for a time se-
ries analysis.

Ans. Inaraditional or classical time series analy-
sis, the most c¢ ly d math ical model
is the multiplicative model. Here it is assumed that
any particular observation ¥ at time ¢ is as a result of
the product of the effect of the four components of
a time series namely. Trend (T), seasonal variation
(5), cyclic variation (C) and the irregular variation
(n, ie,

Y=TxSxCxl
Further the multiplicative model does not assume
the independence of the four components of the
time series. It is appropriate for projections.
Some people believe that the observation Y is as
a result of additive effect of the components T, 5, C
and /, i.e.,
Y=T+85+C+1
The additive model is based on the assumption
that the four are independent of each
other. Additive model is rarely used as it is not
appropriale for future evenls,

Some people have also advocated the use of mixed
models. A mixed model is a mathematical relation
which is las a bination of




tive and additive components of a time series, They
may be combined in a number of ways. Such types
of models are hardly used. Some of the examples of
mixed models are given below:
Y=T+S5xC+1
Y=T+8xCx/
Y=T+§+Cx1
Y=TxC+Sxl
Q. 13 What are the essential requirements for proper
analysis of a time series?
Ans.  The essential requirements for proper analy-
sis of a time series are:
(1) Data should be available for a long period.
(ii) The value should have been available as far
as possible at equal interval of time. If not,
they have to be adjusted.
(iii) The time periods should be definite accord-
ing to calendar,
(iv) The data should
set of values in resy
ments and time scale.
Q. 14 Give the names of different methods of meas-
uring trend.
Ans.  Various methods of measuring trend are:
(i) Free-hand or graphic method
(i) Semi-average method
(iii) Moving average method
(iv) Least square method
Q. 15 How 1o find out the trend and trend value by
the free-hand method?
Ans. The free-hand method is the simplest method
of ascertaining trend. In this method, points (1, y,)
(15, ¥,) oo (1, y,) are plotted on a graph paper taking
time ¢ on abscissa and variate values y on the ordi-
nate by choosing suitable scales. Then a free-hand
straight line is drawn in between the points with the
help of a transparent scale such that half of the
points are above the line and half below it. The angle
of the line gives the idea about increasing, decreas-
ing or stagnant trend of the phenomenon under con-
sideration. Also the y-coordinate of a point on the
line at any point of time gives the trend value,
The main drawback of free-hand method is that it

ist of a | 2
of units of
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solely depends on the judg of the i
or the scientist,
Q. 16 Explicate semi-average method of determin-
ing trend.
Ans. In this approach, the senies is divided into
halves. Then average is found out for each half of
the series. The average values are plotted on the
graph paper against the mid-points of the corre-
sponding each half series. The line joining these two
plotted points gives trend line. The direction of line
indicates about rising, falling or constant trend of
business movements.

If the number of years in a series is odd, the
middle year (period) is excluded at the time of di-
viding the series into halves and then either included
in both the series or excluded totally depending on
whether the left over half series contains an even or
odd number of years respectively.

The semi-average method gives good resulis when
the trend is almost linear.

Q. 17 What are the merits and demerits of the semi-
average method?
Ans.

Merits:
(i) It has no subjectively,
(ii) For one series, there is only one trend line.
Demerits:
(i) Ttis affected by extreme values, if present in
time series data.
(i1) It does not ensure the elimination of seasonal
and cyclic variations.
{iii) This method is appropriate, if the data are
given for a long period.
Q. 18 Discuss in brief the moving average method
for ascertaining the trend.
Ans. The moving g hed is an imp
ment over semi-average method as short-term fluc-
tuation are eliminated by it. Different steps of mov-
ing ag hed
Step-1. To obtain the moving average, a group of
beginning years (periods), which constitute

are as :
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a business cycle, is chosen for calculaling
the average. This average is placed in front
of the middle of the years (periods) of the
group averaged.

Now delete first year (period) value from
the group and add a succeeding year value
in the group. Find the average of the
reconstituted group and place it in front of
the middle year of this group.

Step-2.

Step-3. If the number of years (periods) in a group
is odd, there is no problem of locating the
middle year. But if the number of years
(periods) in the group is even, no single
year is middle year. Hence, to overcome
this difficulty, the avernge of the averages
in pairs is calculated and placed against the
mid-year of the two. In this way, moving
averages are set against years,

Keep on repeating step-2 till all years data
are exhausted.

These moving averages themselves consti-
tute a time series.

Plot the moving averages on a graph paper
taking years (periods) along abscissa and
moving averages along ordinate by choosing
the proper scales.

Step-4,
Step-5.

Step-6.

Step-7. Join all the plotted points in the sequence

of time periods. The resulting graph pro-
vides the trend.
Q. 19 What are the advantages and disadvantages
of the moving average method?

Ans.

Advantages:

(i) Theg advantage of this method is that
it eliminates the short-lerm fluctuations,
(ii) It reduces the effect of extreme values.

(iii) Extending the series by some more ensving
years does not require 1o redo the whole com-
putations but can add some more trend values
by calculating additional moving averages.

Disadvantages:
(i) A few years in the beginning and at the end
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of the series are left over without the moving
averages being entered against them, Hence,
no points are plotted against these years caus-
ing a loss of information.
Since there are no points plotted for a few
beginning and end years, the moving-average
method is not appropriate for projections.
There is hardly any time series having regu-
lar cycles. But they are always taken to be
regular, This introduces an eror.
Normally, a small number of years (periods]
in a group for ing age is preferred
But many a times greater number of years are
included in groups which deflates the magni-
tude of oscillations in a time series. Greater
the degree of deflation, less realistic is the
resulting trend. In such a situation, moving
g icipate faster changes than they
actually oceur.

(v) This method is not fully mathematical.

{vi) There is no strict rule through which one
decides the number of years (periods) in a
group. Hence, the element of subjectivity is
introduced in this method. So, for the same
time series there can be a number of trends.

Q. 20 How do you fit a trend line by the method of
least squares?

Ans. Let us consider the linear trend equation as,

Yz=a+pfX+e

As per the least square principle, we will estimate
the parameters o and P in such a manner that the
error € is minimised. In this endeavour, we minimise
the quantity,

0=xe} =£(¥-a-pX,)’

where i runs over all periods of time series 1 to n,
Differentiating {0 partially with respect to o and P
and cquating to zero, we get two normal equations.
Also we replace a and P by a and b, their least
square estimates,

Thus we have,

§};.m+b2.x,-

(i)

(i)

(iv)

;x,r,wz_x,w;xf
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Note. If the trend equation is computed from the
annual monthly averages, there has to be no change
in @ and single operation divisor has to be used for b.
Q. 26 Comment on curvilinear trend.
Ans. The trend of the dependent variable ¥ on
time X is not always linear, ie., the increase or
decrease in ¥ does not occur at a constant rate with
the elapse of time. Hence, one has to look for a
curvilinear trend. Some of the frequently encountered
curves are, (i) second or third degree parabola; (ii)
exponential curve, and (iii) compertz curve, ete.
Q. 27 How o fit in a second degree trend equa-
tion?
Ans.  The equation of a second degree parabola
(quadratic trend) is,

Y=a+bX+cX?
‘The curve can be fitted by the method of least squares.
Following the usual procedure, we get three normal
equations

E¥=Za+bEX+cEX?
EXY=aLX+bEX? +cEX}
EXNY=aE X2+ b X +eEX?

Summation (E) runs over all pairs of observations.

Solving the three equations, we obtain the values of
a, b and ¢, substituting the values of the d,
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If b >0, ¢ <0, the curve is convex from left bottom
to right top.

Fig. 16.2

1M b <0, e <0, the curve is convex from left top to
right bottom.

Fig. 16.3

If b <0, ¢ =0, the curve is concave from left top to

b and ¢, we get the second degree parabola.

The shape of the second degree curve depends on
the values of b and ¢.

If b>0, ¢ >0, the curve is concave from left bottom
1o right top.

Fig. 16.1

right bott

Fig. 16.4
Q. 28 Give the cquation of an exponential curve
and method for its fitting,

Ans. Exponential curve is also called geometric
trend. The equation of the curve is,

Y= ab®
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If we plot the time series data as such, it will be a
curve with upward trend provided b > 1 and with
downward trend for b < 1. Since X occurs in power
of b, it is called exponential curve.

It is difficult to fit in the equation as such but by
taking logarithm of the equation, it becomes trivial
1o fit it. The log transformed equation is,

log Y=loga+Xlogb,
which is a lincar equation in log ¥ and X. The values
of log a and log b can be computed by the formulae,

loga =—]-Zlog]"—f!ogb
n

LXlog¥ —(ZX)(Zlog¥)/n
X -(2X) /n

logh =

where summation (Z) runs over all pairs of values.
Tuking antilog of log @ and log b, we obtain the
values of a and b. On substituting the values of
a and b in the equation of the exponential curve, the
trend equation of the curve is obtained.

Q. 29 Write a short note on compertz curve with its
relevance in time series analysis.

Ans. The curve is useful in actuarial studies and
sometimes in business forecasting and population

projections. The of the iz curve is,
Y =ab

Taking logarithm of the tion, it is tr ]

to,

log ¥=log a + X logh

The equation can be fitted by Cowden's method
with a little modification.

Q. 30 How can a best model for a time series be
selected?

Ans. For a time series, many linear or curvilinear
models may appear to be suitable. Now the question
arises which one should be taken as best fitted
model. The easiest way to adjudge is to compute the

quantity Q= EZ(y; -j’;]3 for each model, where y,

the actual value in the time series and y, is its
estimated value.
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As a matter of fact, the quantity Q is residual sum
of squares. The model yielding the minimum value
of @ is the best and should be selected.

Q. 31 What methods are generally used for meas-
uring the seasonal variation?

Ans. Toisolate seasonal variation, one must elimi-
nate trend, cyclic and irregular variations from the
time series data and he is left with seasonal varia-
tion, ie,, S=¥TrxCxlorS=Y-T-C-1
Various methods of measuring seasonal variations
are based on this very idea. Different methods are:

(i) Simple average method

(i1) Ratio to trend method

(i) Ratio to moving average method

(iv) Link relative method.

Q. 32 Discuss the simple average method for meas-
uring seasonal variation.

Ans. The simple average method of measuring
scasonal variation is suitable when trend and cycles
are not present, if any, have negligible cffect on the
time series.

We all know that a season is a part of the year,
may the seasons be half-yearly, quarterly, monthly,
weekly, ete. To calculate seasonal indices, first find
oul the average of each period (season) and then the
average of the averages (grand average). The sea-
sonal index for any period (season) in case of mul-
tiplicative mode is calculated by the formula,

Average of a season (period)
Grand average

Calculate seasonal index for ali the periods (sea-
sons). If X,,X,,....X, are the scasonal averages

based on the periodic data for all years and X is the
grand then the I indices for multi-

&

plicative model are.%:lm%ﬂm.m-}-‘f’-
x 100.
Also for additive model they are, (X, - X)(X; - X),

A% -%)
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As a check to the calculations, one should ensure
that the sum of the I indices in mnhiplicative
model is 100 x k. IT k is the number for quarterly
data, it is 400. Also for additive model, the sum of
the seasonal indices in zero. If it is suspected that the
trend is p , the | indices are to be ad-
justed for trend through regression approach.

Q. 33 Give the merits and demerits of the simple
average method.

Ans,
Merits:
(i) Itis the easiest method to compute seasonal
indices.
(i) It gives good results if wend and cyclic
variation have negligible or no effect on the

time series. Which is rarely true. Hence this
method is seldom used.
Demerits:

(i) Ttis not appropriate as it does not remove the
cyclic and irregular variations.

(ii) Simple average method becomes quite cum-
brous if the seasonal indices so obtained are
to be adjusted for trend.

Q. 34 Delineate the procedure of computing sea-
sonal indices by ratio to trend method.

Ans. This i provides free
from trend as it assumes that seasonal variation for a

given period is a constant fraction of trend. Different
steps in ratio to trend method are:

Step-1. Estimate the trend values for each period
(quarter or month) by establishing a trend
line (or parabola) by the method of least
squares.

Step-2.  Divide each originally given seasonal (quar-

terly or monthly) value by the correspond-

ing trend value and multiply it by 100 to
convert it into percentage. The indices so
obtained are free from trend.

Now to abtain the seasonal indices free from

cyclic or irregular variations, we proceed in

this manner, Find the median (mean) of ratio

Step-3.
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to trend values for each season for any
number of years. The median is preferred
over mean if there are some exireme values,
In this way iregular variations are removed,
These median (mean) values represent sea-
sonal indi Mean the d
effects. Mean removes the random effects
better than median. Hence, one should
choose median or mean after a careful ex-
amination of the data.

Step-4. 1f the seasons are quarters, the sum of sea-
sonal indices in case of multiplicative model
should be 400, and if months, it should be
1,200. But often the sum is not exactly what
it should be. Hence the seasonal indices are
adjusted by multiplying each of them by
(400¢/sum of seasonal indices) or (1200/sum
of seasonal indices) as the case may be.

Q. 35 Give plus points and limitations of ratio to
trend method.
Ans.

Plus points:

(i) The method is based on sound and logical
footings.

(ii) It utilises the complete information.

(iii) If periods are of short duration, it gives very
good results.
(iv) It is easy to compute and understand.
Limitations:

(i) If there are pr d cyclical swings in
the time series data, a linear or curvilinear
trend does not give good trend values. In
such a situation ratio to moving average
method performs better than ratio to trend
method.

Q. 36. How can the ratio to moving average method
be applied for computing the seasonal indices?

Ans.  The ratio to moving average method is also
known as percentage to moving average method.
This methed is the most popular and best on the
ground that on taking the 12-month moving average
in a monthly data or 4-quarter moving average in a
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C.R. for I period = 100
C.R. for i period

_ L.R for i period x C.R. for (i-1)™ period
100

where i varies over all periods (month or
quarters).

The chain relative for the first season (/
month or / quarter) is calculated on the
basis of the last season by the formula,
C.R for I period =

Step-4.

Median for J period = C.R. for the last period
100

The chain relative for [ period from the
above formula will have a different value as
it would have been by the previous for-
mula. Hence it needs some adjustment. The
adjustment factor ¢ is worked out by the
formula,

_ 100~C.R for 1 period
number of periods

For monthly data, no. of periods = 12 and for
quarterly data, no. of periods = 4. The corrections
for chain relatives for [, H, I, ..., periods are
Oxe, | e, 2%, ..., etc. The quantities are added
to [, I, HI, ..., periods chain relatives, respectively.
In this way, we obtain the adjusted chain relatives.
Find the average of the adjusted chain relatives by
the formula,

Sum of adj. C.R.
=

Av. of adj
Ve orad no. of periods

1C.R

Scasonal index by the link-relative method is,
Adjusted C.R
Average of Adj. C.R's

Please check that the sum of the seasonal indices is
equal to 100 x no. of seasons.

Q

1index = =100

Q. 40 What are the methods of measuring cyclic
variations?

Ans.  Six methods of measuring cyclic variations
are as follows:
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(i) Residual method

(ii) First difference method

(iii) Percentage ratio method

(iv) Direct method

(v) Reference cycle analysis method

(vi) Harmonic analysis method.

Q. 41 How can one isolate cyclic variations by re-
sidual method?
Ans. The name of the method is itself indicative
of the procedure. First we 1 variation
from the data and then trend. In this way the values
obtained contain only cyclic and irregular varia-
tions. As a matter of fact, the two variations are
almost inseparable. In this way, the cyclic and ir-
regular variations are obtained as the residuals of the
observed values in terms of percentages. So the name
follows. Symbalically,
For an additive model,

Y=T+5+C+1

Y-T-§=C+1
and for a multiplicative model,

4
Sz !

This method yields good results only if the trend
and seasonal are perfectly measurable, The irregular
fluctuations can be identified by an examination of
the periods and corresponding observed values. If
irregular fluctuations are present, they may be re-
moved logically or applying the moving average
method on € x f values.

Q. 42 How can the first difference method be ap-
plied to identify and measure cyclic variations?

Ans.  The first difference method is applicable only
when the yearly data are given. We know that yearly
data are devoid of scasonality, Hence one nceds to
remove secular trend from the given time series data
to obtain cycles.

In this method the differences of a year from its
preceding year are calculated with signs. These dif-
ferences are available for second year and onwards.
The dilferences are plotted on the graph paper tak-
ing years on abscissa and differences along ordinate.
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Joining the points we gel the cycles present in the
time series. The graph provides a clear picture of
cycles through troughs and crests.

Q. 43 Discuss the percentage ratio method for meas-
urement of eyclic variations.

Ans. This method is applicable for yearly data
only. In this method, divide each year's observed
value by its preceding year value and multiply it by
hundred to get the values in percentages. Plot these
virlues on the graph paper against their correspond-
ing years. The convex and concave portions of the
graph give clear picture of the cycles.

‘This method is equivalent to the first difference
method in the sense that here we find relative changes
in values, whereas in the first difference method
we work out actual changes. Both the hod
leads to almost the same results. [n both the methods,
one misses the value for the first year of the time
series.

Q. 42 How do you indentify cycles in a time series
by direct method?

ded
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Ans,

Advantages:

(i) The main advantage of this method is that it
facilitates a comparative assessment of the
changes in various economic time series.

It is also possible through this analysis to
find out which series has a lead or lag in the
process of upward or downward swing, as
the case may be. This method is frequently
used in business forecasting.

{iii) Though the P o be b
some, it has proved to be simple and effective
for ing the cyclic of the
individual series with those of gencral busi-
ness.

This method is devoid of the errors which
could have been introduced, in case the trend
is not properly estimated.

Disadvantages: The foremost shortcoming of this
hod is that it cannot be applied to the current

(i)

hnd

(iv)

Ans. This method is f on calculating the
per cent variation each month or quarter with re-
spect to preceding year’s same month or quarter.
These percentages show upward changes in case of
rising cycles and downward changes in case of de-
clining cycles. Some businessmen adopt this tech-
niques because of its simplicity.

Q. 45 Discuss in brief the reference cycle analysis
method for the measurement of cyclic variations.
Ans. The reft cycle analysi hod for iden-
tifying cycles had been developed by National Bu-

time series because no cycles can be studied in this
way until it is completed.

Note: The above discussion gives only the approach
of the method. The details are kept out.

Q. 47 Express succinctly the harmonic analysis
method of determining the cyclic component of a
time series.

Ans. The harmonic analysis method is a sophisti-
cated mathematical device of determining cyclic

reau of Economic Research, USA and used for more
than 1000 time series analysis. This method is appro-
priate for analysing past series only.

Under this method, the index of variation in each
series is computed with regard to a given reference
date, whereas the reference dates are the dates of the
peaks and ghs of b cyeles. Obviously, if
the reference date is a peak year, the economic se-
ries will show a downward falling index till the
cycle takes a turn and vice-versa.

Q. 46 Give advantages and disadvantages of the
reference cycle analysis method.,

ponent of a time series. This method is based on
expressing any function ¥, in the form of a Fourier
series, a series of sums of sines and cosines of the
angles 2=\ where A is the period of oscillations. A
can better be determined by periodogram analysis.
Note: The mathematical details of the method are
omitted.
Q. 48 How can the irregular influences be meas-
ured?
Ans. The name, irregular influences implies that

there is nothing definite about their occurrence and
amplitude. Hence, no mathematical methods have
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Given the exponential curve ¥ = 31.5 (1.5)%, 98. If the annual trend equation with 1984 as
the: equation of the curve by shifting the ori- originis ¥ = 1 128 + 6.48X, the monthly trend
gin backward by two years is L
equation is

Given the trend equation F=1225+72X i . i
with 1985 as origin and yearly data, the trend 99. Given the equation ¥ =54+3.6X with 1981
equation after shifting the origin to 1980 is . 1 s

and to 1988 is ) as origin and X-Eyurand‘l’nm!smlcmu
Given the monthly trend equation ¥ =9.4 + of annual pwdmmn- the monthly trend equa-
2.4X with January as nrigin. the annual trend tion is
cquation is 100. All seasonal variations are periodic but all
If the actual sales ofan item for the month of periodic variations are not
chohw 1990 is Fs, 785 and t!'le seasonal 101, The o 1 indices of different
index for October is 128.4, the estimated sales years are called .
for October 1990 is and based on . . )
this information, the estimate of the annual ~ 102. Cyclical fluctuations helps the business ex-
sales is ecutives in framing and estab-

I
Given the parabolic trend equation as ¥'= 25 lishing .
+ 10X + 3X? based on year to year dataand 103, Appropriatencss of various models can be
]980nsongm.lhe¢quallnnnfﬂwpmnboln ided by comparing
with 1984 as origin will be 104. The names in which the periodic move-
Given the trend equation ¥ =96+4X with ments can be classified are and
origin 1987 and X unit = 1 year, the trend fluctuations,
equation after shifting the origin to 1985 is 105, The averages of specific seasonals for a
and to Ist Jan. 1990 is . number of years are known as |
SECTION-C
Multiple Choice Questions

Select the comect alternative out of given ones:

Q.1 A time series is a set of data recorded:

(a) periodically

(b) at time or space intervals

(c) at successive points of time

(d) all the above

The time serics analysis helps:

(a) to compare the two or more series
(b) to know the behaviour of business
(c) to make predictions

(d) all the above

A lime series is unable to adjust the influ-
ences like:

(a) and policy chang
(b) seasonal changes

(c) long-term influences

(d) none of the above

Q. 4 A time series consists of:

(a) two components
(b) three components
(c) four components
(d) five components

Q. 5 The forecasts on the basis of a time series

are:

(a) cent per cent true
(b) true to a great extent
(c) mever true
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Q.6

Q.10

Q.11

Q.12

(d) none of the above

The component of a lime series attached to
long-term variations is lerms as;

(a) cyclic variation

(b) secular trend

(c) irregular variation

(d) all the above

The component of a time series which is
attached to short-term fluctuations is:

(a) seasonal variation

(b) cyclic variation

(c) irregular variation

(d) all the above

A lock-out in a factory for a month is asso-
cialed with the component of a time series:
(a) irregular movement

(b) secular rend

(¢) cyclic variation

(d) none of the above

The general decline in sales of cotton clothes
is attached 1o the component of the time
series:

(a) secular trend

(b) cyclical variation

{c) seasonal variation

(d) all the above

‘The sales of a departmental store on Dushera
and Diwali are associated with the compo-
aent of a time series:

{a) secular trend

(b) seasonal variation

(c) irregular variation

(d) all the above

‘The consistent increase in production of ce-
reals constitutes the component of a time
series:

(a) sccular trend

(b) seasonal variation

(c) eyclical variation

(d) all the above

Secular trend is indicative of long-term vari-
ation towards:

{(a) increase only

(b} decrease only

Q.15

Q.16

Q.17

Q.18

Q.19

(c) either increase or decrease

(d) none of the above

Linear rend of a time series indicates to-
wards:

(a) constant rate of change

(b) constant rate of growth

(c) change in geometric progression

{d) all the above

Method of least squares to fit in the trend is
applicable only if the trend is:

(a) linear

(b) parabolic

{c) baoth (a) and (b)

(d) neither (a) nor (b)

Seasonal variation means the variations oc-
curring within:

(a) a number of years

(b) parts of a year

{c) parts of a month

(d) none of the above

Salient factors responsible for seasonal vari-
ation are:

(a) weather

(b) social customs

(c) Festivals

(d) all the above

Cyclic variations in a time series are caused
by:

(a) lockouts in a factory

(b) war in a country

() floods in the states

(d) none of the above

Irregular variations in a time series are
caused by:

(a) lockouts and strikes

(b) epidemics

(c) floods

(d) all the above

Trend in a time series means:

(a) long-t regular

(b) short-term regular movement

(c) both (2) and (b)
(d) neither (a) nor (b}
The terms pi ity,




Q.49

Q. 50.

Q.51

Q.52

Q.53

(a) multiplicative model only

(b) additive model only

{c) multiplicative as well as additive model

(d) none of the above

In ratio to trend method for seasonal indi-

ces, the indices become free from trend com-

ponent of the time series by:

(a) subtracting the trend value for each cor-
responding value

(b} taking the ratio of each seasonal value
1o the corresponding trend value

(c) taking the ratio of cach trend value to
the corresponding seasonal value

(d} none of the above

In ratio to trend method the median of the

trend free indices for each period repre-

sents:

(a) the seasonal indices

(b) cyclic variation

(c) irregular variation

(d) none of the above

Ratio to trend method for seasonal indices

provides good resulls if:

{(a) the periods are of long duration

(b) the periods are given six monthly

(c) the periods are of short duration

(d) all the above situations

The best method for finding out seasonal

variation is:

{a) simple average method

(b} ratio to moving average method

{c) ratio to trend method

(d) none of the above

In ratio to moving average method for sea-

sonal indices, the ratio of an observed value

to the moving average remove the influence

of:

(a) trend

(b) cyclic variation

(c) trend and cyclic variation both

(d) none of these

The moving averages in a time series are

free from the influences of:

(a) seasonal and cyclic variations

(b} seasonal and irregular variations

Q.55

Q.56

Q.60

Q. 61
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(c) trend and cyclical variations

(d) trend and random variations

Link relatives in a time series remove the
influence of:

(a) the trend

(b) cyclic variation

(c) irregular variations

(d) all the above

Cyclic variations are interwoven with:

(a) trend

(b) seasonal variations
(c) irregular variations
(d) all the above
Residual method for
time series consists of:
(a) removing the trend from the series
{b) removing the seasonal variation from
the series

removing the influences of trend, sea-
sonal and irregular variations

none of the above

ing cycles in a

(€)

(d)
First difference method for isolating cycles
is applicable if observations pertain to:

(a) yearly data

(b) quarterly data

- (c) monthly data

(d) any data

Graphically cycles of a time series are iden-

tifiable through:

(a) troughs and crests

(b) concave and convex portions

(c) cups and crests

(d) all the above

In percentage ratio method of measuring

cyclic variations one finds:

(a) actual changes

(b) relative changes

(c) per cent ratio changes

(d) all the above

Reference cycle analysis method of meas-

uring cyclic variations was developed by:

(a) Delhi school of economics

(b) National Bureau of economic Research,
US.A



Q.78

Q.79

Q.80

Q.81

(b} trend is curvilinear only
(¢) the value Y is not a function of time ¢
(d) none of the above

To which component of the time series, the

term recession is attached?

(a) trend

(b} seasonals

(c) cycles

(d) random variation

If the slope of the trend line is positive, it

shows:

(a) rising trend

(b) declining trend

(¢) stagnation

(d) any of the above

The equation of the parabolic trend is,
Y=46.6 + 24X - 1332

If the origin is shifted backward by three

years the equation of the parabolic trend

will be:

(a) ¥=27.7-54X - 1.3x2

(by ¥=51.1 -54X - 1.3x2

(€) ¥=27.7 +10.2X - 1.3x?

(d) none of the above

If the equation of exponential trend with
1989 as origin is
¥=15 (1.8,
the of the
1991 as origin will be:

(@ ¥=15 (13)°

(b) ¥=48.6 (1.8

{c) ¥ =462 (18"

(d) ¥=I5/18)Y

Out of a number of models fitted to a time
series data, the best model can be adjudged
by:

(a) the estimates of the parameters

(b} the value of residual sum of squares
{c) the shape of the curves

(d) all the curves

The seasonal indices for each month or quar-
ter of different years are called:

(a) chain relatives

ial trend with
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(b) link relatives

(c) typical seasonals

(d) specific seasonals

Time series analysis helps to:

(a) understand the behaviour of a variable
in the past

(b) predict the future behaviour of a vari-
able

(c) plan future operations

(d) all the above

Q. 84 The averages of the specific seasonals for

months or quarters for a number of years of

a time series are known as:

(a) erratic fluctuations

(b) mean seasonals

(c) typical seasonals

(d) all the above

In spite of merits of least square method for

trend, the limitation is that:

(n) predictions based on trend ignore other

components of time series

this method is not applicable for a

number of growth curves which follow

business trends

both (a) and (b)

neither (a) nor (b)

®)

(5]
[C)]

ANSWERS

SECTION-B

(1) Chronological (2) P (3) Werner Z. Hirsch
(4) real behaviour (5) predict (6) time series (7) not
absolutely (8) influences (9) four (10) secular trend
(11) editing (12) calendar (13) prices (14) popula-
tion (15) seasonal (16) seasonal (17) cycles (18)
30.417/No. of days in the month (19) 30.5/No.
of days in the month (20) prosperity; recession
(21) four (22) cycles (23) irregular (24) three
(25)Y=TxSxCx/(26)Y=T+5+C+1(2T)
multiplicative (28) hardly (29) additive (30) free-
hand (31) semi-average (32) seasonal; cyclic (33)
short-term fluctuations (34) straight line (35) infor-
mation is lost (36) projections (37) cycles (38)

h ical (39) reg ion (40) most exact (41)
interpolated (42) linear; curvilinear (43) n™ degree
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polynomial (44) geometric trend (45) ¥ = ab® (46)
Y= ab® {47) trend; cycles (48) 100 x No. of seasons
{49) zero (50) cyclic; irregular (51) periodic aver-
age; grand average (52) mean; median (53) inferior
(54) short duration (55) best (56) seasonal; irregular
(57) trend; cyclic (58) seasonal x irregular (59)
median; mean (60) flexibility (61) Karl Pearson (62)
preceding [63) chain relatives (64) irrl:gula.r {65)
trend; Is (66) lity (67) 1 g (68)
relative changes (69) same month l’?[l] Nauonnl
B of E R h, U.S.A (T1)

time series (72) forecasting (73) Fourier series (74)
T, § and C (75) linear function (76) yearly data (77)
seasonal component (78) yearly (79) secular trend
(80) business cycles (81) S, € and  (82) parabol

(37 a
“3)c
(49 b
(55)a
(61)b
6MNe
{M3)e
(79 a
(85) c

(38) b
(44) a
(50) a
(56) ¢
(62)d
(68) d
T4 e
(80) ¢

(39 e
45) ¢
5he
(3T c
(63) b
69) ¢
(75) a
(8l)b

(40) a
(46) a
52)b
(58) a
(64) c
(70) a
(76) d
(82)d

4y b
4N c
53¢
(59 d
(65)d
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(e
(83)d

42) b
{48) ¢
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Chapter 17

Index Numbers

SECTION-A

Short Essay Type Questions

What is the rationale behind index bers?

In 1, index b

Q1
Ans. E ic ph is dy in na-
ture. Hence, one wants to know the stale of cco-
nomic activity at a particular time, space or situation
as compared to some other time period, place or
situation, particularly in respect of the value of prod-
ucts and services. In this endeavour, one finds a
special type of average which provides a measure of
relative changes from time to time or place to place.
Index numbers are also known as economic barom-
elers becavse they reveal the state of inflation or
deflation.,

Q.2 Define index numbers.
Ans. An index number is a measure of relative
change in the value added by a variable or a group
of related variables over time or space. Many econo-
mists and have defined index

in their own way. Some of them are g

g s are used to measure
changes over time in magnitudes which are not
capable of direct measurement.

Wessel, Willet and Simone: An index number is a
special type of an average that provides a measure-
ment of relative change from time to time or place to
place.

Clark and Schkade: An index ber is a p

age relative that compares economic measure, in a
given period with those some measures at a fixed
time period in the past.

AM. Tuttle: An index number is a single ratio
(usually in percentages) which measures the com-
bined (ie., averaged) change of several variables
between two different times, places or situations.
L.R. Conor: In its simplest form it rep a
special case of an average, generally a weighted

below:

Irving Fisher: The purpose of index number is that
it shall fairly represent, so far as one single figure
can, the general trend of the many diverging ralios
from which it is calculated.

John L Griffin: An index number is a quantity which
by reference to a base period, shows by its variations,
the changes in the magnitude over a period of time,

2 piled from a sample of items judged to
be representative of the whole.
A.L. Bowley: Index numbers are used 1o measure
the changes in some quantity which we cannot ob-
serve directly.
M.M. Blair: Index numbers are the signs and guide
posts along the busi highway that indicate to the
businessman how he should drive or manage his
affairs.
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Q.3 What are the characteristics of an index
number?

Ans. Following characteristics of index numbers
are observed almost in all cases:

(1) Index numbers are expressed in percentages
which make it feasible to compare any two or
more index numbers.

They are of comparable nature at any two
timings or places or any other situation.
Index numbers are a sort of averages, usually
weighted averages, which always pertain to
two periods, one is known as the base period
and the other, the current peried. The two are
always comparable with cach other.

Index numbers measure changes in some
quantities which cannot be abserved directly.

Q.4  What are the uses of index numbers?

Ans.  Various uses of index numbers are as fol-
lows:

(i) An aid to framing of policies: Fixing of wages
and dearness allowance is mainly based on con-
sumer price index. Many other economic policies
are guided by index numbers like volume of trade,
fixing of wholesale and retail prices, etc.

(i) To find trend: Index numbers measure the
changes from time to time which enable us to study
the general trend of the economic activity under
consideration. As a of average change in an
specified group, the index number may be used for
forecasting.

(iii) To assess the purchasing power of money: The
consumer price index helps in computing the real
wages of a person. If a person was getting Rs. 300
per month in 1960 and Rs. 3000 per month in 1990,
his real wages have increased or decreased - can be
assessed wilh the help of index number.

(iv) For adjusti ional i Index b

(ii)

(iii)

(iv}

449

temporal or cross-sectional changes at a point of
lime over some previous time. All those phenomena
which cannot be measured directly like consumer
price index, price index, price level, ete., are meas-
ured with the help of index numbers.

Q.5 Delincate the limitations and/or lecunac of
index numbers.

Ans.  Index numbers are extensively used in eco-
nomic analysis. They are not devoid of lecunae and
limitations. The some are discussed below:

(i)  The errors of sampling: Since index numbers
are based on sample data, all those errors which are
involved in sampling procedure creep in the con-
struction of index numbers. So the index numbers
may not present the true picture.
(1) Subjectivity in the construction of index num-
bers: There is no definite rule which makes one to
declde about lhe base year, number of commodities,
ghts, e, ete. Allthis depends
on the purposc ul' index numbers and the person
making decisions. So, an element of subjectivity is
involved in the construction of index numbers.
(i) Adjustment for changes: With rapid scicntific
advancement, change in outlook, taste and quality
of material, it is difficult to make exact adjustments
in the construction of indices, Hence, index numbers
may not be the true measure of change.

(iv) Formula error: All formulae known so far for
index numbers suffer from one or the other defi-
ciency. For example, Laspeyre’s formula generate
an upward bias in index number, whereas Paasche’s
formula a downward bias. So the choice of a for-
mula is a problem as it may introduce bias in index
number.

(v} Choice of the type of average: Index numbers
are a special kind of averages. Since various aver-
ages p different virtues and limitations, it is

are used for dcﬂntmg the net national product (NNP)
or nel national income (NNI) converted at current
prices. The deflated net national product or income
represent the NNP or NNI at constant prices under
inflationary conditions.

(v) A measure of comparative changes: The main
purpose of index number is to measure the relative

not possible to say that a particular average is abso-
lutely good for index number. Of course, arithmetic
and geometric means are frequently used.

(vi) Errors in collection of data: After all index
numbers are calculated from the data collected
through surveys. If the data are not collected accu-
rately ling prices, « ption, production,
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elc., the index number will definitely be mis-
leading.
Q.6 What type of index numbers are usually cal-
culated?

PROGRAMMED STATISTICS'

purpose. If the purpose is not stated clearly and
unambiguously, the index number will do no good
as an economic barometer. '

(ii) Selection of base period: All index bers are

Ans. Index numbers are constructed in
activity covering a wide range of aspects. Different
kinds of usually ¢ d index numbers are:
(i)  Price index numbers: These are the m.oslly
used index t which the g
change in the retail or wholesale prices of a
commodity or a group of commodities at current

period as d 1o some p period known
as base year,

(i) Quantity index numbers: This is another im-
portant of index which

the L]I.nﬂgl:s uc«.urrmg in the quantity of goods de-
produced, imported or exported,

ele.

(iii) Consumer price index: In common parlance it
is also known as cost of living index, though the two
are not exactly the same. Consumer price index is a
special kind which is constructed Tor the prices of
only the essential items. Such a list of items is known
as basket.

(iv) Value index: This compares the total value of
certain item(s) at a point of time as compared to a
base period. We know that the total value is the
product of the price and quantity. This type of index
is used in sales of a company, foreign trade, elc.
(v) Diffusion index: It reveals the changes in a
group of time series indicating the turning point of
an economic cycle.

Q.7 Discuss various problems involved in the
construction of index numbers.

Ans. No index number is an all-purpose index
number. Hence, there are many problems involved
in the construction of index numbers, which are o
be tackled by an economist or statistician. They are
briefly discussed below:

(i) Purpose of the index number: The first and
foremost objective is to clearly delineate the pur-
pose of index number for which it is going to be
constructed. All other factors involved in the con-
struction of index numbers mostly depend on the

d in refe to a period against which
the comparisons are to be made. Such a reference
period is known as base period. The index for base
period is always taken to be 100. As a maiter of fact,
the base primarily depends upon the purpose of the
index number. Still there are certain requirements
for an ideal base period.

(a) It should be a normal period in the sense that
it should be free from epidemics, earthquakes,
war, etc. A perfect normal period is not easy
to obtain, hence 2-3 years average is some-
times taken as a base year.

(b) The base period should not be a distant past
as the technology and circumstances changes
with lapse of time.

(iii) Collection of data: Data are to be collected on
the items which are to be included in the construc-
tion of index numbers. The choice of items totally
depends on the purpose of index number. The infor-
mation - usually the prices, consumption or demand
- should be collected carefully from the units se-
lected in the sample.

(iv) Selection of weights: All items do not carry the
same importance with regard to their consumption
or requirement. For instance, butter is less important
than milk, fruits are less important than vegetables,
etc. Hence, the items are to be weighted according
to their relative importance. Sometimes people use
unweighted indexes but rarely so.

(v} Choice of the average: An index number is a
special type of average. Hence, which type of aver-
age should be used, need thoughtful consideration.
Usually three types of averages are used given in
order of their priority:

(1) Geometric mean (G.M.)

(2) Arithmetic mean (A.M.)

(3) Median

(1) Geometric mean is the most preferred one
because:

{a) index numbers deal with ratios and pro-
portions.
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(b) index numbers give equal weights to
equal ratio of changes,
{c) extreme values do not receive undue
weights,
(d) geometric mean based indices are revers-
ible.
2

treme values, Still it is widely used because
of casiness of computations.
(3) Median ig completely the

ues. But it is seldom used.
{vi) Selection of formula: The choice of a formula
for index number depends on the purpose of index
number and the data available. Anyhow, Irving Fisher
has ded a fi la, which is considered as an
ideal one and satisfies time reversal and factor
reversal tests. Still no formula can be regarded as
best because a formula may be very good in one
situation and deficient in the other.
Q.8 Discuss in general the basis of formulae
evolved for index numbers,

Ans.  Two types of formulae are in existence for
index bers namely, (i) unweighted formulae, (i)
weighted formulae.

val-

Unweighted formulae have very little use because of
their li Hence, weighted formula b
requires three things:

(i) The data regarding the ilems (for which the
index number is to constructed) for the base
and current periods. Usually the data are with
regard to prices and quantities.

(ii} The information d for the weigh
(iii} The kind of average to be used.

Q. 9 Explain the notations commonly used in in-
dex number formulae.

Ans. Commonly we use the following notations:

;= the price of the # commodity (item) in the j*
year.

q;; = the quantity of the ™ commodity (item) in
year.

v, -

i = the value of the i commaodity (item) in the j®

year which is equal to p; x g
In general j =0, 1, 2, .. k :méic' =1, 2, .., n(the
number of commodities under consideration).

Arithmetic mean is unduly affected by ex- .
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For a base year, j = 0 and current year, j = |

Py = The price index of the current period | as
compared to based period 0.

Q4 — The quantity index for the current period 1 as
compared (o base period 0.

Q. 10 Give the unweighted price index number.

Ans. The unweighted price index number for n

items for the current year 1 and base year 0 is given

by the formula,

Zp

Fyy = =100

L po;
i
fori=1,2,..,n
This formula has hardly got any utility because:
(i) different items generally have different units
of measurements, e.g., wheat Rs, per kg, cloth
Rs./m, milk Rs. per litre and hence cannot be
pooled.
(ii) the relative importance of different items is
tntally ignored.
Q. 11 Bricfly di
dex.
Ans. An unweighted quantity index for n com-
maodities can be computed by the formula,

the unweighted ity in-

L;‘i'u
QO =—.—le
' z_‘{kli
fori=1,2,..,n

‘This index suffers from the drawbacks that:

(i) different items included in the quantity index
having different units of measuremens like
petrol in litres, cereals in quintal, electric bulbs
in numbers, etc., and hence cannot be com-
bined to get an aggregated quantity.

(i1} all items carry equal importance (weights) in
this formula which is not admissible.
Q. 12 Explicate Laspeyre's price and quantity in-
dex numbers.
Ans. Laspeyre's index is also known as base year
method index. In Laspeyre’s price index, the base
year quantities (consumption, demand, production
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E i (o + ‘i‘h)
2 Poi (‘?uu +qy; )

ME _
ol

fori=1,2,..n
Q. 18 Give geometrically crossed-weight formula.

Ans.  In the Marshall-Edgeworth price index for-
mula, one may even use the geometric mean of the
quantities of the base and current years as weights,
Hence the price index formula is,

E rz,.ﬂ'u\.l"u’m L
0 T
Z;-I’m ¥ oi @i
fori=1,2,..,n

Q. 19 Discuss Kelly's fixed weight formula.
Ans.  Truman L. Kelly preferred the fixed weigl

for price index as it is not necessary to use the base
year andfor current year quantities as weight. These
may be any logically ascertained quantities. But 1o
be more sound, the average of any two or more
year’s quantitics may be taken as weight. The choice
of the type of average (A.M. or G.M.) lies with the
investigator.

The greatest advantage of Kelly's fixed weight
system is that the change in base year does not
require to determine the new weights, The fixed
weight index is quite popular in U.S.A. in the con-
struction of whole-sale price index of the Burcau of
Labour.

Note: Formulae for quantity index numbers can
conveniently be obtained from price index numbers
by replacing p by g and g by p.

Q. 20 What is meant by average of price relatives?

®

Ans. The average of the price indices calculated
for each individual commodity at a given year '|”
relative to a base year *0” is known as the average of
the price relatives. Usually the average is either arith-
metic mean or geometric mean. Price index based
on arithmetic mean is,

i3l

Price index based on geometric mean is,

2] e

EY. Edgeworth pleaded for the use of harmonic
mean as well. But it is seldom used.

for

Q. 21 Give the formulae for weighted average of
price relatives,

Ans. Commonly, the indices are obtained through
weighted price relatives. If wy, w,, ... w, are the
weights for n items price relatives, the formula for
price index based on arith mean of weighted
price relatives is,

g 2

Poi

fori=1,2,...n

If w, is taken as the base year value, i.e., w,= py, g,
the above formula reduces to Laspeyre’s formula
and if current year values, e, w,= py.q, . the above
formula is changed to Paasche’s formula.

Again the formula for price index based on geomet-
ric mean of weighted price relatives is,

vim
By = [H P“ ] x 100

Poi

fori=1,2, ., n

Q. 22 How can one judge the adequacy of a for-
mula,

Ans.  All formulae stand at equal footing based on
their own logic. Now the question arises how 1o
choose one out of many. To have some definite idea
about their exactness, Irving Fisher and some other
statisticians and economists put forth some tests or
criteria which conform to their reasonalability. A
test satisfying all the tests can be considered as best.
But no formula satisfies all the tests.

Q. 23 What is formula error?

Ans. The difference between the price (quantity)
indices due to Laspeyre's and Paasche's is known as
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We can also write,

For x Qo _ 1
Vo
If any formula does not satisfy this relation, the
error

B = For % Qo -1
Vou

is called the joint error.
It can easily be verified that only Fisher's ideal
formula satisfies factor reversal test and none clse,
That is why Fisher's formula is an ideal one.
Q. 29 What is circular test and what does is sig-
nify?
Ans. This test is an extension of time reversal test
and is based on the shiftability of the base period. In
this test we find the price indices by taking the
preceding year as base year, and the first year price
index is worked out by taking the last year as base.
If we have data for (k + 1) years at hand and cal-
culate price indices as Fyy, Ry, Poa. ooy By, and

Fig. then for the circular test to hold true, the
following relation be satisfied.

Foy % By % Py %o x By _yy, xPp=1
or By "ﬁz*st"-"*&l-m =Py

The circular test is satisfied only by the indices:
{i) based on geometric mean of price relatives,
(ii) obtained from Kelly’s fixed weight method.

Even Fisher's ideal formula does not satisfy circular

test.

Q. 30 What do you understand by test of propor-

tionality?

Ans, If all sub-indices are equal to P, then total

index should also be equal to P.

Q. 31 What is meant by test of definiteness?

Ans. If one of the sub-indices is zero or infinity,

then the total index must not be zero or infinity or

indeterminate.

Q. 32 What is being ensured through test of com-

mensurability?
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Ans. If the unit of measurement of commeodity is
changed, the value of the index must not change.

Q. 33 How can one find indices by the chain-base
method?

Ans. If there are k consecutive year's data at hand
and each time we consider the same n items (o be
included in the construction of indices, the chain-
base method consists of calculating the price index
for each year taking the preceding year as base. This
brings the homogeneity error to almost zero level.
In this method, we can use any appropriate index
number formula. All such year-lo-year indices are
called link relatives. The beauty of this method is
that the index for any year to zero base year can be
obtained by multiplying all the indices worked

out so far. Notationally, a link relative for the
year is,
P{ . ?P_u Fij-ni
-0
Py -y
for i=1,2 ..n
i=L2, ..k

Putting j= 1, 2, ..., k, we get the formula for all link
relatives.

Various indices of the series by chain base method
can be obtained by the following relations:

Fon = R
Fo=Ffu Fa
Fon=Foy P2 P = Fip Py

(as a first link)

Fou = Foy Pig Py Fpa = Fogany Flaoine

with the help of the above relations, a general for-
mula can be given as,

Previous year chain index
x Current year link relative

100

Q. 34 Give the relation of converting the chain in-
dex number to fixed-base index number.

Ans. The formula for converting the chain-base

Chain index =
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Tuble Contd.
{i) (i) (i) fiv) v)
Year Index No. base Index No. base Forward spliced Backward spliced
1970-71 1981-82 Index No. Index No.
100
1981-82 264 100 Zﬂxﬁ-w 100
107
264 x —= = 282
1982-83 107 * 100 107
EYPPLLL Y
198384 18 100 118
126
1984-85 126 264x {55 =333 126
126
1985-86 126 264 x 100 kXl 126
264 x -]I{ =362
1986-87 137 T 137
987-88 153 264 x 433 _ 404 153
1987- 100
160
1988-89 160 264 x 106" 4an 160

Q. 40 What is meant by deflating the index num-
bers and how can it be done?

Ans. Deflating the index number means, making
allowance in indices for the effect of changes in price
levels. If the g priceofla dity is doubled
as compared to a base year, the purchasing power
for that commodity is reduced to half. In this way
money value of our earning changes with the rise or
fall in prices of commodities or consumer price index.
Hence using deflation technique, the real wages,
money income index number and real income index

ber can be calculated by the following formulae.
Real wage or real income

_ Income of the year (moncy wage) %100
Price index of the current year
Money Income Index No.

_ __ Real Income
Income of base year
Real Income Index No.
_ Money Income Index No. .
Consumer Price Index No.

%100

Real income is also known as deflated income.
This technique is widely used in deflating value
series or value indices, rupee sales, inventories,
income wages, etc. Also,

1
price index
Q. 41 Per capita income of a person from 1980-81

to 1986-87 and the consumer prices index with 1980-
81 as base were as follows:

Purchasing power of money = 100

Year Income per Index Nos.
capita (Rs.)

1980-81 1627 100

1981-82 1851 103.5
1982-83 1993 103.4
1983-84 2290 109.4
1984-85 2494 1109
1985-86 2735 113.8
1986-87 2970 115.6

Find real wages and real income indices.
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index. Because it is a special purpose price index, it

needs some specific considerations. The same are

highlighted below:

(i) Selection of items: The items which are most

commonly used by the section of the people, for

whom CPL is required, are included in the basket.

The basket of goods for middle class people consists

of the following items:

(a) Food items: Wheat, rice, pulses, meat, milk,

edible oils, condiments and spices, sugar, tea,
ele.

(b) Smoking and intoxicants: Cigarettes, bidi,

betels, liquors, wbacco, etc.

Fuel and light: Firewood, coke, cole, kero-

sene, electricity, cooking gas, etc.

Services: medical, barber charges, entertain-

menl, transpori, postal expenses, etc.

(e} House rent: House rent or rental value of the
self occupied house.

(e

(dy

(N Miscellaneous: Soaps, hair oil, cream, pow-
der, crockery, utensils, etc.

Presently the total number of items included in the
basket is 110. While including the commodities,
their quality or brand has to be specified.
(i) t for quality changes: Due to

hnol and new inventions, new
products of better quality enter the market. Hence,
adjustments should be made in the prices of such
items. This makes the comparison of prices at two
occasions more realistic,

(iii) Collection of price data: Price dala should be
collected from the retailers who are patronised by
the majority of consumers. Also the prices be ad-
justed to the same units at two periods under refer-
ence. For instance, price of cloth per yard in base
period be adjusted to the price of cloth per meter in
current period, rate of rice per ser in the base year be
adjusted to Rs, per kg, etc.

(iv) Fixing of weights for CPI: Assigning weights
to prices is the usual practice in calculating the price
indices. In consumer price index, the weights are the
percentages of expenditure of each item of the goods
and services of the basket to the total expenditure.

A

weical ad
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In the calculation of consumer price index,

weights are assigned to each individual item of a
group first and then to the groups like food items,
clothing, house, fuel, etc. The whole structure of
weights is known as weighting diagram.
(v) Selection of base period: Generally the base
period for consumer price index is the year declared
by the government. The weighting diagram is based
on the budget enquiry ducted in the declared
base year. In practice, the weighting diagram deter-
mined once remains fixed for 10 to 15 years, de-
pending on the life of a series.

(vi) Imputation of expenditure: There are many
items on which the expenditure is incurred in a
family but those items do not belong to the basket.
The expenditure due to such items are distributed
amongst the items of the basket so that the total
articles are taken into account. For instance, curd
and cheese are included with milk, maize, jowar and
bajra are added to cereals. This process of adjusting
the weights is known as imputation af weights.
(vii) Selection of formula for consumer price index:
The computation of CPI is based on Laspeyre's
formula. There are two approaches which are
discussed below.

{a) Weighted aggregate expenditure method: In

this method, the prices of various items are
ighted with the respective quantities

in the base year. Thus, with usual notations

Z pyi qoi
CPl=2t——
?Pﬂ;“i‘m

fori=1,2, .., n

This formula faces the problem that
quantitative weights cannot be assigned for the
services utilised. Hence, this formula can be used
when the basket includes only bl
articles.

(b) Family budget method: This method is also
known as method of weighted relatives, The com-
putation of CPI under family budget method runs
into two steps. As a first step, the price index is
calculated for each group separately. In the second
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step, the weighted average of the group indices is
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computed which is nothing but CPL

In the first step, we calculate price relatives in
percenlages for individual items of a groups, i.e.,
i f Poi %100 . Each price relative is weighted by
the weight w;, which is usually in terms of percent-
age of expenditure. So we calculate the quantity,

(-Eﬁ- X ]00] w; . Then find the weighted average for

Poi
a group say, i group G/, over all the items of the
group for i running from | to n;. So the CPI for the
J group is,

Z[ P xlm)wﬂ
Poi
Gél e
2 ¥y
i
As a second step, the group index numbers

(Gli) are multiplied by the respective group weights.
The sum of these products divided by the sum of
group weights provides the consumer price index.
Generally the CPI is obtained on monthly basis and
is known as general index for the mid of that month.
The formula for general CPI is,

Ecg’, w;
Fo =

where f varies over all groups.

Q. 45 Whal does a consumer price index reflect?
Ans. A consumer price index does not reflect on a
particular family budget but it tells about the price
changes experienced by families on an average. To
be more specific, if the effect of price changes expe-
rienced by all the families of the population are
pooled and averaged, the average experience would
be reflected by consumer price index.

Q. 46 Differentiate between explicit and implicit
weights,

Ans.  Explicit weights are those weights which can

be exp 4 with defini e.g., the quantities
consumed or produced. In most of the studies ex-
plicit weights are used,

Sometimes items are assigned weights according
to their importance. Such weights are known as im-
plicit weights. Suppose, two varieties of wheat are
marketed. One variety is four times in demand than
the other, So it will receive four times the weight
than the weight for other variety. But such a weight-
ing system is seldom used.

Q. 47 In what respects the wholesale price index
differs from the general price index?

Ans. The wholesale price index is basically not
much different from the general price index except
for some special considerations given below:

(i) The wholesale price index gives an indica-
tion of price movement in all markets except
retail markets.

The wholesale price index quotations are taken
only from whaolesale dealers on each Friday.

(ii)
(iii) The price quotations are collected from offi-
cials as well as non-official sources.

(iv) The wholesale price index does not include
items pertaining to services like barber
charges, repairing, etc.

(v) In the wholesale price index, the commodity
weights are determined by the estimates of
commodity value of domestic production and
the value of imports inclusive of import duty
during the base year. In general, price index,
weighting system and collection of price data
are not exactly so.

Q. 48 How is the wholesale price index worked out?
Ans.  Once the data required for prices and weights
are collected, the commaodity indices are obtained as
the average of the price relatives; sub-groups or
groups indices are calculated as the weighted arith-
metic mean of commodity indices. Finally, the gen-
eral wholesale price index or all commodities index
is obtained as the weighted average of the group
indices.

Q. 49 What series of the wholesale price indices
are issued so far?
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Ans.  The first series of the wholesale price index
was issued by the Economic Advisor, Ministry of
Commerce and Industry in Janvary, 1947 with the
year ending August, 1939 as base year.

The second wholesale price index series was is-
sued in April 1956 with 1952-53 as base year. This
series was based on 112 commedities classified into
six groups namely, food; liquor and tobacco; fuel
and power, light and Iuimcams industrial raw mate-
rial; inter di finished d For
this series, 555 pnce quotations were collecl.ed from
183 official and non-official markets. In this series,
the base year was 1952-53, but weights were based
on 1948-49 information.

On the rec lation of Wholesal
dex Revision Commiltee, a new series of

Price In-

holecal
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where { varies over all items of industrial produc-
tion.

w;'s represent the weights based on the relative
importance of different outputs.

The index of industrial production throws light
on the industrial development of a country and also
the availability of industrial goods.

Q. 51 What series of index of industrial produc-
tions have been issued?

Ans. The revised series of index of industrial
prod were d by the Central Statis-
tical Organisation, Government of India, New Delhi
with base 1980-81. The industries were classified
into four categories namely, basic industries; capital
goods industries; intermediate goods industries and

price indices with base 1961-62 were issued. This
series covered 139 commodities and price data were
collected through 774 quotations. This series added
Iwo new groups namely, chemicals; machinery and
Lransport equipments.

The next series was issued in January 1977 with
1970-71 as base year. This series was comprised of
360 commadities and 1293 price quotations,

A new series of wholesale price indices with 1981-
82 as base year had been released in July, 1989 to
replace old series with 1970-71 as base. This series
comprised ol 447 items and 2371 price quolations.

It is a continuous process so long as the needs,
trends and prices continue to change.

Q. 50 What do you understand by the index of
industrial production?

Ans.  The index of industrial production (1IP) meas-
ures the changes in the level of industrial production
in a given period as compared to a base period. Here
itshould be kept in mind that it measures the changes
in the quantum of production and not in values. The
data for IIP includes the production of private and
public sectors.

The formula for computing IIP for the current
year | as compared (o a base year 0 is,

(z3)
Py =t 100

wy

consumer goods industries. The weights were
assigned to different industrial groups according to
the reports published by the Annual Survey of
Industries.

Q. 52 How index numbers are related to gross na-
tional product?

Ans. The gross national product (GNP) at factor
cost is the value of the product at factor cost atirib-
utable to the factors of production supplied by the
normal residents of the country prior to deduction of
the consumption of the fixed capital, The gross na-
tional product is equal to the value of the gross
domestic product (GDP) at factor cost plus the fac-
tor income from abroad.

The gross national product enables one to deter-
mine the degree by which the physical goods and
services have grown (or deflated) over time. The
increase in the value of goods and services due to
price rise should be eliminated. If this is not done,
there can be a deceleration in the production of
quantity of goods and services but the value of GNP
gets higher due to inflation. Hence to determine the
real economic growth, one should use price index
number to deflate to GNP value. This is achieved by
dividing GNP for the current year by an adjusiment
factor, known as deflator index number. This is how
price index number is attached with gross national
product.

Q. 53 What is the difference between the net na-
tional product and the gross national product?
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Ans. The Net national product is the value of the
product at factor cost attributable 1o the factors of
production by the normal residents of a country
after dedueting the cc ption of the fixed capital,
Whereas in the gross national product it is prior
to the deduction of the consumption of the fixed
capital.

Q. 54 Given the following information,

Groups Weiglts Group indices
Food 48 320
Fuel and lighting 12 180
Clothing 10 210
House rent 20 250
Miscellancous 10 150

find the consumer price index.

Ans. The consumer price index.

320%x 48+ 180% 12+ 210 x 10+ 250
= 20+150=10
48+12+10+20+10

- 26120
100
=261.2
Q. 55 Given the sum of the products of prices and
quantities for the current year 1 and base year 0 for
five items as,

Z pogo = 782.L py q, =1008.E pq, = 1084,

Tpy 41 =1329

On the basis of the given information show that the
data satisfies time reversal test.

Ans. For Fisher's ideal formula,

'IO&# 1329
By = Exm =100

= 135.19
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1008 782
Py = |——x——x 100

and Tio = Y1329 * 084

=73.97

For the time reversal test,
13519x 7397
P x By =————

100 x 100
= 1.00

Hence the given data satisfies the time reversal test.

Q. 56 Forthe information given in Q. No. 55, show
that the data satisfies factor reversal test.

Ans. Fisher's ideal index number,

3
By = [ 008, 1329 00
782 1008
=135.19
and Fisher's ideal quantity index number

10081329
. [loos 1329 00
Qo =752 * 1084

1084 1329 1008 13
By Oy = | X e ¢ o 5 e ¢ |00
o1 Qor stz“wos"?sz“mm"

Thus,

_ 1329
T

? Pii i
?Pm Hoi

Hence, the given data satisfies factor reversal test.
Q. 57 1In the section of middle class people in cities
A and B, a survey revealed that the expenditure in
city A for food and other items was in the ratio of
60:40 and that in the city B it was in the ratio of
50:50. If the consumer price index for city A in 1991
is 350 and that of city B 300, then find the price
indices for the groups (i) food, and (ii) other items.
Ans.  Let the CPI for food group is x and other
items groups y.
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Making use of the formula for CPI, for city A, E poi Goi = 47, Z po; gy = 51.E py; qo; = 67,

60x +40y

m"-:_ﬁm Zpyiqy =84
and for city 8, L ?Pu T g7

50x+50y _ (P)-§quu T

50+ 50
Solving the two equations we get, x =550 and y = Z gy Poi 51
. . L =1 =

50, It means that the price index for food is 550 and (9)= 40 Por T
other items 50. e

Q. 58 The prices and quantities consumed for three Epu s
items A, B and C during the base year 0 and current P(p) =~ i g4

year | were as follows: B L po; i T

Cennmodity Base year Current year

}E‘J‘u Pi g4
Price  Quantity  Price  Quantily (@)= Zqo; Pui = E
s 4 ” 4 i
A 2 6 3 s Now
B 3 5 6 Lip) 6741 67
c 5 4 6 7 L(g) 5147 SI
For the given data prove that, P(p) _ 8451 _67
L{p) - P{p) Plg) 84/67 51
Lig) Pla)
Lp) _p(p)
Ans. From the given data we get, Therefore Lig)  plg)
SECTION-B
Fill in the Blanks
Fill in the suitable word(s) or phrase(s) in the 5. Index numbers alwaysinvolve ____ pe-
blanks: riods or places.
1. Index numbers are known as 6. Index bers help in framing of 3
o 7. The trend of economic activity can be studied ~
2. Index numbers measure changes over time in with the help of

magnitudes which are not capable of 8. Index numbers can be used for

9. Index numbers help to assess the .
3. An index number is a special type of 10. Price indices are - used.

i 11, Consumer price index is alsc known as
4. Index bers are exp d in .




54,

55.

9

59.

61

62,

63,

67,

2

70,

71

The condition for the circular test to hold
gouod with usual notations is

Circular test is satisfied only by the indices
based on .
Indices base on Kelly’s fixed weight method

satisfy test,

Circular test satisfied by Fisher's
ideal formula.

The relation b price ind of the
type Py, = Py, P, comes from

method,

In the chain-base method we find indices in
respect of as base period.

The indi btained sequentially with pre-

ceding year as base are known as .

In the chain-base method, addition and dele-

tion of items is

In the chain-base malhod. weights can
be adjusted on any stage.

Indices calculated by the chain-base method

are free from

The chain-base indices are not suitable for
comparisons.

Base shifling is required to make the two

series of indices

Combining of two series ot‘ indices with dif-

ferent base periods into one series with com-

mon base period is known as .

If an old series is connected with a new se-

ries of index numbers, it is known as

If a new series of index numbers is con-
nected with an old one, it is called

Deflation of index numbers helps to deter-
ming

Consumer price mdex indicates
in prices of items of a basket at a point of
time as compared to a base period.

Cost of Ii\ring index is same in general sense
as

Purchasing power of money can be assessed
through

73.

74,

75.

76.

78,

9.

82,

89,
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Consumer price index is mostly used for fram-

ing .

Dearness allowance of a certain cadre of peo-

ple is fixed on the basis of

Cost of living at two different cities can be

compared with the help of

Consumer price index helps 1o evaluate
of money.

‘The list of items included in the comp

of consumer price index is known as

For consumer price index, the pﬂce data
should be collected from

Weights used in the computation of consumer
price index are usually the on
each item and groups.

Inclusion of expenditure on items not included
in the baskel in the calculation of consumer
price index is known as

The most popular method ofcompuung con-
sumer price index as

Consumer price index tells aboul
experienced by the population on an aver-
age.

Weights which can be expmsed with defi-
niteness are called

The pnm movement in all thn markets ex-
cept is indicated by

The industrial development of a country is
reflected by

The gross national producl value is deflated
through

The adjustment factor used to deflate the gross
naticnal product is known as

The production of a country at factor cost by
the residents of a country after deducting the
consumption of fixed capital is known as

Family budget methed is also known as

An upward bias is given by for-
mula.
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9.

92.

95

Paasche’s index number gives

bias.

Unit test ensures the indcmndcm:: of index
numbers from

The consumer price index for April, 1985
was 125, The food index was 120 and for
other items 135. The pcrcenlage of total
weight given to food is

If the salary of a person in the base year is

3
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and miscellaneous items are Rs.

and Rs. respectively.

Fisher's ideal formula does not satisfy
lest.

Weighted geometric mean of relatives with

fixed weights does not satisfy test.

. Weighted arithmetic mean of price relatives

with fixed weights satisfies of the
time reversal, factor reversal and circular tests.

Rs. 2000 per annum and in the current year 100. Simple arithmetic mean of price relatives does
Rs. 5000. The CPL is 325, then the allowance not satisfy tests.
required to maintain the same standard of 101 If all the sub-indices are equal to a value P
living is Rs. . and total index is also equal to P, then it is
If the percentage of expenditure on five sntlffylng. the l:si.of .
groups of commodities is 30, 15, 25, 20 and 102, Unit test is not satisfied by index.
10 and group indices 190, 180, 140, 120and 103, If on changing the unit of measurement of
100, then the consumer price index is commodities, the index number remains

. same, then is said to fulfil the requirement of
The total expenditure of a family is Rs, 2500 the test of
per month and he spends Rs. 1000 on food, 104, Splicing is very uscful for comparison be-
Rs. 300 on clothing, Rs. 800 per month on tween and index
rent and has no record of expenditure on numbers.
light and miscellaneous groups. If the group 105, Test of definiteness ensures that if a sub-
indices are 190, 180, 140, 120 and 100 and index is zero or infinity, then the total index
CPI as 160, the family expenditure on light mustnothe _____ or .

SECTION-C
Muitiple Choice Questions

Select the correct alternative out of given ones:
Q. 1 Index numbers reveal the state of:

(a) inflation

(b) deflation

(¢) both (a) and (b)
(d) neither (a) nor (b)

Q. 2 Index numbers are also known as:

(a) economic barometers
(b) signs and guide posts
(c) both (a) and (b)

(d) neither (a) nor (b)

Q. 3 Index number is a:

(a) measure of relative changes

(b} a special type of an average
(c) a percentage relative
(d) all the above

Q. 4 Index numbers are expressed:

(a) in percentages

(b} in ratios

(e) in terms of absolute value
(d) all the above

Q. 5 Index numbers help:

(a) in framing of economic policies

(b) in assessing the purchasing power of
money

(c) for adjusting national income
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Q. 10

o

Q.13

(d) ali the above

The error(s) involved in the construction of
index numbers isfare:

(a) error of sampling

(b) formula error

(c) error in collected data

(d) all the above

Element of subjectivily is involved in index
numbers due to:

(n) choice of base year

(b} selection of weights

(c) choice of commodities

(d) all the above

Most commonly used index number is:
() Diffusion index number

(b) price index number

() wvalue index number

(d} none of the above

One of the limitations in the construction of
index numbers is:

() the choice of the type of average
(b) choice of investigators

(¢) choice of variables to be studied
(d) all the above

Consumer price index number is constructed

for:

(a) a well defined section of people

{b) all people

(¢} factory workers only

(d) all the above

Diffusion index reveals the changes in:

(a) elite

(b} industrial production

(c) a group of time series

{d) none of the above

The first and fore most step in the construc-

tion of index numbers is:

(a) choice of base period

(b} choice of weights

(¢} to delincate the purpose of index
numbers

{d) all the above

Base period for an index number should be;
(a) aycar only

Q.14

Q.15

Q.16

Q.17

Q.18
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(b) a normal period

{c) a period at distant past

(d) none of the above

Data for index numbers should be collected
from:

(a) the retailers

(b) the wholesale dealers

(c) the selected group of persons

(d) none of the above

Most preferred type of average for index
numbers is;

(a) arithmetic mean

(b} geometric mean

{c) harmonic mean

(d) none of the above

Most frequently used index number formu-
lae are:

(n) weighted formulae

(b) unweighted formulae

(c) fixed weight formulae

(d) none of the above

The unweighted price index formula based
on n items is:

(@ [EI Pl Poi

£ P00
i-lpm.

(b)

Z py
© Z—
EPoi
(d) none of the above
Unweighted price index formula is:
(a) most frequently used
(b) seldom used
(c) the best
(d) all the above
Laspeyre's index formula uses the weighis
of the:
(a) base year
(b} current year

x100
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Q. 46

Q. 48

(€) PyiPy=1

(d) Py+Py=1

The discrepancy (Py, x Py = 1) is termed
as:

(a) joint error

(b) homogeneity error

(c) formula error

(d) none of the above

Factor reversal test was invented by:

(a) Walsh

(b) A.L. Bowley

{¢) John L. Griffin

(d) Trving Fisher

The condition for the factor reversal lest to
be satisfied with usual notations is:

() R Qo = Vo
Py = Oy
(h) X0
Vou
For % Qi
) ————=1=0
Vou

(d} all the above

The condition for the price indices to satisfy
the circular test for four years data is:

(@) Py PPy Py=1

(b) Py Py Py Pyy=1

(€) Py + P+ Py=Fy

) P+ Pyu+Py =1

Circular test for prices indices is satisfied
by the formula:

{a) based on geometric mean of price rela-
tives

obtained by Kelly's fixed weight
method

(¢) both (a) and (b)

(d) neither (a) nor (b)

Fisher's ideal formula does not satisfy:

(a) time reversal test

(b} circular test

(¢} factor reversal test

(d} unit test

(b

Q.53

Q.56

Q.58
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Year-to-year indices in the chain-base
method are called:

{a) chain indices

(b) link relatives

(c) fixed base indices

(d) all the above

The relation between fixed base indices P,
Py Py and the chain-base indices Py, P,
Py s

@) Py =Py Py Py
(b) Pyy= Py, Py

(©) Py Py=Py Py
(d) all the above

Indices caleulated by the chain-base method
are almost free from:

(a) homogeneity error

(b) seasonal variations

{c) rigidity of weights

{d) ail the above

When the indices given for a number of
years are to be worked out to a new base
period, this phenomenon is known as:

(a) splicing

(b) base shifting

(c) both (a) and (b}

(d) neither {a) nor (b)

Combining of two index number series hav-
ing different base periods into one series
with common base period is known as:

(a) splicing

(b base shifiing

(c) both (a} and (b)

(d) neither (a) nor (b)

If the old series is connected, with the new
series of index numbers, it is known as:
{a} base sifting

(b) backward splicing

(¢} forward splicing

(d) none of the above

If the new series is connected with the old
series, it is known as:

(a) base shifting

(b) backward splicing
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Q.73

Q.74

Q.75

Q.76

Q.77

{c) GNP > NNP
(dy GNP = NNP

Factor reversal test permits the interchange
of:

(a) base periods

(b) price and quantity

(¢) weights

{d) none of the above

The consumer price index in 1990 increases
by BO per cent as compared to the hase
1980. A person in 1980 getting Rs. 60,000
per annum should now get:

(a) Rs. 1,08000 per annum

(b) Rs. 72,000 per annum

(¢) Rs. 54,000 per annum

{d) none of the above

If a family spends on food, housing and
clothing in the ratio of 5:3:2 and experi-
ences the rise in prices of these heads by 40,
30 and 20 per cent respectively, the family
budget will be increased by:

(a) 33 per cent

(b} 30 per cent

(¢) 27 per cent

(d) none of the above

If the index number for 1990 to the base
1980 is 250, the index number for 1980 to
the base 1990 is:

(a) 4

{b) 40

(c) 400

(d) none of the above

If Laspeyre’s price index is 324 and
Paasche's price index 144, then Fisher's ideal
index is:

(a) 234

(b) 180

(c) 216

(d) none of the above

If the consumer price index for 1994 is 800,
then the purchasing power of a rupee is:
(a) 0.125 paise

(b) 125 paise

(c) B paise

(d) none of the above

Q.78

p)

Q. 82
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The ct price index bers for 1981
and 1982 to the base 1974 are 320 and 400
respectively. The consumer price index for
1981 to the base 1982 is:

(a) 125

(b) 80

(c) 128

{d) none of the above

The index number for 1985 to the base 1980
is 125 and for 1980 to the base 1985 is 80.
The given indices satisfy:

(a) time reversal test

(b) factor reversal test

() circular test

(d) all the above

The price relatives for three commodities
are 125, 120 and 130 with their respective
weights 5, wand 8. If the price index for the
set is 1125.25, the value of w is:

(a) 6

(b) -7

(c) 7

(d) none of the above

If the group indices are 80, 120 and 125 and
their respective group weights are 60, 20
and 20, the consumer price index is:

(a) 108.33

(b) 97.00

(c) 98.49

(d) none of the above

Which index satisfies factor reversal test?
(a) Paasche’s index

(b) Laspeyre's index

(c) Fisher's ideal index

(d} Walsh price index

If a sub-index is zero, then the total index
must:

(a) be zcro

(b) be infinity

(c) indeterminate

(d) not be zero

If the unit of measurement of a commodity
changes, the value of index number:

(a) also changes

(b) remains same
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(¢) increases
(d) decreases
If all the sub-indices are equal to P, then the
total index will be:
{a} equalto P
(b} equal o 100
(¢} equal to |
(d) equal to 0.
Q. 86 The property, that on changing the unit of
of ac dity, the index
number does not change, is called:
(a) test of equality
{b) test of homogeneity
{e) test of commensurability
(d) test of proportionality

The property that a sub-index is zero or
infinity but the otal index is not zero or
infinity is known as:

(a) test of randomness

(b} factor reversal test

(c) test of definiteness

(d) none of the above

The property that in case of all sub-indices
being P resulting into total index equal to P,
is lermed as:

(a) test of randomness

(b} test of proportionality

(€) test of definitencss

(d) test of commensurability

Q.88

Q. 89 Index numbers are the special type of:

{a) averages

(b} percentage relatives

() ratios

(d) all the above

The index that indicates the progress or re-
cession of an economic cycle in a group of
thne serics is:

{a) value index

(b) gquantitative index

(c) diffusion index

() all the above

PROGRAMMED STATISTICS
ANSWERS

SECTION-B

(1) economic barometers (2) direct measurement
(3) average (4) percentages (5) two (6) policies (7)
index numbers (8) forecasting (9) real wages (10)
frequently (11) cost of living index (12) time series
{13) sales of company (14) normal period (15) bet-
ter representative (16) relative importance (17) geo-
melric mean (18) arithmetic mean (19) equal (20)
reversible (21) weighted (22) Irving Fisher (23) lit-

tle (24) [z_q”/z_:qw] % 100 (25) base year (26) base

year method (27) 1871 (28) French economist (29)
German statistician (30) Current period (31) given
year method (32) 1874

(33) {? Pu ‘J'u/?f’m er]" loo

(34) [T"“J'lf Pu/":‘?ni s"l.:l]x 100

(35) arithmetic mean (36) JLx P (37} geometric
mean (38) combined quantities (39) Marshall and
Edgeworth (40) Kelly's (41) formula error (42) sam-
pling error (43) homogeneity error (44) 0; 1 (45) no
unique (46) no binary (47) Lesser (48) poorer (49)
time reversal (50) joint error (51) time reversal; fac-
tor reversal (52) Py, x @, =V, (53) joint error (54)
Py PPy Py nE P = 1(55) geometric mean
(56) circular (57) is not (58) chain base (59) preced-
ing period (60) link relatives (61) easily feasible
(62) easily (63) seasonal variations (64) long range
(65) comparable (66) splicing (67) forward splicing
(68) backward splicing (69) real wages (70) rise or
fall (71) consumer price index (72) consumer price
index (73) wage policy (74) consumer price index
(75) consumer price index (76) purchasing power
(77) basket (78) retailers (79) percentages of ex-
penditure (80) imputation of expenditure (81) fam-
ily budget method (82) price changes (83) explicit
weights (84) wholesale price index (B5) index of
industrial production (86) price index number (87)
deflator index number (88) net national product (89)
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method of weighted relatives (90) Laspeyre’s (91)
downward (92) units of measurements

©3) 66.6?%[Him: 1205+ (100- 9135 125]

100
. 325
(94) ISDI][Hml: mxm =6500; Amt. reqd.

= (6500 - 5000)]
(95) 153 per cent (96) 200; 200 (97) circular (98)
factor reversal (99) none (100) time and factor
reversal (101} proportionality (102) simple aggre-
gative index (103) commensurability (104) new;
old (105) zero; infinite

SECTION-C

(he Qe
(Md (B)b
(13)b (14)d
(19a (20c
(25)c (26) b
(3Dd (32)b
(3Ma (38)b
@b e
“@9a (50)c
(55)b (56)a
6)c (62)b
(67)d  (68)a

(3)d

9)a
(15)b
2l b
2D a
(33)c
A9 ¢
(45) a
(51)b
(5Mc
63) a
(69) b

(4ya
(10) a
(16)a
22)¢c
(28)d
(M)e
@0y c
(46) a
(52)b
(58) b
64) b
(T d

(5)d
(Ihe
(IMe
23 b
29) b
(35)d
@b
47 d
(53)d
{59 d
65y b
(MHe

(6)d
(12)c
(18) b
24)c
(30) ¢
(36)c
{42)a
{48) d
(54)d
(60) ¢
(66) a
e
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(7¥Ha (4a (75 b
(79 a
(85) a
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Chapter 18

Business Forecasting

SECTION-A

Short Essay Type Questions

Q.1 What do you understand by business fore-
casting?

Ans. The success of any business depends on its
future estimates. On the basis of these estimates, a
busi plans his p stocks, selling
markets, expansion of plants, arrangement of addi-
tional funds, curtailment of loans, etc. Forecasting is
fifferent from f and proj Regres-
sion analysis, analysis of time series, extrapolation,
index numbers are some of technigues through which
the predictions and proj are made. Whereas
forecasting is a method of foretelling the course of
business activity based on the analysis of past and
present data mixed with the consideration of ensu-
ing economic policies and circumstances. Forecast-
ing means forewarning. Forecasts based on statisti-
cal analysis are much more reliable than a mere
guess work.,

Many and statistici Jefined fore-
casting according to their own perceptions. Some of
them are quoted below,

(i) Charles W. Elliot: All business proceed on
beliefs or judgements of probabilities and not on
certainties,

(ii} H.J. Wheldon: Busi fie ing is not so
much the estimation of certain figures of sales, pro-

duction, profits, etc., as the analysis of known data,
internal and external, in a8 manner which will enable
policy to be determined to meet probable future
conditions to the best advantage.
(iii) Leo Barness: The aim of forecasting is to
establish, as accurate as possible, the probable be-
haviour of economic activity based on all data
available and to set policies in terms of these
probabilities.
(iv) Neter and Wasserman: Business forecasting
refers to the statistical analysis of the past and cur-
rent movements in a given lime series, 50 as 10
oblain clues about the future pattern of the move-
ments.
(v} T.S. Lewis and R.A. Fox: Forecasting is using
the knowledge we have at one time to estimate what
will happen at some future movement of time.
Q.2 What are the main aspects of business fore-
casting and their role?
Ans. Two main asg
(i) Historical analysis
(ii) Analysis of current economic conditions.
(i) Historical analysis: To understand the future
course of business activily, it becomes necessary to
analyse the past data and circumstances. Analysis of

of busi fc

&
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past data is very well carried through analysis of
time series which separately tell about the four com-
ponents of time series namely, trend, |

477

casts made by the manufacturer himself regarding
production, sales, dividends, etc. In this method, the
fi er analyses the time series data of his

cy-
clic variation and irregular vanation.
Trend clearly reveals the happenings of the past

own firm or company and forecasts on the basis of
pu'oja:lluns so obtained. The forecasts based on this

and indicate towards the future trend of t
activity, Study of scasonal variations discloses the
likely changes in near future whereas the study of
cyclic variations depicts the state of business, iLe.,

hether the busi is passing through the state of
prosperity, decline, depression or recovery.
(ii) Analysis of current ic conditions: The

forecasting i |s very much affected by the changﬁ in
gover icies, industrial p
taxation, traditions, fasluon. import and l:xpon war,
eic. Hence, the study of all such factors is necessary
Jor forecasting.

For a reliable business forecast, it becomes es-
sential Lo study the above two aspects.
Q. 3 Give the names of different methods of busi-
ness forecasting.

Ans. There are three basic categories of business
forecasting methods:

(i) Naive method

(ii) Barometric methods

(iii) Analytical methods

Each of these categories covers a number of
methods which are used for business forecasting.

(i) Naive method: It contains only the economic
rhythm theory.
The barometric methods cover:
{a) Specific historical analogy
{b) Lead-lag relationship
(¢) Diffusion index
(d) Action-reaction theory.
The
{a) The factor listing method
(b) Cross-cut analysis theory
(¢} Exponential smoothing
(d) Econometric methods,
Q.4 How are the forecasts made under economic
rhythm theory?
The economic rhythm theory implies the fore-

(i)

Fettred bl s

(iii}

Ans,

1 are applicable only for the individual firm
for which the data are analysed. The forecasts under
this method are not very reliable as no subjective
matters are being considered.

Q.5 Name the forecasting agency which believes
in economic rhythm theory and delineate its func-
tioning.

Ans. Standard and Poor's Trade and Securities
Service, New York, believes in economic rhythm
theory. The institute analyses duta for forecasting
according to the existing situations with a fresh
outlook.

Q. 6 What is the theme behind specific histerical
analogy method of business forecasting?

Ans.  The method is based on the famous dictum,
“history repeats itself”. Under this method, a period
from past bearing similarity to the present economic
situation is selected and a study is made how the
business movement took place under the circum-
stances. The same sort of business movements are
considered to occur now, of course with certain
amount of adjustment looking to some special cir-
cumstances.

Q.7 How does the lead-lag relationship theory
help in business forecasting?

Ans. The Lead-Lag theory of forecasting is also
known as sequence theory. This theory of forecast-
ing is based on lhe pnnclple Illat changes in business
occurin not ly. For i

the decrease in exchange rate causes the increase in
wholesale prices which eventually increase the retail
prices and consequently the salaries and wages. Thus,
the impact of inflation on wholesale and retail prices
and wages is not simultaneous but in phases one
after the other with certain lag of time. This shows
that the variables governing the business activity
have a lead-lag relationship. Under this theory, an
effort is made to determine the lag of time between
the movement of business cycles.
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The lead-lag relationships are usually developed
by the critical inspection of graphs of various series
and the correlation studies,

Q.8 In what manner did Harward index of
general business conditions consist of three predic-
tion curves, (a) speculation, the leading series, (b)
business, the coincident series and (¢) money, the
lagging series.

Ans,  The rise and fall of the speculation curves
was used to forecast the movement of business cy-
cles. It is worth pointing out that the speculation
curve and money curve have movements in opposite
directions. It means that the upturn of speculation
curve is accompanied by the downturn of the money
curve. Such a situation marks the boom in business
within few months while a reverse situation is an
indication of the recession in business,

Q.9  What are the indicators involved in lead-lag

I h of busi for ing?
Ans. Three types of indicators are involved in
lead-lag apy h of busi fe ing:

First, the lead indicators are price indices of equity
shares, bank reserves, exchange rate of currency,
borrowing from financial agencies, creation of new
companies, elc.

Secondly, the coincident indicators are employment,
industrial production index, gross national product
at current prices, business profits, wtal freight traffic,
ele.

Third, the lag indicators are | pay-
ments, total sales from retail stores, business loans
(quarterly), interest rates, inventories of finished
products, ete.

Q. 1r Whatare the limitations of lead-lag approach
of business forecasting?

Ans.  There are many li in lead-lag method
of business forecasting which are as follows:

(i) Itis not always possible to correctly interpret
the of indi variables b
ol the variability of timing and presence of
irregular movements in the series.
Selection of indicators is also a problem as
no thumb-rule is available. Many times some
indicators fail o signal at all.

(1)
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(iii) It is difficult to forecast the amplitude of the
cycles.

(iv) The lead-lag method is a supplement to the
methods of forecasting, not beyond it.

Q. 11 Which forecasting agencies make use of the
lead-Tag method?

Ans. The National Bureau of Econamic Re-
search, Massachusetts has carried out most careful
and comprehensive work on the lead-lag relation-
ship as imuated by the Harward Committee of Eco-
nomic Research in the early twenties of twentieth
century. It publishes a weekly report.

The Econometric Institute and the Index Number
Insutute, New York, analyse data and measure trends,
cycles, their lead and lag about each other or phase
differences, the sy of residuals and
econometric relationships.

¥

The institute publishes a forecasting bulletin, eco-
nomic measures.

Q. 12 Discuss the diffusion index method of busi-
ness forecasting.

Ans. The diffusion index method is based on the
principle that different factors, affecting business,
do not attain their peaks or troughs simultaneously.
‘There is always a time lag between them. This method
has the convenience that one has not to identify
which series has a lead and which a lag. The diffu-
sion index depicts the movement of broad group of
series as a whole without bothering about the indi-
vidual series. The diffusion index shows the per-
centage of a given set of serics as expanding in a
time period. It should be carefully noted that the
peaks and troughs of the diffusion index are not the
peaks and troughs of the business cycles. All series
do not expand or contract concurrently. Hence, if
more than 50 per cent are expanding at a given time,
it is taken that the b is in the p of
booming and vice-versa.

‘The graphic method is usually employed to work
out the diffusion index. The diffusion index can be
constructed for a group of business variables like
prices, investments, profits, elc.
Q. 13 In what the action
applied in business forecasting?

theory is
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Ans.  Newton’s third law of motion has been ap-
plied o the theory of economics. Enough confi-
dence has been posed in action-reaction theory
as it has been observed that in business activity,
there is always a recession afler prosperity and
prosperity after recession. This process continues
cternally,

Babson found that the area covered by a time
series or index of activity curve above the line is
approximately as much as it is below the line of
normal activity. Of course, the span of the period
of prosperity and recession are usually not the
sume.

Q. 14 Which busi for ing org;
utilises action-reaction theory and what are its pub-
lications?

Ans, The Business Statistics Organisation,
Washington, onc of the oldest organisations of
the USA founded by Roger W. Babson formerly
known as Babson's Statistical, Organisation, utilises
action-reaction theory. Ithas its affiliated organisation
in Canada named as Babson’s Canadian Reports
Lid., Toronto, Ontario.

The publications of this organisation are:
(1) Investment and Barometer (Weekly)
(i) Confidential Barometer Letter (Weekly)
(iii) Business Inventory — Commodity Price Fore-
casts (Monthly).
(iv) Babson's Washington Forecasts,

Q. 15 What is the basis of business forecasting by
the factor listing method?

Ans.  Under the factor listing method, various fac-
tors which are likely to influence the business are
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Ans.
Mernits:

(i) This method is not dependent on any math-
ematical treatment.

(i1} There is no restriction on the number of vari-
ables to be included in the process of fore-
casting.

(iii) Due weightage can be given to cach factor
according to its importance in explaining the
business condition without any hassles,

(iv) A judgement of likely turning points through
dominating variables is always easy and
handy.

Demerits:
(i) The main drawback of the factor listing
method is that it is totally subjective. Hence,
a decision about the state of business condi-
tion will vary from person to person.

(ii) The results are not precise as no mathemati-
cal analysis of data is involved.

Q. 17 Delineate the cross-cut analysis method of
business forecasting.

Ans.  The cross-cut analysis theory is just opposite
to historical analogy theory. Cross-cut analysis theory
claims that past cycles cannot be the guide for future
cycles as the factors like technological advancement,
government policies, demand, availability of inputs,
styles, fads, cte., change with the lapse of time.
Hence, a thorough analysis of all the factors under
present situations has to be done and an estimate of
the composite effect of all factors is being made.
This method takes into account the views of

identified by the analyst. Each factor is analysed to
assess whether the probable impact of the factor
upon aggregate business activity is favourable or
not. No mat} ical tool is applied for the analysis
of data. Infe es are drawn regarding the effect of
each factor on the business and then aggregated,
merely by his own judgement, to forecast the likely
state of business in near future,

Q. 16 What are the merits and demerits of the fac-
tor listing method?

gerial staff, e s, ele., prior

10 the forecast. The forecast about future state of
business is made on the basis of the overall assess-
ment of the effect of all the factors.
Q. 18 What are the drawbacks of cross-cut analysis
method?
Ans. There are two main drawbacks of the cross-
cut analysis method:

(i) The people do not express their views sin-

cerely and plainly.
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(i) It is very difficult to analyse each variable
separately and then to pool their effeet for a
business forecast.

Q. 19 Which fi ing agency the prin-
ciple of cross-cut analysis and how it operates?
Ans.  The Brookmire Economic Service, New York
emphasises the theory of cross-cul (cross-section)
analysis. Their belief is that domination of one cycle
may have little or no effect on the next cycle. The
forecasts of this service are based on this principle.
The Brookmire Economic Service has the following
publications:

(1) Brookmire bulletin

(i) Brookmire special report (Weekly).

Q. 20 How is the method of opinion polling used
for the purpose of business forecasting?

fall,

Ans. The device of poll for t
forecasting makes use of the survey reports and
opinions obtained through surveys. The theme behind
this method is that the itudes of the people
towards business can be real guide for evaluating the
real change in business conditions in near future.
For this purpose, opinions are invited from business
experts, persons in strategic positions, the sales forces
and ¢ 5. The information so obtained is ana-
lysed for business forecasts.

The forecasts made by the opinion polling method
are simple and least expensive. Opinion polling
method is suitable for short-term business forecasts.
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X, +(1=w) X, +(1-w)" X,q +
_ et (=) X,y

X =
= w) 4 (- w) (1= )™
Similarly,
I-Xm+(1—w)X,+(]—w)’X,_,+
_ st (1-w)" X -
%, (1-w)"" X, 49

Th+(=w)+(1-w) e (- w)
Taking n large and neglecting higher powers of
w and (I — w), doing certain algebraic manipula-
tions, the following relationship between the next
period forecast value X,,; and current forecast value

X, can be established.

fu—i =wk  + (I - W) _'x_l
i.e., New forecast = w x observation + (1 —w) x old

forecast X,,,, the smoothed value at the next period

is itself an average smoothed value. Now to make a
fi for each period, these smoothed
values are used to find out a change in each period.
w is called the smoothing coeflicient and w/Al —w)
the trend factor.

Since only one w is used as smoothing coefficient
in the above procedure, it is called single parameter

Q. 21 How does the method of exp ial h
ing help in business forecasting?

Ans. It is a mathematical device for improving
trend by moving average method. Under

7 ial smoothing.
The forecast for the first period is usually taken

from some old forecast if available and if not, it is
often d.

tial hing, the gned to various items
are in g ic prog Greater weights are
assigned 1o recently observed values and smaller
weights 1o distant past observations.

$ the weights in g

ferhi
B

2 ic series are:
L(h=w), (1 =wp o (1 =wy!
where 0 < we< |

and n = No. of observations.

The weighted average till the current period ¢ for n
observations X, X, ... X, _,is

The quantity (X, - X,_,} is called the error. Thus,
the forecast for the period 1 is the preceding average
X,., plus w times the error. The trend coefficient
which is required for preparing the forecast is calcu-
lated by the formula.
(Trend coeff.) 8, = w x change in smoothed value +
(1 = w) x preceding trend coefficient
The forecast F, is obtained by the relation,
F, = Smoothed value + Trend factor % Trend coeff.
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Also error in forecast,

E =X -F,
Q. 22 How 1o choose the value of weight w in
exp fal hing procedure for busi fore-

casting”?

Ans. There is no rule which governs to choose the
value of w. It is usually chosen arbitrarily. Of course,
some tips may be given to choose the value of w, If
the fluctuations in production, sales, demand, etc.,
appear to be random, a smaller value of w be cho-
sen. Also in case the actual value lurns down but the
forecast does not turn down, a larger value of w is
more suitable and vice-versa.

Q. 23 Can there be more than one parameter w
in the exponential smoothing method of fore-
casting?

Ans. It has been observed that whenever there is
a pronounced upward trend in the actual value of a
time series, the forecast resulting from the single
parameter exponential smoothing procedure is
consi Iy low. To this difficulty, a second
smoothing constant is chosen from trend itself.
Even more than two smoothing constants can be
chosen.

Q. 24 What is the role of econometric methods in
business forecasting?

Ans. Econometric methods involve economics,
istics and math The i hod:
are used to analyse an econometric system which
are useful in economic theory. Usually, in eco-
nometric methods an inter-relationship is established
between a number of variables in an economic
system,
Q. 25 What type of variables are involved in eco-
nomic methods?

Ans.  Two types of variables are involved in eco-
nomics system namely, (i) endogeneous variables,
and (ii) cxogeneous variables.

(i) Endogenous variables are those which be-
long to the economic system itself. For ex-

ample, the pr stocks, interest, rent,
prices, money reserves, employment, wages,
elc.
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(ii) Exogenous variables are those which do not
belong to the economic system but they do
affect it. For instance, politics, customs, life
style, nature, environment, etc.

Q. 26 Name three forecasting agencies which do
not believe in any single theory for the purpose of
forecasting.
Ans. Three forecasting agencies which do not be-
lieve in any single theory for the purpose of fore-
casting are:
(i) Standard and Poor’s Trade and Securitics

Service, New York.
(ii} Moody's Investors Service, New York.
(i) 1 | Statistical B New York.

Q. 27 What are the publications of standard and
Poor's Trade and Securities Services, New York.

Ans. Standard and Poor's Trade and Securities
Service, New York, publishes the following weekly
and maonthly bulletins.

(1) Industry Surveys — Trends and Projections
(ii) The Outlook
(i) The stock guide
(iv) Basic Statistics — a set of statistical bulletins
(v) Basic Surveys — irregular reports.
Q. 28 What bulletins are published by Moody's
Investors Service?

Ans. Moody's Investors Service, New York pub-
lishes two regular bulletins as given below:
(i) Moody's stock survey
{ii) Moody's Bond survey.
Q. 29 Is there any regular publication of the Inter-
ional Statistical B New York?
Ans.  Yes, Thel ional Statistical B New
York has a solo weekly publication entitled, Busi-
ness and Investment.
Q. 30 What is the position of forecasting agencies
in India?

Ans. There are no professional forecasting agen-
cies as such in India. But some big companies have

blished sep corporate pl g and fore-
casting cells. To name a few, the companies are;
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Imperial Chemical Industries, Dunlop India, Indian
Textile Corporation, Hindustan Levers, Metal Box,
Texameo and Coal India Lid.

Q. 31 In what sense does forecasting differ from
prediction and projection?

Ans. A forecast is an estimate for some future

PROGRAMMED STATISTICS

period, partly based on past and present data and
partly on subjective estimates arising out of experi-
ence and jud of the fi Whereas pre-
diction is an estimate based on the analysis of past
data for a point outside the series and projection is a
prediction based on certain assumptions.

SECTION-B
Fill in the Blanks

Filf in the suitable word(s) or phrase(s) in the
blanks:

1. The success of a business depends on

2. Forecasting is different from and

3. Forecasting involves as well as
factors.

4. Forecasts based on statistical analysis are

5. Forecasting means

6. The statement, “All business prucwd5 on be-
liefs or judgement of probabilities and not on
certainties™ was given by

7. Historical analysis is an aspect of

8. Consideration of industrial policies, taxation,
import and export for forecasting comes un-
der

9. Naive

hod of for -w.-..

10. Forecasts made under the economic rhythm
theory are applicable for
11. Specific historical analogy for fi

15. The theory based on the principle that changes
in business occur in succession is called

16. Wages are increased in succession of

17. The lead-lag theory for forecasting is utilised
by .

18. The Harward index of general business con-
ditions consisted of series.

19. Speculation curve is used to forecast the

Speculation and money curves move in
directions.

21. Upturn of speculations curve and downturn
of money curves marks the in

business.

Price indices and bank reserves work as
in lead-lag approach of forecast-

22,

ing.
23, Employment and industrial production index
are known as indicators in lead-
lag approach for forecasting.
Personal income and total sales are called

comes under the category of
methods.

12, Forecasts made under the economic rhythm
theory are based on data.

13. Specific historical analogy method for fore-
casting is based on the adage .

14, The lead-lag them'y of forecasting is also
known as

indi s in lead-lag approach
for forecasting.
In the lead-lag approach, it is difficult to fore-
cast the of the cycles.
26. The lead-lag relationship nppmm:h of fore-
casting is followed by
Dilfusion index depicts the movement of
as a whole without bothering
about the individual series.

27.
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28.

29,

1N

32

33

3s.

36

37.

In diffusion index, one finds the

of series of a set which are expanding a1 a
given time.

1f more than 50 per cent series out of a set of
series are expanding ol a given time, it is
considered that the b is in the process
of

method is used to construct the
diffusion index for a group of business vari-
ables.
In nc.uon rr.:u.hon Il'let:n':.r as applied 1o busi-
ness fi £ ity follows
and vice-versa.
The span of the period of prosperity and re-
cession in business activity are usually

The action-reaction theory for forecasting is

followed by

The factor listing method means identifying
which are likely to influence the

business activity.

The factor listing method involves

Main drawback of the factor listing method

is .

The cross-cut analysis theory is just opposite

[[+] .

Under the cross-cut analysis forecasts are

made on the basis of overall assessment of

In the cross-cut analysis method it is
to pool the effect of all factors
for forecasting.

41,

42,

43.

47.

49,

50.

SECTION-C
Multiple Choice Questions

Selaect the correct alternative out of given ones:
Q. 1 Business forecasts are made on the basis

of:

(a) present data

(b} past data

(¢} policies and circumstances
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The cross-cut analysis method of forecasting
is adopted by
The opinion polling method for forecasting
relies on the of the people.
The opinion polling method is suitable for
business forecasts,
Exponential method for forecasting is o im-
pove by .
weights are assigned to recent
observations and weight to dis-
tant past observations.

The difference between the forecast values
X, and X, at the time periods (1 + 1) and ¢
is called

If w is the smoothing coefficient in exponen-

tial smoothing method of fnrccasung, the
quantity wi(l = w) is called

Whenever there is a pronounce upward trend
in the actual values of a time series, the fore-
cast resulting from the single parameter ex-
ponential smeothing procedure is consistently

In ecc ic methods an is es-
tablished between a number of variables in
an economic system.

The variables which belong to the economic
system itself are called

The variables like customs, politics which do

not belong to economic sysiem but do affect

it are called

(d) all the above

Q. 2 Forecasting enables a businessman:

(a) to set policies for future business
(b) to know his future

(¢} to be certain about profits

(d) none of the above
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Q.18

Q.19

Q.21

Q.22

() lead-lag theory

(d) none of the above

The forecasts made by Moody's Investors

Service, New York, are based on:

(a) the action-reaction theory

(b} specific historical analogy

(c) lead-lag relationship

(d) none of the above

The diffusion index method of forecasting

makes use of:

(a} the movement of individual series

(b} broad group of series

(c) some sclected series

(d) none of the above

Under the diffusion index method, business

is considered in the process of booming iff:

(z}) more than 50 per cent series are ex-
panding

(b} less than 50 per cent series are expand-
ing

(¢} exactly 50 per cent series are expand-
ing

(d) none of the above

‘The business forecasts under the action-re-

action theory are based on the principle that:

(a) prosperity follows recession

(b) recession follows prosperity

{c) both (a) and (b)

(d) neither {a) nor (b)

The action-reaction theory for business fore-

casting was expounded by:

{a) Roger W. Babson

{b) Brookmire

(c) Harward

(d)} none of the above

Under the factor listing method for fore-

casting, one has to identify:

(a) lead factor

(b} all factors which are likely to influence
the business

(c) past time series

{d) none of the above

The factor listing method makes forecasts

by utilising:

Q.25

Q.27

Q.30
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index numbers
extrapolation

{c) no mathematical tool
(d) none of the above

The merit(s) of the factor listing method of

business forecasting is/are:

(a) it is independent of mathematical
juglery

{b) it has no restriction on the number of
variables to be studied

(c) it gives due weightage to different fac-
tors

(d) all the above

The demerit(s) of the factor listing method

of business forecasting isfare:

(a) itis fully subjective

(b) it is fully mathematical

{c) it is casy to indenlify dominating vari-
ables

(d) none of the above

The cross-cut analysis of busi fi

ing makes use of the:

(a) past series

(b) present situation

(c) both (a) and (b)

(d} neither (a) nor (b)

The cross-cut analysis method of forecasi-

ing faces the difficulty that:

(a) the people do not express their views
clearly

(b) all variables cannot be analysed indi-
vidually and then pooled

{c) both (a) and (b}

(d) neither (a) nor (b)

The method of cross-cut analysis for fore-

casting is followed by the agency:

(a) The Brookmire Economic Service,

New York

Standard and Poor's Trade and Securi-

ties Service, New York.

Babson's  Statistical Organisation,

Washington

(d) all the above

Forecasts made by the method of opinion

polling are suitable for:

(a)
]

()

(c)



Chapter 19

Statistical Techniques in

Quality Control

SECTION-A

Short Essay Type Questions

Q.1  What is meant by quality of a product?
Ans. Every article or product is required for a
specific purpose. If it fully serves the purpose, it is
of good quality otherwise not. It means that if an
article or material meets the specifications required
for its rightful use, it is good quality, and if not, then
the quality of the article is considered to be poor.
Q.2 What role does statistical quality control play
in maintaining the quality of a product?

Ans. There is hardly any control on the quality of
products produced by the nature and hence the sta-
tistical quality control remains confined to articles
produced by the industry. Variation in items pro-
duced in any manner is inevitable. This variation
occurs due to two types of causes namely (i) chance
factors and (ii) assignable causes.

(i) Chance factors: Some deviations from the de-
sired specification is bound to occur in the articles
produced, howsoever efficient, the production proc-
ess may be. If the variations occurs due to some
inherent pattern of variation and no causes can be
assigned 1o it, it is called chance or random varia-
tion. Chance variation is tolerable and does not ma-
terially affect the quality of a product. In such a

situation, the process is said 1o be under statistical
control.

(ii) Assignable causes: If the articles show marked
deviation from the given specifications of a product,
the utility of articles is in j ly. In that situati
one has to make a search for the causes responsible
for the large variation in the product. The causes due
to faulty process and procedure are known as as-
signable causes. The variation due lo assignable
causes is of non-random nature.

Hence, the role of statistical quality control is to
collect and analyse relevant data for the purpose of
detecting whether the process is under control or
not, If not, what can possibly be the reason for the
fault(s).

Q.3  What do you understand by control charts in
statistical quality control?

Ans.  Control charts are the devices to describe the
patterns of variation. The control charts were devel-
oped by the physicist, Dr. Walter A. Shewhart of
Bell Telephone Company in 1924,

Control Chart delimits the range or band in which
the basic variability is within tolerance limits and
beyond this range or band, the variability is due to
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some assignable causes. The range or band ascer-
tained by the control chart is little broader than the
natural tolerance range. The most frequently used
control charts are for mean X, the range R, the root
mean square @, number of defects ¢, etc. In general,
a control chart consists of three lines namely, (i)
central line (CL) depicting the desired standard or
level of the process, (ii) upper control limit (UCL)
and (iit) the lower control limit (LCL) as shown in
Fig. 19.1.

¥
ucL.
4 Acceplance
@ Central Line
5
2
=
z Reglon
=)
< 8 st

Sample Numbers ——p

Fig. 19.1. Control chart in general.

Q.4  What benefits are expected out of the use of
control charts?

Ans.  Control charts are meant to uncover whether
the basic variability of a manufacturing process is
within its natural tolerance or beyond tolerance range
due 10 assignable causes.

If the variability is due to assignable causes, the
causes can be discovered and faults can be removed.
This brings the process under control. Once the proc-
ess is under control, one can feel confident that the
product will meet the specifications.

Q.5 Delineate the main tools for statistical qual-
ity control.

Ans. There are four closely associated toals for
statistical quality control as given below:

(1) Shewhart’s control charts for variables: Such
charts consider measurable data on quality
characteristics which are usually continuous in na-
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ture. Such type of data utilises X, R and o charts.

(1) Shewhart control charts for fraction defec-
tives: Such charts are used when the units are
classified as defective or non-defective. The control
charts meant for fraction defectives are known as p-
charts.

(i) Shewhart control charts for number of defects
per unit: In this situation one deals with discrete
variables which are the counts of the number of
defects per unit. Control charts used in this situation
are called c-charts,

(iv) Acceptance sampling procedure: Acceptance
inspection has to be carried out by the manufacturer
or by the buyer. It is not only difficult but rather
impossible in many cases to inspect all the items
produced or purchased. Hence, sampling inspection
is the only dzvice left over at hand. Moreover, it has
many advantages over 100 per cent inspection. Some
acceptance sampling procedures are evolved which
are superior than traditional sampling procedure.
Q. 6  What is the rationale behind setting of con-
trol limits?
Ans. Let p and o be the population mean and
standard deviation respectively. By the property of
normal distribution curve we know that 99.73 per
cent units full within the p £ 3 o limits. Hence, 3o
limits are usually vsed for control charts. I the
population constants are not known, their estimated
values are used to set-up the control limits.
Suppose we have taken & samples of size n. Let
the mean of the i sample is X; and standard devia-
tion 5, for i = 1, 2, ..., k. The process is considered to
be under control if the mean values X, fall within
p+ 3 o limits.
Q.7 How are the control limits set-up for mean?
Ans. In many situations the specifications of the
units produced are known and also the variation
which can be tolerated. Suppose p', the mean and
o, the standard deviation are the known specifica-
tions, In this situation, the control limits for mean
are given by the formula,
o'

o

'3
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U.C.L., = (e +3c) >
=

where B‘ _[I+_"—] & 83 [I__] i
€2 2 c2
Values of B, B,, Byand 84 and ¢, have already been
tabulated and can be seen in appendix table XV of
Basic Statistics by B.L. Agarwal.
Q.9 What is the theme behind the use of R-chart
in statistical quality control?
Ans.  Statisticians experience has revealed that in
case of small samples, the range and standard devia-
tion vary concurrently in the same direction. Gener-
ally, small samples are used in quality control. Hence,
the control limits for standard deviation (o) can be
replaced by the control limits for range (R). Thus,
the charts constructed by making use of range are
known as R-charts,

The main advantage of R-charts is that it is easier
to calculate R than o. Of course, there is a little loss
of efficiency in replacing o by R. But looking to the
convenience, a little loss in efficiency is acceptable.
Q. 10 How do you set the control limits for R-
charts in statistical quality control?

Ans.  We know that,

E(Ry=d,o

SD.(Ry=dyo
If R is the mean of R;’s, the ranges of k samples and
o is the standard error of R for i = 1, 2, ..., k. Also

il o' is known value of o, then d, = Rla'.

Thus, R =d,a' ora’ = R/d,.
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Case (i): When the range R* and standard error of
R', ag. are known values of R and o respectively,
the control limits for R' are given as,

U.C.L.,=E(R)+35.D.(R")

=dyop +3d,0p

=(dy +3d;)op
=Dyop
Clp=dyap
Similarly,  L.C.L.p =(dy—3dy)o, =D o
where, D =d;=3dy and Dy =d, +3d;

Case (ii): When the population range R is not known,
we make use of the sample mean range R.

For X chart, the control limits are,
U-C.LE =X +30'f
=X +3<1er?
R
dy

1}
B

+3

5

=X+ AR
CLg=X
LCLg=X-A4R
Ay =3/(dy V)
For R chart, the control limilts are,

U.C.L., = E(R)+35.D.(R)
=d,o+3dyo

Also,

where,

Also,
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though the process is under control. Such a
pattern occurs due to material and machines.

Q. 15 A dry-cells producing factory wanted to test
the life of cells produced daily. The cells will be
considered satisfactory if their life is 25 hours, For

this,

a sample of 5 cells was drawn on 12 consecu-

tive days. The results were as follows:

Days Life of cells (in hours)

e
S0 2 3 4 s
1. 21.0 28.0 255 26.5 23.0
2. 235 215 26.0 27.0 29.0
3. 275 7.0 280 26.5 24.5
4, 28.0 26.5 215 285 27.0
5. 215 245 25.0 26.0 27.5
6. %65 260 270 215 260
1. 210 220 20 265 250
8. 255 245 250 215 27.5
9. _O 265 00 295 270
10. 25.0 210 26.5 245 23.0
1. 220 26.5 215 235 255
2. 6.0 280 27.0 300 29.0

(i) Calculate 3 o-limits of control chart for X

(ii

(iii

(iv

Qi

when the value of mean of the universe is 25
hours and standard deviation is 2 hours.

) Set-up the control limits for X-chart when
the standard values for mean and S.D. are not
known. Also prepare the control chart and
comment whether the process is under con-
trol or not.

} Construct o-chart when the specified values
for standard deviation are nol known.

) Draw a range chart when standard values are

nol specified.
[Given that for n = 5; A = 1.342, A, = 1.596,
A, =0577.¢,= 08407, B, = B, =0, B, =
1.756, B, =2.089,d,=2.326,D,=D,=0,D,
=4.918, D, = 2.115)

b=

Given that p’ = 25 and ¢’ = 2, 3-sigma limits
for X - chart are,
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w3c/Jn

3x2
U.CL.; =25+
x NG

=2768
CLg=25
L.C.L.g=25-268
=2232

(ii) To construct trial control limits for X , ¢ and

R charts, we prepare the following calcula-
tion table.

Days Total X s R
{Subgroups)
I 130 26.0 1.90 5.0
2 133 26.6 2.04 55
3. 133.5 26.7 1.35 35
4. 137.5 275 0.79 25
5, 130.5 26.1 1.39 3.0
6. 133.0 26,6 0.65 1.5
7. 122.5 24.5 296 7.0
8. 130.0 26.0 1.41 A0
9. 141.0 28.2 1.52 a5
10. 126.0 25.2 1.60 40
11. 125.0 25.0 224 55
12, 140.0 28.0 .58 4.0
Total 1582.0 3164 19.43 48.0
Mean 26.37 26.37 1.62 4.0

The control limits for X-chart, when stand-
ard values not known, are

X+AS
From the sbove table X = 26.37 and § =

1.62.
Also given that A, = 1.596. Thus,

U.C.L.3=2637+1596x162

=26.37 + 2,586
= 28.956

C.Lg=2637
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L.C. L.y =2637-2586
=23.784
v
0 ucL.
28 F x "
X
x X X ClL.
26 [~ x X
1 oy
@ X X
£ 24 | LC.L
222t
T S S S S S S T S S S W
0 123 456 78 91011
Sample Numbers ——»-
Fig. 19.2. X -chart
Since no point falls outside the control
limits, we conclude that the process is under
control.
(iti) When the specific value for standard devia-
tion is not given, the control limits are,
U.CLg=85
= 2.089 x 1.62
=338
¥
4
Iy
Lar )
o
3 X
e2f x cL
E % X
a,l x X
x x
LC.L
ol e x
0123 456 7 8 9101112

Sample Numbers ——s-

Fig. 19.3. o-chart
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C.L,=5=162

LCL,=B§=0

(iv) The control limits for R-chart, when the stand-
ard value of range is not known, are

"U.CLg=DR
=2.115 x 4.0
=846
C.Lg=R=40
LCL «DR=0
¥
10
UC.L.
a -
T x
s I
@ X
=L &L
£ e
E o« x
@ 2 b x
X
LCL
P T R e i
2 12 3 456 7 8 5101112

Sample Numbars —==
Fig. 19.4. R-chart

Since the mean ranges of all the subgroups
lie within the control limits and no particular
pattern is observed, it is inferred that the proc-
ess is very well under control.

Q. 16 When should the control charts for fraction
defectives be prepared?
Ans. In many si one is i 1 in the
units p ing certain d 1 specifi If the
units do not possess all those specifications, they are
classified as defective. In this way, the variable is
dichotomised and thus follows binomial distribu-
tion. Hence, the mean and standard deviation of a
binomial distribution are applicable.

1f the lot contains a proportion of defectives which
is acceptable to the producer, the process is under
control, otherwise not. It safeguards against falling
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of reputation of the firm. So the control charts are to
be prepared for fraction defectives.

Q. 17 How will you prepare the control charts for
fraction defectives?

Ans.

Case (i): The charts prepared for fraction defectives
are known as p-charts, Let P be the proportion of
defectives in the population and p’ be its given stand-
ard valve. If we have selected samples from each lot
of size n, then 3-sigma control limits can be given as,

UCL,,=p'+35,

The sample values of p are plotted against sample
numbers. If the points lie within control band, then
the process is considered to be under control, other-
wise not.

Case (ii): When the standard value of P is not given,
it has to be d through fraction
defectives, Let k samples be drawn at regular inter-
vals from the lots in an specified period. Suppose d;
is the number of defectives in the ™ sample of size
milori=1,2 ..k
The fraction defecti

p, in the i sample is,
P = n
Also the estimate of the population fraction defec-
tive P is,

_ ok £

p=:§|d‘/1§i"'

Generally, a sample of equal size is preferred in
statistical quality control. Therefore, taking n, = n,

=..=m=n

[
__ 1

= — d
P "kgf
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1 k
- 2n

It is trivial to verify that P is an unbiased estimate
of P.

Again 3-sigma control limits for fraction defective
by using P, the estimated value of P based on the
samples of equal size n are,

where

Sample p-values are plotted on the graph against
sample numbers. I any plotied point lies outside the
control limits, the process is considered to be out of
control, otherwise not.

The points lying above the upper control limit are
called high spots, and below the lower control limit
fow spots, High spots show a deterioration in the
process, whereas low spots may be due to slackness.

Q. 18 How can one decide the sample size for frac-
tion defective charts (p-charts)?

Ans. To make an effective use of p-chart, some
fraction defectives be observed in the sample which
can be rejected. If the quality of the product is good,
there are meagre chances of defective items and
hence to get defective item(s), a large sample is to be
drawn, For instance, for 0.1 per cent defectives to be
detected in the process at least a sample of 1,000
items has to be selected. If this is not done and we
take a sample of 10 items and a defective appears in
this sample, it will lead to 10 per cent of the items
rejectable which is not really the case.

In short, beiter is the quality, the larger must be
the size of the sub-samples. In other words, smaller
the sample sizes, less sensitive is the p-chart 1o de-
tect the changes in quality level or to indicate the
assignable causes of variation.
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Q. 19 Formulate control limits for number of
defectives.

Ans. If p; is the proportion of defectives in the ™
sample of size n for i = 1, 2, ..., k, the ber of

PROGRAMMED STATISTICS

germane to construct control charts for number of
defects.

Q. 21 Give control limits for C-charts, ie., the

defectives,
d; = np;

{ L
F=;,;Z:,d.-
£

3-sigma trial control limits for number of defectives
are,

and

U.CL,=d+30, =np+3fnp(1-p)
C.L,=np

L.C.L,=d-3a,=np-3fup(1-p)

If the standard value p* of p is given, the control
limits for number of defectives are,

UCL=d+3a, =np'+3Jnp'q"
CL,=d=np'

LCL=d~30, =np'~3np'q"
whered =np'and p'=1 -¢'

Here the points are plotted for the number of
defectives and I ber. The decision about
process control is taken in the usual manner.

Q. 20 When should the control charts for number
of defects be constructed?

Ans. The control charts for number of defects
per unit are constructed in siluations where the
chances of defects are large and the actual occur-
rence tends to be small. For instunce, the number of
woven defect in per sq. m. of cloth, blemishes in a
fool-scap sheet of paper, number of defects per fan,
ele. In such situations, the variable C, denoting the
number of defects, follows Poisson distribution.

An item is defective even for the minutest devia-
tion from its specifications or standardised fabrica-
tion. But mere classification whether an item is de-
fective or non-defective is not enough. Tt also matters
how many defects per unit occur. Hence, it seems

ber of defects charts in case of samples of equal
size,
Ans. Here we consider first the ber of defi
¢ per sample which follow Poisson distribution,
If the Poisson variate c is distributed with param-
eter & and X' is its given specified value, then the
control limits are,

UCL, =1"+3J
C.L =)'
LCL, =A-3J%

If the value of A is not given, it has to be esti-
mated through samples. If C; is the number of de-
fects in the / sample for i = 1, 2, .... k. the estimated

value of A say C is,

Let the mean of the def 4 in I

usually of size 25 or more be C, Obviously its

variance will also be C . Hence 3-sigma trial con-
trol limits for number of defects are:

U.CL,=C+3T

CL,.=C
LCL, =C-3JC

The values of C for various samples are plotted
against the sampl bers. The lusions about
process control are taken in the usual manner, Le., if
any point lies outside the control limils, it is inferred
that the process is not under control, otherwise it is
under statistical quality control.

If we consider ‘C" as the number of defects per
unit and its established value C’is known, then
3-sigma control limits will be,

U.CL..=C'+3/Cn
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(i) Number of missing riveties in the assembly

of un aircraft,

MNumber of weak points in a coil of insulated

electric wire.

Number of air bubbles observed per square

metre in a sheet of glass,

(i)

(iii)

(iv) Number of def per television set.
{v) Number of defects per metre in a hand woven
cloth.
Q. 24 What conspicuous advanlage is there having

an established value in advance of the parameter
used in a control chart?

Ans. The practical aspect of a given standard value
and an estimated value used in a chart is that no
control chart can be prepared for the estimated
value(s) until the estimated value is known, i.e., not
before the end of the period. Whereas a standard
value established in advance enables one to compute
the control limits everyday and plot the points on the
control chart. Now it is trivial to check whether the
process is under control or nol.

So, a value established in advance provides a

day-to-day checking whereas the estimated values
enable to decide about the process control after a
fixed period only.
Q. 25 ATV voltage stabilizer manufacturer checks
the quality of 50 units of his product daily for 15
days and finds the fraction of non-conforming units
and number of defectives as follows:

Days Fraction defectives No. of defectives
1 0.10 5
2 0.20 10
3 0.06 3
4 0.04 2
5 0.16 8
6 002 1
7 0.08 4
8 0.06 3
9 0.02 1

10 0.16 8
11 0.12 6
2 0.14 7
13 0.08 4
i4 LIN V] 5
15 0.06 3

0]
(ii)

Ans.

(i)

(ii)
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Construct 3-sigma trial control limits for frac-
tion defectives.

Construct 3-sigma trial control limits for
np-chart.

3-sigma trial control limits for fraction
defi can be established in the following
manner:

The estimated value,

1
P= IZPI
i=l

15
14 .
=— since ) py =14
15 ; '
=0.m3
and 1-p=0907

3-sigma control limits for fraction defectives
are,

U.CL=jp+3 ‘ﬁ
n

=0.093+3 0.093x0.907
50
=0.093 +0.123
=0216
CL.=0.093
L.C.L.=0.093 - 0.123
=-003=0

No sample value of fraction defectives is be-
yond control limits and hence the product
conforms to statistical quality control.
Now we find 3-sigma trial control limits for
np-chart.
Total number of defectives = 70
Average fraction defective,
70
50x15
=0.093
np=50x0093 =465

38, =3 Jnp(1-5)

p=
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=3/465x0907

= 6.161
3-sigma trial control limits for np-chart are,
U.C.L,,=np+3q,,

=4.65 + 6.161
= 10.811
C.L,” =4.65
LCL.,, =4.65 - 6.16]
==151=0

Contrul limits for np-chart lead to the result
that the process is under statistical quality
control.
Q. 26 Wha are the advantages of statistical quality
control?
Ans.  Statistical quality control methods are exten-
sively used in industrial production process because
of number of advantages as given below:
(i)  Reduction in cost: Control charts are based on
sampling inspection. Hence, there is reduction in
cost. Also a lot of time is saved.
(ii)  Greater efficiency: Because of the availability
of time due to little inspection time, a greater effi-
ciency is mainlained in the process of inspection.
(iii) Timely detection of faults: Since the samples
are inspected quickly, there is timely detection of
faults, Hence, if the process is out of control, the

faults can be d. This p £ heavy

losses.

(iv) Adh to specificati Statistical quality
| enables a facturer (o adhere to quality

specification of a product as the assignable causes

are soon det i and the T is brought under,

control.

(v)  The only possibility: In situations where the

units are destroyed or perished during the process of
inspection, cent per cent inspection of items is not
possible. Hence, the samples from the lots can only
be inspecied to adjudge the quality of the product.
For example, the life of electric bulbs, life of cells,
tensile strength of wire, etc,

(vi) Basis for specifications: Process control pro-
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vides the basis of deciding the specifications of a
product. There is no use of fixing the specifications
which cannot be maintained.

(vii) To ascertain the impact of change in process
or personnel: Statistical quality control enables the
manufacturer to ascertain whether the changes

brought in the | or technical persons have
brought an impr in the product or not.
{viii) Basis for satisfaction: The engincers may

expect a total adherence 1o specifications whereas
the operators may emphasise their performance sat-
isfactory in spite of large variation. But the contro-
versy is resolved if the process is under control.
(ix) Protection against losses: Statistical quality
control provides protection against losses to the
manufacturers as well as consumers,

Q. 27 What are the limitations of statistical quality
control?

Ans.  Statistical quality control should not be con-
sidered a panacea against all evils of production
process. Many factors are involved which are not
covered by statistical quality control. A production
is not a part of statistical quality control but it is the
other way round.

Q. 28 Briefly differentiate between natural, speci-
fication and modified control limits.

Ans. If pand o are the process mean and standard
deviation respectively, the limits p = 3o are called
the natural tolerance limits. The width of tolerance
band is 6o and is known as natural tolerance. If p

and o are not known, they are estimated by i=X

and 6=—#— m&:i and the control limits are
] €

constructed.

The specification limits are those which are desired
by the consumer. Let the upper specification limit
(U.S.L) and lower specification limit (L.S.L) be
denoted by X, and X, respectively for some
quality characteristic. A comparison of tolerance limit
with the specification limits leads to the following
inferences:

(a) I£ X - X, > 60, there is a likelihood of



betier product. In this case specification limits
lie ouiside the natural tolerance limits.
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Secondly, cent per cent inspection is an impossibil-
ity in cases where the produce or items are perished

(b) IfX . =X . =60, thisisan ideal si
In this situation, the product will meet the
specifications.

(c) If X, — X, < 60, a process under statisti-
cal control does not ensure that the product
will meet the specifications.

Modified control limits give the relationship be-
tween specification limits and X values in X-chart
used 1o allow a shift in process levels within permis-
sible limits.

For the samples (sub-groups) of size n, the maxi-
mum and minimum values of upper and lower con-

trol limits for X which are known as upper rejec-
tion limit (U.R.L) and lower rejection limit (L.R.L)
respectively are given as,
3g*
URL ; =USL-3a"+—
x Jn

g’
LRL ; =LSL -3¢" - —-
* In

where o is the specified known value of standard
deviation.

The upper and lower rejection limits are known as
modified control limits.

In case of rejection limits we do not have a line
but a central band in which the product will con-
form to specifications. The upper and lower edges of
the central band are given by USL -3¢’ and LSL
+3g'.

Q. 29 What do you understand by acceptance sam-
pling plan?

Ans. It looks germanc to inspect each and every
item p I by a ing unit and make
sure about the quality specifications before releas-
ing it for sale. But cent per cent inspection has its
own weaknesses.

Firstly, due to fatigue of checking a large number of
items, the efficiency of inspection goes down and
hence one cannot expect that no defective or non-

under i such as inspection for life of elec-
tric bulbs, life of battery cells, combustibility of
coke, etc,

Thirdly, the time and cost are other two important
economic factors which deter a manufacturer from
100 per cent i So the or rejec-
tion of a lot is usuvally based on the inspection of
samples drawn from the lots &t regular intervals
during the manufacturing process. Usually people
call it acceptance sampling plan. Thus, under ac-
ceptance sampling plan one takes the decision
whether a lot is to be accepted or rejected.

Q. 30 When should the cent per cent inspection be
preferred?

Ans. In spite of many factors against cent per cent
inspection, it is still p 1 under special sitva-
tions such as:

(i) a defective item may cause danger to life.

(i} a defect may stop the whole function of a
system,

(iii) the lot size is small,

(iv) the incoming quality is very poor.

Q. 31 State the situations when no inspection is
called for quality control.

Ans. There are many situations which call for no
inspection. If the process is such that the items are of
high quality and there is hardly any chance of defec-
tive item, the product may be sold without in-
spection.

Q. 32 What purposes are served by sampling in-
spection plans?

Ans. Broadly, three purposes are served by sam-
pling inspection plans.

(i) It enables 10 know whether the process is
producing the product which meets the qual-
ity specification or noL.

tit} It reveals whether the finished product is good
for marketing or not.

(1) It minimizes the risk of the consumer and
protects the producer from future losses.
Q.33 G li by attributes
with i

& L

P
pection by variables.

conforming item will not be left out after i
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Ans.  The acceptance or rejection of a lot is based
on inspection of a sample drawa from a submitted
lot. Usually the decision is based on the number or
proportion of defectives present in the sample ac-
cording to attributes under consideration. But the
item can also be classified as defective or non-
defective on the basis of measurable quality charac-
teristics as well. For instance, an item heavier than a
fixed weight or shorter than a fixed length can be
classified as defective. Hence, the inspection by at-
tributes contrasted with inspection by variables is
given below:

(i) Inspection by variables has one major advan-
tage over inspection by attributes that it needs
fewer items for inspection for a given degree
of accuracy.

The decision about the acceptance or rejec-
tion of a lot is more reliable if based on
inspection by variable than by attributes for
the fixed sample size.

The main advantage of inspection by attributes

(i)

(iii)
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Ans. Two types of sampling inspection procedures
are normally used, (i) sampling inspection by at-
tributes and (ii) sampling inspection by variables.
Both the inspection types lead to the same conclu-
sion. But the sampling inspection by attributes is
mostly practised. Hence, we discuss only accept-
ance sampling by attributes. In this type of inspec-
tion, items are classified as defective or non-defec-
tive. Also the acceptance or rejection of a lot de-
pends on fraction defectives in the sample. The de-
cision aboul the lot can be of two types, (i) accept-
ance-rejection type, (i) acceptance-rectification Lype.
In the first type, the lot is either accepled or rejected.
If the lot is accepted, then the defective items in the
sample are replaced by non-defectives and then the
lot is passed for marketing. Whereas if the lot is
rejected, it will cause heavy losses to the manufac-
turer. Hence. to reduce losses, the second decision
procedure, ie. acceptance-rectification plan is
adopted. In this plan, each and every unit of the lot
is inspected and the defectives found in the lot are
laced by the non-defectives and the lot is released

over inspection by bles is that it req
less accuracy of measurement, less skill, less
time and less sophisticated instrument for
measurements.
(iv) The calculations involved in deciding about
the lot are much less in case of inspection by
attributes as compared to inspection by vari-
ables.
In case of inspection by attributes, selection
and installation of sound sampling plans is
easier than by variables.
Sampling inspection plan for variables do
exists but are not so prevalent as for attributes.
Inspection plans by attributes are more eco-
nomical than for variables. Thus, the lower
cost of inspecting cach item by attributes off-
sets the increase in sample size.
Per cent defective is usually an appropriate
measure and its appropriateness is not af-
fected by shifting between variables and at-
tributes. Hence, inspection by attributes has
been in vogue.
Q. 34 What types of decision procedures are usu-
ally used for acceptance or rejection of a lot? Give a
briel description.

)

(vi)

{vil)

{viii)

for sale.
Q. 35 How will you distinguish between a major
and minor defect?
Ans. A defect of an item is called major if the
defect will cause a failure of the item to function for
which it is meant. Again, a defect of an item is called
minor if the defect impairs the efficiency or shorten
the life of the item.
Q. 36 Define a producer and producer’s risk.,
Aus. A producer is a person who produces goods
for the purpose of consumption by others.
Producer’s risk lies in rejecting a lot even though
this is of desirable quality. Suppose the process is set
for a fraction defective p. The average fraction
defective P is known as producer's process aver-
age. The probability of rejecting a lot having 100 p
as the process average per cent defectives is known
as producer’s risk .PPA Symbolically,

P, = Prob (rejecting a lot having 100 P

defectives)
=0
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Q. 37 Define a consumer and consumer’s risk.
Ans. A consumer is a person who purchases
goods for his own consumption and not for sales to
others directly or indirectly.

There is always a risk that a person gets a lot
having an undesirable proportion of defectives. Such
a risk is known as consumer’s risk. If P, is the
proportion of defectives in the lot which can be
tolerated, the probability of accepting a lot with
fraction defectives P, is known as consumer’s risk
and is denoted by P_. Thus,

P_=Prob (accepting a lot having P, defectives)

=p

Dodge and Roming suggested that B can be taken as
10 per cent, ie., 0.1,
Q. 38 What do you understand by acceptance
quality level (A.Q.L)?
Ans. The percentage of defective items, in an in-
spection lot which under sampling plan leads to the
acceptance of 95 per cent of the submitted lots for
inspection, having that percentage of defectives, is
known as A.Q.L.

Let p, be the small fraction defective in the lot
which is such that one is not to reject the lot more
than a small number of times, then p, is known as
the acceptance quality level. Usually,

P (rejecting a lot of quality level p,) = 0.05

P (accepting a lot of quality level p) = 0.95
A lot having this quality is considered satisfactory.
Q. 39 What is meant by lot tolerance percentage
defective (L.T.P.D)?
Ans. Lot tolerance percentage defective say, p,
denotes the quality of the lot which is not accept-
able to the consumer. A lot, having p, or more
proportion of defectives, is not acceptable to the
consumer, Thus, 100 p,, is called lot tolerance per-
centage defective. In a way, p, is the quality level at
which the lot is rejected by the consumer and
is also called rejecting quality level (R.Q.L). Custo-
marily this percentage defective is about 10 per
cent.
Q. 40 Explain the
quality (A.0.Q).

of
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Ans.  Average percentage of defectives remaining
in the product finally accepted is known as average
outgoing quality. Let it be denoted by p. Also the
i age p ge of defective items in
a product finally accepted is known as average oul-
going quality limit (A.0.Q.L).
Suppose, a sample of » items is drawn from a lot of
size N and P_ is the probability of accepting a lot of
average quality level p, then

Lo PN-mF,
N

A.0.Q.

1f the sampling fraction n/N is negligible, then,
AOQL=p-P,
Q. 41 What does average total inspection mean?
Ans.  Average total inspection relates to rectifica-
tion of inspection plan. Average number of items
inspected per inspection lot under a particular
sampling plan is known as average total inspection
{ATI).
Q. 42 What is blind sampling?
Ans.  Drawing items from a lot or process without
any regard to their quality is called blind sampling.
Q. 43 Give the definitions of average sample
number (ASN) and ASN curve,
Ans. Average sample number is the expected size
of the sample required to arrive at a decision about
the acceplance or rejection of a lot under sampling
inspection plan. This depends on p, the actual pro-
portion of defectives present in the lot.

¥

Eo(n) —

! N
o 1 X
§ —n

Fig. 19.6. ASN curve
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The graph of the average sample numbers
'Ep (n) against proportion *p’ of defectives is known
as ASN curve.

A sampling plan resulting into the lowest ASN

curve is considered batter than any other sampling
plan provided all other factors are kept constant.
Q. 44 Delineate operating characteristic {OC) curve
of a sampling plan.
Ans.  Let alarge number of lots containing a given
fraction defective p are submitted to a given plan
and out of these lots, a proportion of lots, ‘L' is
accepted. Obviously, this proportion differs from
one plan to the other. Now it becomes necessary to
know what proportion of lots under each plan will
be accepted for cach possible quality p of submitted
lots. It is evident that a plan is unsuitable if it accepts
too many lots of unsatisfactory quality or rejects too
many lots of satisfactory quality. This information is
very well represented by OC curve of the plan. The
OC curve is plotted by taking p along abscissa and
L!_ along ordinate. A typical OC curve is shown
below:

Lip) —=

P —>

Fig. 19.7. Operating characteristic curve

Here it is emphasised that the OC curve should not
be taken to show the probability that an accepted lot
will be of quality p but it gives the probability of
accepting a lot of quality p.

In short, a curve showing the proportion (per-
centage) of submitted lots that will be accepted on
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the basis of sampling plan for each percentage of
defectives items in the lots under consideration is
known as OC curve.

More steep is the OC curve, better it is as this
provides greater | ion to In hell
it can be said that the OC curve of an acceptance
sampling plan reveals the ability of the plan to dis-
tinguish between good and bad lots.

In the Fig. 19.7, p, is the limiting acceptable

quality and p, the limiting admissible quality. a is
the producer's risk and [ is the consumer’s risk.
Q. 45 Discuss sampling inspection plans in refer-
ence to statistical quality control.
Ans. There are various sampling inspection plans
which can be grouped into three classes, viz. - sin-
gle, double and sequential sampling plans. A plan
which is good for some product andfor a supplier
may not be good for the other. So there is great need
for selecting a plan best suited for a product and
supplier in question. A plan is suitable in the sense
that it holds certain properties as given below:

(i) The sampling plan ensures that the lots of
high quality will be accepted and those of
poor quality will be rejected.

(ii) The amount of inspection required under the
plan is neither very high nor too low.

(iii) The plan encourages the producer to improve
the quality of the product if it is not up to the
mark.

(iv) The plan is not too much complicated so that
it cannot be administered and operated with
ease,

Q. 46 Delineate single sampling inspection plan and
its implications.

Ans. A sampling plan-in which a decision about
the acceptance or rejection of a lot is based on one
sample that has been inspecied.

Suppose that the lot consists of N items having a
proportion of defectives as P and in all D defectives,
i.e.,, D = NP. A sample of size n is drawn from the
submitted lot which contains d defectives. Let ¢ be
the maximum allowable number of defectives in the
sample. ¢ is known as acceptance number. The quan-
tities n and ¢ can either be determined by lot quality



x;= 1 il the item is found to be defective,
and  x,=0if the item is found to be non-defective.
Suppose the sequential sampling till the m
items are inspected. So we have variates x,, X, ... X,
which are independently and id Iy distributed
with probability mass function f(x, p). So the prob-
ahility mass function,

Sxp)=Hp" 0-p)"™

Under H,, the probability mass function (p.m.0) for
the sample x, Xy, ...\ X, i8,

m I-%,
P =" (1-p)
and under H, the pm.f is,

1=x;

Pom = I pg’ (1= py)
Thus, the likelihood ratio & is given as,

flif[.\'.w PJ)

_f_'llf(-ﬁ- Po)

= ()

Polm)

Al (1-p)™

T3 (1-po) ™

_A=p)™™

Pt (1-po)™
- Supposing that out of m units inspected, o are
defective. Then,
_nlm)
Polm)

m=il

- p(1-p)
P:'{"Po)--d
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‘The decision about the acceptance, rejection or con-
i of sampling p is taken ling to
the following rules.

Accept the lot if

B
Ay S——
N

Reject the lot if

Continue sampling if
B 1-p

—— k< —
o o

Now substituting for A_ in lerrns of the p.m.f., the
qualities can be exp d as:
Accept the lot provided,

iy, mee,
A\ (lzn)™ 8
Po 1-py I-a
Taking logarithm we get

d_{logﬂ—lng !“p‘}smlng 1=po +log—£—-
P 1=py

I-p I-o
mlog-:-a"--l-log-ﬂ—
I-p l-a
or d, = 7 =7
log '—lugl 1
Po =Po
1-
]‘"lg& hgl*io
- +m |
% log: p’-—lcrgl “P . log P —log I=p
Po 1-po Po I-po

Suppose R.H.S. of the inequality is denoted by a_.
Thus, accept the lot if

d, sa,
Similarly reject the lot if

d, 2r,
where,
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log L= log Ir

o I-p
= 5 " =p
logtt—log—L  log™L—log—"L
Po 1=py Po 1-p,

Continue sampling if

a,<d, <r,
Q. 51 How can sequential sampling plan be imple-
mented graphically under S.PR.T.?
Ans. We know a, and r, represent straight lines
which are parallel to each other as the coefficient of
m in both lines is same. In other words, both the
lines have slope equal to

foa =00} e e 22

On a graph paper, represent m on abscissa and cu-
mulative number of defectives d_ on ordinate choos-
ing suitable scales. Draw the lines a, and r,, in the
first quadrant of the graph as shown in the figure
below.

m-th Sequential Sampling
Fig. 19.8. Decision space diagram

Start from plotting the first sample point. If it lies
on or below the line a,, accept the lot. If the plotted
point lies on or above the line r,, reject the lot. In
either situation terminate the sampling process as a
decision is reached. If the point lies between a, and
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r,» the process of sampling and inspection contin-
ues. Again select another item and inspect it. Plot
the point and see where does this point lies. The
process is continued till a decision is taken about the
acceptance or rejection of the lot.

Q. 52 Give OC fi ofa
ratio test.

Ans. The OC function of a S.P.R.T. for testing H;:
P=pgvs. Hy:p=p,, is given by

(-

ility

‘| ¥

L(p) = ———"—"r 1
(p) (I;E]‘_[_B_]" m
o l-a
The value of & is obtained by the equation,
] - h
p[ﬂ] +[]-p)[.__.f!.] =] 2)
Po I-py

It is cumbersome Lo solve equation (2) for h.
Hence, we rearrange the equation (2) for p in terms
of h, ie.,

L
(in)
1-po

B 0

Po 1=py
Now to draw an OC curve, we calculate p for differ-
ent arbitrary chosen values of h. For these values of
h, calculate L (p) from (1). Plot the points [p, L (p)]

on graph and draw OC curve. As a norm, at least five
points be plotted to have correct shape of the curve.

p =
(3)

It is now trivial to verify that when there is no
defective, ie, p =0, then L (0) = 1. Also when all
are defective items, ie., p =1, then L (1) = 0.

Q. 53 What do you understand by expected sample
size of a sequential sampling plan and how to deter-
mine it?

Ans.  We know that in sequential sampling plan,
the sample size n is a random variable and hence it
can be determined with the help of the probability
function f(x, p). Expected sample size is also known



as average sample number (A.S.N.). The expected
sample size or A.S.N. of a S.PR.T. for testing H,: p
=p,vs. H :p=p,where AQL.=p;and LTDP
= p,, can be determined by the formula,

L(p)log, © +{l L(p)} los

E(n)= Q) ()]

where, E(2)= plospﬂ«*ll-p)los

]
T @
Formula (1) is known as A.S.N. function. A good
idea for A.S.N. curve can be had by suitably choos-
ing five points which are easy 1o locate correspond-

ing to the values p =0, 1, p, p, and

[

Q. 54 Make comparative statement on single, dou-

PROGRAMMED STATISTICS

Q. 55 What problems are faced in case of sampling
inspection for variables as compared to fraction
defectives?

Ans. The methods developed for fraction defec-
tives are also applicable for variables.

But the defects will be due to different measure-
ments like length, width, diameter, chemical com-
position, etc. Hence, different charts have to be pre-
pared for each variable separately and then the re-
sults are to be pooled to arrive at a conclusion about
the acceptance or rejection of a lot. When the results
are ¢ dictory to one her, it is very difficult
to reach a single decision. The ideas can be summa-
rised as follows:

(i) Fora given sample size, better quality protec-
tion is usvaily obtained in case of inspection
by variables than by attrib

Smaller samples may be used with variables
than with attributes.

(i)

N N (iii) The variables criterion is given more weight
ble and s.aqucnhal sampling pla.ns. to attain the desired quality protection.
Ans.  Single and double sampling are equally good  (iv) Errors of measurements are betier surfaced
in respect of operating characteristic and A.S.N. But, with variables information.
double sampllng results lnto 25 33 per cent saving (v) The use of variables as a decision criteria
in pling on the av- about the acceptance and rejection of a lot is
erage n;qunms 33-50 per unt less mspecu(m of more b and time g than

pling units as ¢ d to single sampling. with attributes.
SECTION-B

Fill in the Blanks

Filt in the suitable word(s) or phrase(s) in the
blanks:

Variation in the measurements of ilems pro-
duced under any system is

2. The variation due to
tolerable.

3 Stntl.sucul quality control takes care of the
ion due to causes.

factors is

4. Through statistical quality control, one finds
whether the process is under or
not.

5. Whether the variability in the manufactured

items is within tolerance limits or not can be
ined througt )

6. Control charts the

within which the variability is tolerable.

A control chart contains lines.

8. Most frequently used five control charts are

charts.

In control charts we establish

s,

Control limits utilise the constant factors given

by

=

9. lim-

10,
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47.

48,
49,

50.

51,

52

=
L

61.

62,

63,

The decision based on inspection by vari-
ables is reliable than by attributes.
Sampling plans for variables do
The average fraction defective p is known
as
The probability of rejecting alot f defectives
is known as

The probability of m:r.qmug a lot with frac-
tion defectives p, is known as .

Inspection by auributes is
as compared to i

and
pection by vari-

ables.
Inspection by attributes is in

The per cent defectives in a lot below wluch
only the lot is acceptable is known as

The minimum quality level at which the lot
is rejected is called "

Average percentage of defectives mmaining
in an outgoing lot is known as

The percentage of maximum defecuve
items finally accepted in a lot is known as

Drawing units from a lot or process irrespec-
tive of their quality is known as

1 to arrive

The 1 le size
al a ;I:clsmn aboul the lot is called the
The ag ple number depends on the

present in the lot.
The graph drawn for proportion defectives
and average sample number is known as

The sampling inspection plan resulting into
the lowest ASN. curveis ___ |
Operating characteristic (OC) curve depicts
the probability of a lot of quality
p.

More steep is the OC curve, itis,
OC curve is a device which reflects on the
quality of a sampling plan to differentiate

71.

73.
74

75.

76.

82,
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between
A sampling inspection plan is good if it can
correctly decide about the or

of the lot.
A good sampling ins plan requires an
ber of i ion of items.

A sampling inspection plan is considered sat-
isfactory if it is not
The probability of ot ",d"' ives in

a sample of size n from a lot having N
items with p as proportion of defectives is

The curve depicting the probabilities of dif-
ferent fraction defectives as a function of the
lot quality of finite lots is called
The curve giving the probability of accept-
ance of -a lot as a function of the product
quality of infinite lots is categorised as

Type A OC curve helps to evaluate
of individual lots.

Type B OC curve usually evaluate
Type A OC curve utilises
abilities,

Type B OC curve is based on
probabilities.

Type B OC curve always lies the
Type A OCcurveifplDimdondlemm graph.
If the number of defectives in a sample lies
between the acceptance and rejecl.lol'l limits,
we make use of

In sequential sampling di about the ac-
ceptance or rejection of a lot is taken after
the selection of .

S ial sampling plan requi

amount of inspection.

The theory of sequential sampling plan was
originally given by _______ |

Sequential analysis was developed in the year

prob-

In a sequential decision problem, the total
space is divided into regions,
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83.

BY,

90

91.

92,

The lines dividing the space into region of
acceptance, rejection and continuance are ob-
tained through

The lines dividing the space into three re-
gions in S.P.R.T. are always

The graph of the points [p L (] undt.r
S.PRT. pmwdca

. In sequential pling plan, thn: le size
isa .
The expectation of the sample size n in se-

quential sampling is known as

. Indouble sampling plan, there is a

per cent saving in sampling inspection as
compared to single sampling plan.
ial ling, the li

In seq 2 inspec-
tion is reduced by per cent as
compared (o single sampling plan.
Sampling inspection by variables provides
protection than by attributes.

Errors of are more pr

in sampling inspection by than
by

To ensure that the proportion of defective

items in the manufactured product is not be-
yond certain limits is called _ .

93.

9.
95,

98,

100.

SECTION-C
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Control on the quality of the product by criti-
cal examination at strategic points is called

The control charts help o achieve .
Sampling inspection plans are meant for

Sampling inspection plans were pioneered by

The inspection of 25 aircrafis revealed that
there are 350 missing rivets in all. The ap-
propriate control chart in this sitwation which
can be prepared is .

A list shows the number of non-conforming
items in each of the 25 samples, cach sample
consisting of 40 items. The appropriate sta-
tistical control chart in this situation is

The ber of mistal d by a me-
chanic in 20 samples of assembled radios are
25, The lower control limit for c-chart from
the given data is

A factory produces 300 amcles per day. Al-
ter inspecting 3,000 articles on 30 consecu-
tive days, 270 articles were non-conforming
to the specification. The uppcr control limit
for p-chart is

Multiple Choice Questions

Select the correct alternative out of given ones:

Q. 1 Variation in the items produced in a factory

may be due to:

{n) chance factors

(b) assignable causes

{c) both (a) and (b)

(d} none of the above

Chanee or random variation in the manu-
factured product is:

(a) controlable

{b) not controlable

(c) both (a) and (b)

Q.3

(d} none of the above

Chance variation in respect of quality con-
trol of a product is:

(a) tolerable

(b) not effecting the quality of a product
{e) uncontrolable

(d) all the above

The causes leading to vast variation in the
specifications of a product are usually due
1ot

(a) random process

(b) assignable causes
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Q.10

(c) non-traceable causes

{d) all the above

Variation due to assignable causes in the
product oceurs due to:

() faulty process

(h) carelessness of operators

(c) poor quality of raw material
(dy all the above

The faults due 1o assignable causes:
(a) can be removed

(b) cannot be removed

(c) can sometimes be removed

(d) all the above

Control charts in statistical quality control
are meant for:

(a) describing the pattern of variation

(b) checking whether the variability in the
product is within the tolerance limits or
not

uncoveting whether the variability in
the product is due to assignable causes
or not

(d) all the above

Control charts consist of:

(a) three control lines

(b} upper and lower control limits

(c) the level of the process

(d) all the above

Main tools of statistical quality control are:

{a) shewhart charts

(b} acceptance sampling plans

(c) both (a) and (b)

{d) none of the above

Trial control limits for mean with usual no-

tations are:

(@) UCL=X+4A,5, CL=X
LCL =X-AF%

() UCL=X+A7F, CL=AF and
LCL=X-AF%

©) UC.L=X+A,5, CL=X

LCL=X-A,§

(c

—

and

and

Q11

Q.12

Q.13

Q. 14
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(d} none of the above

‘The trial control limits for a-chart with § as
mean standard deviation and usual constam
factors are:

a) UC.L.=§+B5, CL=F
LCL=5-85

and

() U.CL=8,5, C.L.=8, and LCL.
= 335_'
(¢) U.CL=85, CL=5 and LCL.

=B,§
(d) U.CL.=85, CL=5 and L.CL.

=BS5S

The relation between expected value of R
and S.D. o with usual constant factors is:
(@ E(R)=dgo

®) ER®)=dyg

(¢) E(R)=Do

(&) E(RY=Dyo

The control limits for R-chart with a known
specified range R' and wsual constant fac-
lors are:

(2) U.CL.p=(d,+3dy)0,, CLg=d,

Op and L.C.L.p =(d, -3d; )0,

(b) U.CLgp=DyR,CL,=dyo, and
LCLy=Dop

(c) either (a) or (b)

(d) neither (a) nor (b)

When the value of the population range R is

not known, then for X -chart, the trial con-
trol limits with usual constant factors are:

() UCL=X+A;R.CL=X and
LCL.=X-A,R
®) UCL=X+ARCL=X and

LCL.=X-AR
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(¢) U.C.L=AR,CL=XadLCL.=

AR

(d) UCL=X+4R.CL=X
LCL=X-AR

Q. 15 The trial control limits for R-chart with usual

constant factors are:

(a) UCL=DRCL=RandL.CL =

DR

(h) UCL=D,RCL=Rand L.CL.

= DR

(¢) U.CL=D;R, CL=RandL.CLL.

= D,k
(d) all the above

Q. 16 R-charts are preferable over o-charts be-

cause:

(a) R and S.D. fluctuate together in case of

small samples
(b} R is easily calculable
(¢) R-charts are economical
(d) all the above

Q. 17 The Shewhart control charts are meant:
(a) to detect whether the process is under

statistical quality control
(b) to find the assignable causes

(¢) to reflect the selection of samples

(d) all the above

Q.18 .3-sigmn control limits of defectives having
a given value of fraction defectives p' are:

(a) U.CL.= p'+1‘]!:q ,C.L=p" and

LCL=p— 224
n

l Pt
®) UCL=p'+o [Pl CL=p and

LCL= p'—% %*—

-
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© UCL.= p'+31‘%.c.1..= P and
L.CL.=p -3 2
n
(d) all the above

3-sigma trial control limits with p’ as mean
number of defectives based on a sample of
size n are:

(@ U.CL=np+np(l-p),C.L.=F
and L.C.L.=np-np(l-p)

®) U.CL=np+3Jup(1-p). C.L=np
and LC.L.=np-3Jnp(l-p)

() U.C.L=np+3/up(l-p),C.L=F
and LCL.=f~3 Jnp(1- )

(d) none of the above

2-sigma trial control limits for ¢-chart for
equal size samples are given as:

@ U.CL=C+3J/C,CL=C and
LCL.=C-3C

{b) U.C.L=C+42C,CL=2C and
LCL. T-2C

() U.C.L=C+2JC.CL=C and
LCL.=C-2JC

@ u.cL=C+2JC,cL=C and

LCL. =G-2JC

A control chart based on known parameter

wvalues is:

(a) more advantageous than the one based
on estimated values
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Q.26

Q.27

(b) complicated than that of the control
chart based on estimated values

(c) lessreliable than the control chart based
on estimated values

(d) all the above

If p and o are the process mean and 8.D.,

then the control limits p = 3o are known as:

(a) modified control limits

(b} natural control limits

(c) specified control limits

(d) none of the above

The control limits delimited by the con-

sumer are called:

(a) modified control limits

(b} natural control limits

(c) specified control limits

(d) none of the above

For the subgroups of size n, the upper and

lower control limits for rejection of a lot are

termed as:

(n) modified control limits

(b) natural control limits

(c) specified control limits

(d) none of the above

Acceptance sampling plans are preferable

due to:

{a)} the economy in inspection

(b} protection to perishable items

{c) increased efficiency in the inspection
of items

(d) all the above

Cent per cent inspection is preferable when:

{a) a defective item may cause danger Lo
life

(b} a defective item may stop the function
as a whole

{c) the incoming items are of very poor
quality

(d) all the above

One may require no inspection of items if:

{a} the demand of item is too much

(b) the items produced are of very high
quality

(c) the inspection cost is very high

(d) all the above

Q.3

Q.33

Q.35
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The sampling inspection procedures adopted
in statistical quality control are of:

(a) three types

(b) two types

(c) mixed types

(d) none of the above

The decision about the lot under sampling
inspection prodecures can be of:

(a) two types

(b} three types

(¢} no use

(d) none of the above

pling insp P by variables
as compared to by attributes is:
(a) more prevalent

(b) not practised

(c) less prevalent

(d) all the above

A defect in an item is classified as minor if:
(a) it stops the function of the process
(b) it is easily detectable

(c) it impairs the life of the system

{d) all the above

A defect in an item is classified as major if:
(a) its stops the function of the process
(b) it is not detectable

(c) it shortens the life of the system

{d) all the above

The probability of rejecting a lot having p
as the process average defectives is known
as:

(a) consumer’s risk

(b) type Il error

{e) producer’s risk

(d) all the above

The probability of accepting a lot with frac-
tion defective P, is known as:

(a) consumer’s risk

(b) type I error

(c) producer's risk

(d) none of the above

The d about the P or rejec-
tion of a lot by variables is:

(a) less reliable than by auributes
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(b) more reliable than by atributes
(c) not feasible
(d) none of the above

Q. 36 Sampling inspection by variables requires:
(a) fewer inspection than by atiributes
(b) greater inspection than by attributes
(c) equal inspection to that of by attributes

(d) none of the above

Q. 37 Inspection by attributes over inspection by

variables requires:
(a) less time

(b) less skill

(¢) less calculations
(d) all the above

Q. 38 The small fraction of defectives p,, on the
basis of which a lot is not rejected except
for a small number of times, is called:

(a) lot tolerance percentage defective

(LTPD)
(b) rejecting quality level (RQL)
(c) acceplance quality level (AQL)
(d) none of the above

Q. 39 If the percentage defective p, or more in a

lotis not ble to the ¢

v

is known as:

(a) let tolerance percentage defective

(LTPD)
(b) rejecting quality level (RQL)
{c) both (a) and (b)
{d) none of the above

Q.40 The

limitof g

(#) acceptance qualily level (AQL)

(b) average outgoing quality limit (AOQL)
(c) lot tolerance percentage defective

(LTPD)

(d) all the above

L=

Q. 41 Drawing items from a lot without giving
any heed to their quality is known as:

(a} random sampling
(b) purposive sampling
(c) systematic sampling
(d} blind sampling

Q. 42 The expected sample size required W arrive

at a decision about the lot is called:

pe defectives
in a finally accepted product is called:

Q.43

Q.44

Q. 45

Q.47
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(a) arandom variable

(b) average sample number (ASN)

(c) both (a) and (b)

{d) none ol the above

The graph of the proportion of defectives in

the lot against average sample number is:

(a) OC curve

(b) A.S.N.curve

{c) power curve

{d) all the above

The lowest A.S.N. curve of a sampling plan

as compared to any other sampling plan

under similar conditions is considered:

(a) betier

(b) inferior

{c) uscless

(d) none of the above

A curve showing the prabability of accept-

ing a lot of quality p is known as:

(a) OC curve

(b) A.S.N.curve

(¢) Compertz curve

(d) none of the above

OC curve reveals the ability of the sampling

plan to distinguish between:

(a) good and bad lots

(b) good and bad sampling plans

(c) good and bad product

(d) all the above

A sampling plan is good for use provided:

{a) it ensurcs correct decision about the
acceplance or rejection of a lot

(b} it requires an adequate number of in-
spections

(c) it is not complicated

(d) all the above

The decision about the © OF rejec-

tion of a lot through a single sampling plan

is reached by considering:

(a) number of defectives in the sample and
acceptance number

(b) the acceptance quality level

(c) lot tolerance percentage defective

(d) all the above
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Q.49

Q.52

Q-53

Type A and Type B OC curves differ from

one another in respect of:

(1) hypergeometric and binomial probabili-
lics

(b) finite and infinite sizes of the lots

{c) consumer’s and producer's risks

{d) all the above

In a double sampling plan, a decision about

the acceplance or rejection of a lot:

(a) will never reach

(b) will always reach

(¢} will sometimes reach

(d) none of the above

The d in a seq

scheme is taken:

{a} afier inspecting the sample as a whole

(b) after selection and inspection of items
one by one

(c) both (a) and (b)

(d) none of the above

In a decision problem under seq sam-

pling scheme, the total decision space is

divided into:

(a) two regions namely, acceptance and re-
jection regions

(b) n equally spaced regions consisting of
alternating acceptance and rejection re-
gions

{c) three regions namely, the regions of ac-
ceplance, rejection and continuance

(d) none of the above

If p is the unknown proportion of defectives
in the lot and p, and p, are two values such
that p, < p,. Also

sy 4
e

a = P (reject the lot [p < py)
B = P (accept the ot |p= p,)
Then the operating characteristic function
L (p) takes the values as:
(@ Lip)=1-awhenpsp,and L (p) =
B when p = Py

() Lip=1-awhenp<p,and L(p)=
P when p 2 p,

Q.57

PROGRAMMED STATISTICS

() L{p)=1-awhenpzp,and L(p)=
I =B whenp 2p,
(d) Lip)=1-awhenp<p,and L (p) =
I =P whenp 2p,
In a sequential probability ratio test, the
criterion for acceptance of the lot with usual
notations is:
B

Ky & ——
(a) Am -

=]

In sequential probability ratio test, the lot is
rejected if (with usual notations), the fol-
lowing inequality holds:

1-B
@ A S

{b] ).- zﬂ
a

B
© *n 5?_:

) An2 £

I-a
An inspector continues his inspection of
items selected one after the other 5o long as
the following inequalities hold:

@ Ay,> B and?t,,<]—;l-]-

I-a

B 1-B

(b) T-a <X, and —u—:»lm

B 1-p
e
(d) all the above

In sequential probability ratio test, the lines
dividing the total space into regions are:
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(a) perpendicular to each other
(b) passing through the origin
(¢) parallel to each other

(d) all the above

Q. 58 When there is no defective in the lat, the
OC function for p=0is:
() L(0)=
(b) L{0)=1
() L(O)=

(d} none of the above

Q. 59 When the lot contains all defectives, the OC
Tunction for p = 1 is:
(a) Lip)=
th) Lipi=1
() Lip)=

{d) none of the above

IF P (reject a lot | py) = e and P (accept a
lot1p,)=Pincase of S.PR.T. for testing H,
tp=pyvs Hyp=p, the O.C Tunction:
@ Lipy=1-p

by Lip=a

(€) Lip)=p

W Lipp=1-a

In a sequential sampling plan, the sample
size is:

(a) a discrete random variable

(b) a continuous random variable

(c) both (a) and (b)

(d) neither (a) nor (b)

Expected sample size of S PRT. is called:
() discrete random variable

(b) continuous random variahle

(c) average sample number

(dy all the above

Which of the following statement is cor-
rect?

(a) Single sampling plan requires maximum
inspection

In doubling sampling plan, there is 25-
33 per cent saving in sampling inspec-
tion as compared to single sample plan.
In double sampling plan lhm is 33- 50

Q. 60

Q.6

Q. 62

Q.63

(b

=

(c
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Q. 64 A sequential sampling plan is:

(a) an infinite process

(b) the process requiring much more sam-
pling units than a fixed size sample

(c) aprocess in which sampling terminates
with probability one

(d) all the three

Which of the following stalement isfare

correct?

(a) Sampling inspection by variables pro-

vides better quality protection than by

attributes

Sampling inspection by variables re-

quire less inspection than by attributes

(c) Errors of measurements are belter sur-
faced in sampling inspection by vari-
ables than by attributes

(d) all the above

(b
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Chapter 20

Vital and Population

Statistics

SECTION-A
Short Essay Type Questions
Q.1 What events are covered under vital statis-  the vital events of a population under reference,
tics? especially with regard to births, deaths, marriages,

Ans. Vil statistics maintains the records of mar-
riage, divorce, adoption, legitimation, recognition,
annulment and legal separation, live births, deaths,
foetal deaths, still births, sickness, etc. It is a part of
demography.

Q.2 Wihich records are maintained under popula-
tion statistics?

Ans. Population statistics usually mean the main-
tenance of records of population of countries, re-
gions or community and distribution of population
at a point of time. It also encompasses the popula-
tion growth, immigration igration, fi fity,
education, etc.

Q.3 Are vital staustics and population statistics
totally different?

Ans.  No, vital statistics and population statistics
in general sense are interchangeable and cover all
the topics under either head. In practice, no clear-cut
distinction is made between the two headings.
Q.4 Define vital statistics.

Ans.

Vital statistics mean the data pertaining to

health, migration, etc. In the present times, vital
statistics not only consider the number of people but
also the quality of human life. Here the vital statis-
tics defined by certain authors are quoted.

1. Arthur Newsholme: The branch of biometry
which deals with data and the laws of human
mortality, morbidity and demography.

2. Arthur Newsholme: Vital statistics may be
interpreted in two ways—in a broader sense
it refers to all types of population statistics
collected by whatever mode, while in a
narrower sense if refers only to the statistics
derived from the registration of births, deaths
and marriages.

3. B. Benjamin: Vital statistics are convention-
ally, numerical records of marnage, births,
sickness and deaths by which the health and
growth of a cc may be studied

Q.5 What are the differences between population
census and vital statistics?

Ans. The differences between census and vital sta-
tistics are delincated below:




(i) Census consists of the complete enumeration
of the population of a country or a region
under reference and collecting information
about the individuals with regard to age, sex,
marital status, religion, occupation and other
socio-economic aspects. While vital statistics
collects information about special events like
births, deaths, marriages, health, annulment,
divorce, etc.

Census is like a still picture of the population

of a country whereas vital statistics presents

a motion picture of the vital events of a popu-

lation in space and time.

(iii) Population census is a sort of human inven-
tory, while vital statistics provide the analysis
of a population with regard to deaths, births,
fecundily, growth rates, death rates, elc.

(iv) Population census is d d at a defini
interval of time, mostly ten years, whereas
the collection of vital statistics is a continu-

@i

0US Process.
(v) Inl'omuuom for population ce'nsns is to be
pplied ily by 1 But in

many countries, mflmnalmn about vital
events is not compulsorily registered under
the act.
Q.6 What arc various uses of vital statistics for a
country?
Ans.  Various uses of vilal statistics for a country
arc as follows:

(1) Analysis of demographic trends. Vital statis-
tics reflect on the changing pattern of the
population pertaining to the intercensual years.
It reveals regarding death rates, birth rates,
fecundity, virility of races, etc. The vital rates
enable to measure the growth of population.

(2) Legal value. The records regarding births,
marriages, deaths, citizenship, etc., are legal
documents, They help to protect their rights
in property, insurance, etc.

(3) Help in planning of health services. On the
basis of vital statistics, governments decide
about family planning, number of maternity
homes and hospitals, ctc.
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{4) Planning of medical research and eradica-
tion of di The data ing the causes
of deaths enables the governments and social
bodies to plan for medical research for the
and eradication of di
Use in public administration. Population es-
timation and projection, birth ami mortality
ralc.s are the basic tools in the hands of the
for g the regular
supply of foodgrains, light and water, etc.
These data also help to prepare electoral rolls,
to create jobs, etc.

Useful to actuaries. Mortality rates help to
estimate life expectancy which is the back
bone of various insurance schemes of all life
insurance companics.

Basis for social reforms. The data with re-
gard to marriages, separation, divorce, legiti-
mation, annulment, etc., reveal the existing
state of society. On the basis of this informa-
tion social evils can be reformed so that so-
cial security, social justice, economic inde-
pendence can be created for each section of
the society.

Q.7  Give a brief historical background of collec-
tion of vital statistics.

Ans. Before Christ, ecclesiastical societies in
Egypt, Greek and Rome used to collect data regard-
ing births, deaths and marriages. In the year 720,
Japan made arrangements for the registration of
births, deaths and marriages, etc. The registration of
vital information also started in the European
countries particularly America, Canada and England.

In India, vital statistics are registered and col-
lected under Births, Deaths and Marriages Registra-
tion Act, 1886. But under this Act, the supply of
information of the vital events was not a binding.
But some States made it compulsory under their
own legislation like the governments of Tamil Nadu
and West Bengal.

The central government of India started a central
registration system under an Act known as Birth-
Death Registration Act, 1969, In villages, collection
of vital statistics is the responsibility of the Head of
villages, Patwaris, Lekhpals and chowkidars. In

(5)

(6)

N
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cities, registration work is taken care of by the
municipalities.

In spite of the act and administrative support,
there is a lot of incompleteness in the information
which has made the estimates and results dubious,

Q.8 What are the weaknesses of registration of
vital statistics in India?

Ans. The registration system of vital events in
India suffers with many lacunae which are enunci-
ated below:

(i} Incompleteness of reporting. First, in spite
of the Act, the registration of births, deaths
and marriages is incomplete due to slackness
of registering authorities, Secondly, the Act
has not been implemented sincerely. Thirdly
most of the marriages in India are sacramen-
tal. Hence, hardly any of them are being en-
tered in the registration offices. Fourthly, peo-
ple are not serious about reporting of the
events in registration offices.

Lack of uniformity. Different systems and
rules for registration of vital statistics exist in
different States of India. This has created
many discrepancies.

(i}

. (iii) Voluntary registration. As per the Births,
Deaths and Marriages Registration Act of
India, the registration of births, deaths and
marriages is voluntary. Hence, a large number
of births, deaths and marriages are not regis-
tered creating a big gap in information. Some
States have made the registration compulsory
but it has not been implemented effectively.
(iv) Incomplete coverage. About %lh part of the
population of India is covered under the reg-
istration scheme. So the information is obvi-
ously incomplete,

Lack of aceuracy. The information supplied
to the registration authoritics with regard to
births, deaths and marriages is often inade-
quate due to carelessness of the reporting
personnel and registration authorities. Also
there is no system to check the correctness of
information.

v}
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{vi) Lack of fraining. The reporting and registra-
tion authorities are not fully trained. So they
are not sincere to their jobs, This has brought
in lot of inaccuracy and incompletenecss in
vilal statistics,

Q.9 What steps have been taken to improve the
registration systemn of vital statistics?

Ans. Since pre-Independence many steps had been
taken to improve the quality and completeness of
vital statistics. They are summarily presented below:

(i) Bhor Ce in 1946 rec Jed that:
(a) aoffice of the *Registrar General of Vital
and Population statistics’ be d at
the centre and Registrar's offices at the
state level.
(b) The registration of vital events be made
compulsory.
(c) Educated and trained personnel be en-

gaged in the job of registration.
(d) The area allotted 1o them be such that
they can visit their areas at least once in
a week.
(i) In 1948, the government of India formed a
vital statistics committee to consider the re-
dations of the Bhor ittee. Fur-
ther, it suggested that the information about
the age of the mother on the day of delivery,
order of burth, age on the day of death of a
person, reason for death, ete., should also be
registered.
In 1952, a national register of citizens was
opened 10 have comprehensive list of citizens
of India.
(iv) To have an estimate of births and death rates
in the States, a sample census system was
implemented.
A number of demographic surveys are being
conducted in different parts of the country 10
reveal many interesting aspects of vital sta-
tistics.
In 1969, the government of India passed Reg-
istration of Births and Deaths Act. This Act
has a number of provisions.

(iii)

(v

—

(vi)

Q. 10 What are the provisions of Registration of
Births and Deaths Act, 19697
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Q. 16 Explain sampling registration system for col-
lecting vilal statistics.

Ans.  Sample registration of births and deaths is
carried out in almost all parts of the country by
selecting a fairly large sample under the aegis of
Registrar General and Census Commissioner, Sam-
pling registration system came into of in July,
1968 in urban areas and in 1967 in rural areas.
Under this scheme, a large number of census blocks
are randomly selected in rural and urban areas sepa-
rately as sampling units. The sample covers less
than one per cent of the population. Regular infor-
mation about births, marriages and deaths is col-
lected by the appointed recorders. Also periodic enu-
meration is done for each family in the selected
blocks by a team of i s, The anomali
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Q. 17 What are the lacunae of sample registration
system?
Ans. The sampling registration system fails to
record:

(i) volume of migration in the sample areas.

(ii) age and sex composition

(iii) errors in matching
Q. 18 What do you understand by analytical meth-
ods for estimating vital statistics or rates?
Ans. Ad-hoc surveys cannot be conducted as soon
as we desire to know the vital statistics or rates for
any period in between two censal years. All the
more such surveys are time consuming and too
expensive. Also many errors creep in due to sampling

found in the daily records am.liJ periodic (half-yearly)
enumeration are removed by revisiting the families
in doubt by a new team of investigators.

Presently, the scheme of permanent house mark-
ing has been in operation so as to maintain full
coverage al the time of half-yearly checking. Once
the survey is plete, all old pling units are
replaced by new ones based on the frame of the
latest census.

Following factors are studied under sampling reg-
istration system:
At all-India level
(a) Infant mortality. '
(b) Age specific mortality rates in rural areas.
(c) Sampling variability of vital rates.
At state level

(a) Differences in birth rates in respect of educa-
tion, religion and parity.
(b) Extent of institutional and domiciling event.
(c) Sex ratio of vital statistics,
(d) Seasonality in birth and death rates.
The main advantage of S.R.S. is that it provides
estimates for rural and urban areas separately. A

series of estimates every six month enable the
planners to revise or their prog

and non pling errors. Many a times, the
information becomes obsolete by the time sample
estimates are available. Hence, analytical methods,
which are nothing but the math 1 devices to
get the estimates from the available data, are generally
useful. These methods are based on certain as-
sumptions and thus provide good estimates provided
the assumptions hold true. The most prominent of
all ptions is thal pop grows at a constant
rate.
Q. 19 Give the formula for estimating the popula-
tion of region or place in a given intercensal year.
Ans.  Knowing well the following information,
Fy=

population of the region in the previous cen-
sus

P\~ population of the region in the succeeding

census
N — number of gap years between two census
n - number of gap years between the given year

and the previous census
The interpolation formula for the population esti-

mate £

in the year t is,
o "
=R "'_(PI -h)

The above formula provides very good estimate prn—

accordingly.

vided the W Erows at a rate throug
out the mlerl:cn.sa.l years.
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Q. 20 What algebraic formula will be applied o
estimate the population for an intercensal year 't
having known the number of births, deaths and mi-
grants?

Ans.  If the information about,
P, = the population in the previous census say 0
year
B - number of births between 0 and ¢
I} - number of deaths between 0 and ¢
{ - number of immigrants between 0 and ¢
E - block of emigrants from 0 to ¢

PROGRAMMED STATISTICS

Ra=yhxh

Q. 23 What is meant by vital rates in general?

Ans.  All vital events of life in a population under
reference are of prime importance and are thus
cnumeraled in the form of frequencies such as, n,
births have taken place in a year, n, persons have
died in a year, n, persons have married in a year, etc.
These frequencies are not well interpretable from
statistical point of view. Hence, the data are analysed
statistically and expressed in the form of vital rates.
Ing I vital rates can be expressed as,

is available, the
for the year
‘'t 1s obtained by the formula,
P =P +(B-Dy+(I-E)
The estimate from the above fonmula is very good
provided the figures for Py, B, D, [ and E are exact.

Q. 21 How can one estimate population by com-
pound interest formula?

P, of the

POE

Aalil bl
s

Ans, d that population i
in geometric progression if unchecked. Hence, the
population of any year ‘t" after the previous census

year 0 can be estimated if we know the population

P, and growth rate r. The population estimate ﬁ:
can be computed by the formula,

B=n(1+r)

where n is the gap between () and ¢ years. If r is not
known, but the population P, for the previous cen-
sus and P, for the succeeding census are known, r
can be calculated by the formula,

N
R [
PU

where i represents the number of gap year between
IWO censuses.

Q. 22 Give the formula o estimate the population
for the mid-period of the two censuses?

Ans. If P, and P, are the populations at the two
conseculive ¢ the esti d population P, _,
for the mid-period is casily calculable by the
formula,

No. of persons in a
population covered
under the event
Total number of persons
in the population under
reference

Vital rate of an event =

vital rates are usually expressed on the basis of per
thousand (%e). Hence the above ratio is multiplied
by 1000,
Q. 24 What are the measures of mortality to ex-
press death rates?
Ans.  Broadly there are three types of death rates
which can be used to know about depletion of popu-
lation, They are:
(i) Crude death rate (C.D.R.)

(if) Specific death rate (SD.R.)

(iii) Standardised death rate (S.D.R.)
Q. 25 How can onc calculate the crude death rate
(C.D.R.)?
Ans, The Crude death rates are the simplest type
of death rates. This is defined as the ratio of the
number of deaths occurred in a specified period to
the population under reference in the same period
multiplied by 1000. In practice, the period is usually
one year. So the formula can be given as,

No. of deaths in the year <1

C.D.R.= .
Annual mean population

000

C.D.R., if not expressed as per thousand person but
as simple ratio, it is equivalent to the probability of
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death of a person during the year under consi-
deration.

The death rate so calculated is crude in the sense
that it gives equal weightage to all age group per-
sons which is not true.

Q. 26 In what sense specific death rates are better
than the crude death rates?

Ans. The experience tells that the deaths are not
uniformly distributed in all sections of the popula-
tion. They do differ in different age groups or ac-
cording to sex, occupation or social status, Hence, it
becomes necessary to know the mortality rates for
various age groups or in women of child bearing
age, etc. As an instance, we know that infant deaths
are more than deaths in adolescence.

The child welfare societies will be interested in
knowing mortality rates in children of 1 to 10 years
age. A welfare ¢ isation would be inter-
ested to know the death rate of women in the repro-
ductive age group of 15 to 45 years and so on.
Hence, specific death rates reveal categorically more
than that what crude death rates do.

Q. 27 How can you calculate the specific death rate
for a specific section of the population?

Ans. The death rate for a particular segment of the
population is known as specific death rate. It can, in
general, be calculated by the formula,

No. of deaths in the specified section
of a population in a given period
Average total population of the

specified section in the same period

S.D.R.=

Dl
=—=x 1000
P,

Usually the given period is one year.

Q. 28 Define and discuss age specific death rates.
Ans. The death rates calculated for the populati
consisting of the specified age group is called age
specific death rate (age—S5.D.R.). Let the number of
deaths in the age group x to (x + n) in a given period
=D

Uty

Total number of persons in the same period in the
age group xto (x + m) = P,
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Then the age specific death rate (Age — S.D.R.) per
thousand person for the age x 1o (x + n) is,

an
nfx

(i) If x>0 and (x + n) < | year, then, the Age —
5.D.R. is known as infant mortality rate. Thus,
infant mortality is the number of child deaths
under one year of age per 1000 live births.

(i) The age - S.D.R. of the children under one
month of age are called neo-natal mortality
rate.

The death rate due to child birth among the
women of child bearing age, i.e., 15-49 years
during a given year in a region is known as
maternal mortality rate.

If the death rates are calculated for male and
female populations separately, they represent
the specific death rates,

Age specific death rate per thousand males
can be calculated by a similar formula as
above for male population only in the age
ETOUP X L0 X + 1 as,

AgeS.D.R.=

= 1000

(iii)

(iv)

—

{v

Age~s.D,R_,=-_—DPf-xmoo

a'x

Similarly for females,

Age-S.D.R; = 2D, » 1000
A {7

The main drawback of age specific death rates

is that they are not capable to throw light on

mortality conditions prevailing in two differ-

ent regions.
Q. 29 What purpose is served by standardised death
rates, and how are they calculated?
Ans. We know that many socio-economic factors
do effect the death rates. Hence, to compare the
death rates of two regions or communities, hetero-
geneily factors such as educational level, income,
occupation, etc., be removed, In this way, the popu-
lation is standardised. If the death rates are calculated
by pooling death rates of different categories of
populations of a region, they are known as standard-
ised death rates.
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Age 1988 1992
Jroup
{Years) FPopulation No. of deaths Population No. of deaths
Male Female Total Male Female Towl Male Female Total Male Female Total
<l 12680 10255 22935 1864 1569 3433 14720 11358 26078 2208  [840 4048
14 12711 10284 22995 750 977 1727 14633 11351 25984 717 840 1557
5-14 12523 10200 22723 551 510 1061 14878 11479 26357 610 551 1161
15-24 12690 10327 23017 533 568 1101 4638 11318 25956 688 747 1435
25-34 12706 10353 23059 648 528 1176 14830 11338 26168 875 805 1680
3544 12600 10347 22947 756 507 1263 14838 11404 26242 1009 593 1602
45-59 12696 10322 23018 1003 609 1612 14713 11338 26051 2001 907 2908
260 12668 10277 22045 6562 50015 11577 14749 11364 26113 6637 5091 11728
Total 101274 82365 183639 12667 10283 22950 117999 90950 208949 14745 11374 26119

To calculate the standardised death rate, firstly
the death rate for each group or category obtained
separately for each region is multiplied by the re-
spective population of that group or category of the
standard region and summed up. This sum is divided
by the total population of the standard groups.
The formula for standardised death rate can be
given as,

D,

Sp.D.R.=
Z,p:

x 1000

forx=1,2,.
where, p; - population of standard group x
D, - S.D.R. for the group x.

Standardised death rates for cach region are calcu-
lated on the basis of standard population. In this

way, E p, for each region remains the same for

Sy. D.R. Standardised death rates are logically suit-
able for comparing the death rates of two different
regions,

Q. 30 The population and number of deaths ac-

cording to age and sex during the years 1988 and
1992 were as follows:

Ans.

(i)

(iii)

(iv)

(i) Calculate the crude death rate for the year

1988 and 1992 separately.

Calculate specific death rates for males and
females for the two years 1988 and 1992
separately.

Calculate age|ipecific death rates for the years
1988 and 1992 separately.

Calculate standardised death rate taking the
population of 1988 as standardised popula-
tion and compare the death rates of the two
years.

From the given data, the crude death rate for

1988 is,

22950 .
183639

=125%e

C.D.R.= 1000

The crude death rate for the year 1992 is,

=125%e

(ii) Specific death rates for males and females in

the year 1988 are,
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12667
SD.Ry = oo x|
= 125 males %o
10283
S.D.Ry = e x1000

=]24.85 female %e
Specific death rates for males and females in the
year 1992 are,

S.D.R, = l‘;l;z %1000

=124.96 males %o

s, - L8

* 1000

=125.06 females %o
(iii) Age specific death rates for the year 1988
and 1992 are calculated and displayed in the
table given below:
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{iv} The calculation table for obtaining the
standardised death rates is prepared first.
The standardised death rate for the year
1988 is, (sec table on page 528)

2294953745

183639
= 12497

The standardised death rate for the year 1992

is, (see table on page 528)

22967018.90

183639
= 125.07 %o
Comparison of the standardised death rates

for the years 1988 and 1992 reveals that the
death rate in 1992 is higher than in 1988.

Q. 31 Define crude birth rate.
Ans. Crude birth rate (C.B.R.) is the ratio of the

S;.D.R.=

Sr.D.R.=

Age group 1988 1992

(Yeurs)

Age

Age
Specific death rate (D) Specific dearh (D)

(per thousand) rate (per thousand)
33 4048
<l g5 ¥ 1000 = 149.68 Sooae x 1000 = 155.22
1727 1557
-4 33995 x 1000 = 75.10 75984 x 1000 = 59.92
1061 1161
5-14 EYiEE) x 1000 = 46.69 mx!ﬂ]ﬂ:“.m
1101 1435
15-24 3017 x 1000 = 47.83 25956 x 1000 = 5528
34 e, 1 1.00 S0, 000 = 64.20
2%5-1 3059 % 00 = 51, 5168 X 1000=
" 1263 5 1602 000
5.4 T X 1000 = 55.04 2682 X} =61.05
1612 2908
45-59 3018 * 1000 = 70.03 26081 * 1000 = 111.63
11577 11728
= 60 mxlmﬂ-iﬂjs mxlmﬂ-“‘).l!

ber of live-births during the year to the total
mean population during the same year. To express it
per thousand persons, this ratio is multiplied by
1000. As a formula,

Total No. of live- births

during a year 1
Total mean population during
the same year

C.B.R.=

Crude birth rate is hardly able to reveal any
exhumating facts about fertility. Hence, one has to
resort to some specific fertility rates.

Q. 32 Name dilferent types of fertility rates.

Ans. Normally, six types of fentility rates have
been defined.

(i) General fertility rate (G.ER.).

(ii) Age specific fertility rate (A.S.ER.).
(iii) General marital fertility rate (G.M.ER.).
(iv) Age specific marital fertility rate (A.S.M.ER.).
{v) Total marital fertility rate (T.M.ER.).
(vi) Total fertility rate (T.FR.).

Q. 33 What is general fertility rate, and how can it
be determined?
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Age group Standard 1988 1992
{Year) populati
P SDR. D! PxD? SD.R D! Px D

<l 22935 149.68 3432910.80 155.22 3559970.70
1-4 22995 75.10 1726924.50 59.92 1377860.40
5-14 22723 46.69 106093687 44.05 1000948.15
15-24 23017 47.83 1100903.11 55.28 1272379.76
25-34 23059 51.00 1176009.00 64.20 148038780
35-44 22947 55.04 1263002.88 61.05 1400914.35
45-59 23018 70.03 1611950.54 111,63 2569499.34
z 60 22545 504.55 11576899.75 449.12 10305058.40
Total 183639 22049537.45 22967018.90

Ans,  General fertility rate gives the rate of births
per thousand women of child bearing age of a coun-
try or region in a given year without giving any
cognizance to any other factor. In India, the child
bearing age is 15-49 years. G.ER. is obtained as the
annual number of births divided by the mid-year
population of women of child bearing age. In the
formulaic form,

G.FR.= Annual number of births
Mid - year population of women
of age 15-49 of the region in
the given year

General fertility rates do not provide adequate basis
for effective planning with regard to reducing the
population growth and family welfare schemes.

Q. 34 In what sense are age-specific fertility rates
better than general fertility rate, and how to calcu-
late them?

Ans. Population explosion is the most horrifying
problem today before the world. Hence, to bring
down the population growth, one has to study it very
minutely. We know that the fertility of women is not
the same for all age groups. Hence, it seems ger-
mane to find out the marital status and age-specific
fertility rates.

Age-specific fertility rate may be defined as, the
number of births during a given period (usually a

calender year) to women of a specified age or age
group divided by the average number of women of
that age or age group living during that period (usu-
ally by the mid-year). In the formulaic form,

No. of live births to the women of age
group x 1o (x +n)during a year
Average No. of women in the same

age group during that year

AS.FR.=

Q. 35 What information do we gather from general
marital fertility rates?

Ans. The births are confined to married women
only barring exceptions of births to unmarried or
widow women. Hence, for family planning, empha-
sis has to be laid to married women only. For this it
looks very logical to study the fertility rates among
married women only.

General marital fertility rate can be defined as the
number of offsprings born alive during a period
{usually a year) per thousand married women of
child bearing age. It can be formulated as,

No. of births during a year
1o married women %
Mid - year population of married
women during that year
of age 15-49 years

G.M.F.R.=

1000
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G.M.F.R. do not provide classified fertility rates of
married women, particularly, in respect of age.
Hence, the information through G.M.ER. is not
complete.

Q. 36 How are age specific marital fertility rates
more helpful in family planning programmes, and
how are they caiculated?

Ans. It is a known fact that fecundity varies with
age. For example, in Indian women fecundity is
maximum in the age group 25-29 and is little less in
the age group 20-24 also after 29 year of age it goes
down. Hence, for the success of family planning
schemes, it becomes necessary Lo study age-specific
marital fertility rates.

A.S.M.ER. is defined as, the number of children
born alive during a given period (usvally a calender
year) per thousand married women of a particular
age or age group. As a formula,

No. of live births to married women
during a year in the age group x
10 (x+n) x1
Mid-year population of married
women during that year in the
same group

ASMER. = 000

Q. 37 What is total marital fertility rate, and how
can it be ealculated?
Ans.  Total marital fertility rate gives the total
number of live births that would have taken place
per thousand married women, had the current sched-
ule of age-specilic marital fertility rates been appli-
cable for the entire child bearing period. For the age
group x to (x + n) years, the total marital fertility
rate,

TMER. =ASMRR. x n
where, n is the interval in years.
Q. 38 Define and formulate total fertility rate.

Ans. Total fertility rate is a measure which gives

pproxi ly the magnitude of * family
size' that is the total number of children, a women
would bear on an average in the lifetime assuming
no mortality and no adoption of family planning
measures, In short, the sum of age-specific fertility
rates over all ages of the child bearing period. For-
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mula for total fertility rate in the age group x to (x +
n) is,

TER. = Sum of ASER. xn

To obtain the total fertility rate per woman, the above
value of T.ER. has to be divided by 1000,

Q. 39 What do you understand by of
population growth?

Ans. Population growth mainly depends on the
sex of the newly born child ie., the popul,
growth rate increases if the majority of births con-
sists of girls. Thus, fertility rates fail to reflect on the
rate of population growth t they do not take
into consideration the sex of the newly born chil-
dren. Therefore, to measure the rates of population
growth, it becomes necessary to take into account
the female births and their mortality before they
reach the child bearing age. The rate of population
growth are measured in terms of reproduction
rates.

Q. 40 Name different measures of population
growth.
Ans. Various measures of population growth are
as follows:
(i) Crude rate of national increase

(i1} Vital index

(1i1) Gross reproduction rate (G.R.R.)

(iv) Net reproduction rate (N.R.R.)

{v) Replacement index.
Q. 41 Explicate the method of obtaining the crude
rate of natural increase.

Ans. Crude rate of natueral increase is equal to the
difference between crude birth rate (C.B.R.) and
crude death rate (C.D.R.). This difference is also
known as survival rate. Symbolically,

Crude rate of natural increase = C.B.R. - C.D.R.
In case, the total number of births (£8), the total
number of deaths (£D) and the mid-year population
(ZP) for a given year are known, then

IB-LD
p
Q. 42 What is meant by vital index of population,
and how can it be measured?

Crude rate of natural increase =
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Ans. Vital index of population was prof ded
by Dr Rayond Pearl, Vital index is measured as the
ratio of births to deaths in a given year expressed in
terms of percentages. In the formulaic form,

Births in a year

Vital Index = —————————
Deaths in the same year

* 100
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(b) Another formula for gross reproduction rate
is,
No. of female live births
Total number of live births
= Total fertility rate
(€) Also, the gross reproduction rate can be cal-

G.RR=

Vital index is not a good of population
growth as it does not take into consideration the
number of female births and deaths in the year un-
der reference.

Q. 43 Discuss gross reproduction rate.

Ans. Population growth is dependent on the
number of female births who are actually the future
h Hence, population growth is certainly a
function of the fertility rates restricted to the female
births. According to the ‘demographic book’, pub-
lished the United Nations in 1954, “The gross repro-
duction rate indicates the average number of daugh-
ters who would be borned to a group of girls begin-
ning life together in a population where none died
before the upper limit of child bearing age and where
the given set of fertility rates was in operation.”

The gross reproduction rate is based on the as-
sumptions:

(i) No female children die till they attain the
upper limit of child bearing age which is 49
years in India.

(ii) Female populati
of migration.

(iii) The current fertility rates continue to hold
during the entire period of child bearing
age.

The above ptions are not rel in real
life. Hence, gross reproduction rate does not depict
a true picture.

Q. 44 Give the formula for gross reproduction rate.

in spite

lated by making use of the current age
specific fertility rate, under the assumption
of no mortality, by the formula,

No. of daughters expected to be
- borned to 1000 newly borned girls

1000
Gross reproduction rates are not accurate because

mortality of females and migration in all age groups
are inevitable.

Q. 45 What improvement is brought out by net re-
production rate over gross reproduction rate?

G.R.R.

Ans. Gross reproduction rate gives the idea about
the replacement of one generation to the next. But it

imates the next g ion b it omits
the mortality of newly born female infants till they
attain their maximum child bearing age. This makes
G.R.R. quile drtificial. The other factors like migra-
tion, divorce, unmarried women do affect the repro-
duction rate but are negligible as compared to the
extent of mortality, The United Nations Demographic
Year Book 1954 defined net reproduction rate as,
“The net reproduction rate may be interpreted as
the number of daughters that would be produced by
women throughout their lifetime if they were ex-
posed at each age to the fertility and mortality rates
on which the calculation is based.”

From the above discussion it is apparent that
NRR gives the number of females produced per
woman who continue to survive till their maximum

Ans, Gross reproduction rate can be calculated in
either of the following ways.

(a) 1Ir S, is the fentility rate at age x restricted to

n
female births IE_IDS;‘ is equal to G.R.R. where
n is the upper child bearing age.

L3 age‘
Q. 46 In what ways, can the net reproduction rate
be calculated?
Ans. Various approaches to calculate net repro-
duction rate are as follows:
{a)} The calculation of net rep: tion rate by
making use of life-tables. If .B‘ is the number
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of girls barned to Px women of the age group
x10 (x + n) and S is the survival rate (p ) per
woman which is obtained by the life table for
each age group, then

N.R.R.= Z ﬁxs xclussintcrvalol’
T K P the age group

13
proup
(b) Net reproduction rate can directly be calcu-
lated by the formula,

No. of female babies expected to be
borned 1o 1000 newly bom females
on the basis of current fertility and

N.R.R.= mortality rates

1000

(c) George Barclay gave the formula for net re-
production rate in terms of life table nota-
uons as,

49
N.RR=§ b,ﬁ
wis Ly
where,
§ - Stands for summation just as E.

b, = rawe of female births per person at age
X

L, = No. of persons-years lived at age x per
woman borned to the original cohort
Original cohort
varies from 15 to 49 years of age, ie.
the child bearing age.
(d) In common parlance,
E(No.of female births
% % survival rate)
100

Q. 47 Comment on the values of net reproduction
rate.

Ly -
X -

N.R.R.=

Ans. The experience gives some ideas about the
values of N.R.R. and their importance as follows:

(i) Normally N.R.R. varies from ( to 5.

(i) N.R.R.can notexceed G.R.R. as N.R.R. takes
into account the mortality.

(iii) N.R.R. will be equal to G.R.R. il all the newly
borned female children survive till their maxi-
mum child bearing age.

(iv) If NNRR. = 1, the female population will
exactly replace itself into new generation and
population remains constant.

(v) ITN.R.R. < I, this will result into the reduc-
tion in the number of mothers and will thus
cause reduction in population.

(vi) ITN.R.R. > 1, there will be a greater number
of mothers in the next generation which will
tend to increase the population.

Q. 48 What are the drawbacks of net reproduction
rate?

Ans. Beside many good qualities of N.R.R. over
G.R.R., it is not devoid of drawbacks such as:

(1) N.R.R. are based on the constant rates of
fertility and mortality over generation which
is not true to the real life phenomenon.

(ii) N.R.R. do not take into account the number
of emigrants or immigrants. Many times, the
number is so large that it affects the repro-
duction rate.

(iii) A.S.ER.'S are also not so constant as they
are 1aken 1o be for the purpose of N.R.R.

Q. 49 The population and its distribution by sex
and number of births in a tehsil in 1991 and survival
rates are given in the table below:

From the given data, calculaie

(i) General fertility rate

(i) Age specific fertility rale

(iii) Total fertility rate

(iv) Gross reproduction rate

(v) Net reproduction rate

assuming no mortality.
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Q. 50 What is replacement index, and what pur-
pose does it serve?

Ans, Replacement index is defined as, the propor-
tion of observed child-woman ratio of actual popu-
lation to the child-woman ratio from life-1able sta-
tionary population.

Sometimes the trend of population growth is in-
dicated by replacement index R. Replacement index
is seldom used in practice.

Q. 51 Formulate replacement index.

Ans. In this index, child-woman ratio is the ratio
of the number of children of age less than 5 years

4
(0-4 years), i.e., Enp‘ to the number of women of

child bearing age (15-49 years), ie., ;‘:;P}
Thus the replacement index,
£ P
R=20"
5

=R,/R,
where,
R, - child-woman ratio in actual population
R, - child-woman ratio in stationary population,

Q. 52 Express net migration rate and its impor-
tance.

Ans. . Net migration rate (N.M.R.) is the ratio of
the annual net migration to the annual mean popula-
tion, When this ratio is multiplied by 1000, it gives
the net migration rate per thousand, Thus,

NM.R.= Annual net migration <1000

Annua! mean population

overseas immigration
—overseas emigration
o OVETREAS CTVBTNON o 1000

Annual mean population

Met migration rate conveys about the population
augmentation and depletion through net migration
during a given year.
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Q. 53 Give the concept of a life-table.

Ans. A life-table comprises of a set of values show-
ing how a group of infants born on the same day and
living under similar conditions would gradually die
out. In other words, a life-table summarises the
mortality or longevily of any cohort.

George Barclay expressed life-table as, “The ta-
ble is a life history of a hypothetical group or cohort
or peaple, as it is diminished gradually by deaths.
The record begins at birth of each member and
continues till all have died.”

Q. 54 What is revealed by a life-table?
Ans. A life-table reveals the following aspects:

{i) Beside death rate, life-table is another device
of describing mortality in a population under
consideration. That is why some people call
life-table as mortality table.

As a matter of fact, a life-table exhibits the
rumbers living and dying at each age on the
basis of experience of a cohort.

It also gives the probability of dying and
living separately at each age. The probability
to dying manifests the mortality rate. Obvi-
ously, the probability of living evinces sur-
vival rate.

The life-table provides the expectation of life
at any age x. In other words, a life-table es-
sentially presents the mortality at all ages in
a tabular form.

(i)

(iii)

(iv}

Q. 55 On what assumptions or factors is the con-
struction of life-table based?

Ans. The factors or assumptions in the construc-
tion of life-table are as given below:

(1) Mortality rates are not same in all age groups.
Hence, life-tables utilise only the age specific
mortalily rates.

The deaths are uniformly distributed between
two consecutive birth days,

The mortality rates differ widely for male
and female populations. Hence, life-tables for
males and females are constructed separately.
Naot anly this, the experience shows that the
pattern of montality for different races, occu-
pational groups, regions, ete., are different.
Hence, life-tables are prepared separately for
different cohorts,

(i)

{iii)
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(iv) The cohon is closed to migration. In other
words, the change in population occurs only
due to deaths.

(¥) The cohort origi with a
of births say 1,00,000, 10,000, 1,000, etc. This
number is known as the radix of the table.
Q. 56 What is the historical background of life-
tables?

Yard h

Ans.  Ulpians life-tables consisting of a series of
values diminishing with increasing age appeared first.
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(viii) How far, the better medical aid, high stand-
ard of living and new scientific inventions
have increased the span of life, can be evalu-
ated through life-tables.

Q. 58 How can a life-table be constructed?

Ans. A life-table starts with a convenient cohort
size like 1,00,000 or 10,000 known as radix. The
record of a life-table begins at the birth of each
member and continues till all have died. It is worth

But the manner in which they were constructed and
their purpose was not clear.

Life-table in the real sense came into existence
and popularity at the end of eighteenth century for
the purpose of life assurance. This enabled the
acluries to cak the i risks and premi
rate. In recent years, life-table approaches are being
increasingly utilised even to follow up studies of
chronic di of hospital § chalking out

welfare programmes for different cohorts, etc.
Q. 57 What are various uses of life-table?
Ans. A life-iable mainly displays the death rate
between two consecutive birth days and expectation
of life at any age of a cohort. The information re-
vealed by a life-table has applications in many felds
and hence its uses can be summarised as given be-
low:

(i) Life-tables are of great use to actuaries to

i the i risks and p

(ii) Life-tables help to construe the population
projections by age and sex.
Life-table is used to calculate accurate fertil-
ily rates,
Life-table clearly depicts the distribution of
people according to sex which helps a great
deal in pl of educati 1
and workforce,
Life-table helps to check the accuracy of cen-
sus figures, registration of deaths, births, etc.
The computation of net reproduction rate and
true rate of natural increase is easily made by
the use of life-lables.
It helps to assess the impact of family plan-
ning programmes on population growth.

(iii)

(iv)

2 ployment

(v

(vi)

(vii)

ing out that a life-table diminishes gradually.

A life-table consists of eight columns which are
as given below:

Columns:
(1) x=The age in years
(2) I, = No. of persons living at the age x.
(3) d,=No. of persons dying between the ages x
and (x + 1).
= I: _,ﬂl

(4) g, = Prob. of dying of a person between the

ages xand (x + 1}

(5) p, = Prob. of living of a person between the
ages x and (x + 1)

(6) L, = No. of person living between x and

(x+1).
L= [
2
-l -t
2
(7) T, = No. of persons living above the age x

L+l g +..=L +T,,
(8) & = Expectation of life at age x.
.= T,!I‘
Q. 59 Given the age rewrns for the two ages x=9
years and x + 1 = 10 years with a few life-table
values as, I, = 75,824, I, = 75.362, d, = 418 and

T,y = 49.53,195. Give the complete life-table for
two ages of persons.
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(iii) g, — the probability of dying of a person in
age group x to (x + n).

[

X ‘xsn

I

e =

x

(iv) d - the number of deaths in the interval x
to (x + n), ie.,

ﬂdl = II X ﬂql
(v) p~ the probability of living of a person be-
tween the age x and (x + n) and can be given
as,
’u-
P =
LR ) .f'
=1 “nx
(vi} L~ the number of persons of the life-

table stationary population in the interval x to
(x + n) years and can be obtained as,

n
,L,:Jn”m
o

(vii) T, - the number of persons living after the
age x.
ef - the expectation of life at the age x and

is given as,

(viii)

0. 2x

e, I,

Q. 69 In what way, does the construction of an
abridged life-table differ from a complete life-
table?

Ans. The main difference lies in finding the value
of g, because g is often not a smooth function of
x and shows irregular variation because of the 'arger
interval instead of one year, Hence, a standardised
value of g, is determined for usage. The value of
.4, s standardised either by Compertz law or
Makeham’s law or by some other rule. Also a suitable
interval n should be chosen and proper grouping of
age be done.
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In an abridged life-table, the class interval n is
more than one year and is usually 5 to 10 years,

Q. 70 Discuss the term, ‘central mortality rate’, and

" give the formula for its calculations.

Ans. The central mortality rate is the probability
of dying of a person, whose exact age is not known
but lies between the age x and (x + 1), within one
year following the attainment of that age. Let us
denote,

m, ~ the central mortality rate.
d,— the number of deaths between x and (x + 1)
years.
L, - the average size of the cohort in the interval x
to(x+ 1)
I~ the cohort size at the age x.

The central mortality rate,

o= No. of deaths in the interval x to (x+1)
. Average size of the cohort in the interval

=4
'L]‘

dl
i
L-5d,

L 2/l
2-d i,

2m,
24m,

Q. 71 Discuss force of mortality.

Ans, In the construction of life-tables, we have
confined to initial population I, at an age x where x
is an integral number. But death does not occur only
at the end of a year alone but at any time during the
year. Thus, [ is a continuous function of x. Hence,
the rate of decrease in I, can be given by the differ-

o g, =

) d
ential, e I.
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47.

48,

49,

51.

52.

59.

61.

63

Age specific fertility rates create better ground
for .

General marital fertility rate is confined to
birth rate of children borned 1o

women only.

Most fertile period of women can be ascer-
tained by calculating

The total number of children that could have
borned to 1000 married women during their
entire child bearing period is known as

The sum of age specific fertility rates multi-
plied by n in the age interval x to (x + a)
provides the estimate of

The rate of increase of population mainly

depends on the of the new-born,
Measures of population growth are the func-
tion of and their .

Population growth is 1 in terms of

‘The ratio of births to deaths in a year is called

Gross reproduction rate is a

number,

Gross reproduction rate is based on fictitious

assumption that till the age of 49

years.

Number of daughters expected to be borned

to 1000 newly bomed girls is equivalent to
per thousand.

The ber of femal duced per woman

who survive till their fuII reproduction age is

nothing but .

‘When the mortality of newly borned girls is

zero, the net reproduction rate is same as

Gross reproduction rate cannot be

net reproduction rate.

If NRR = 1, then the female population will
exactly

If NRR < |, the populauon will in general
tend to

64,

65.

69.

70.

71.

72.

73.

74.

75.

76.

78.

79.

B1.

82,

541

IFNRR > 1, the population of a country will
very likely .

‘The assumption of constant fertility and mor-
tality in the calculation of NRR is practically

NRR based on current fertility and mortality
rates the future growth in reality.
Migl are . in the cal
net reproduction rates.
Replacement index is

practice as a of population gr .
The ratio of the total number of births to the
total deaths in a given reglon during a given
year is called

lation of

used in

The range of vital lndex is_______to

The value of vital index greater than 1 is
indicative of

Vital index less than 1 shows a in
population,
The for population change merely

due to migration is

The number living and dymg at each age on
the basis of the experience of a cohort are
exhibited by
The probability of dying manifests the

The probability of living reveals the
. rate
The expectation of life at any age can be
t 1 from a
Life-tables are prepared
and female populations.
Age-specific mortality rates are the back bone
of .
Life-1ables are
tion of migrations.
The standard number of births originating a
cohort is called of the life-table.
A life-table shows the pattern in which the
population gradually.

for male

of the considera-




. A life-table contains

The life- table continues till all people
The life-table appearing first are due to
The extensive use of life-tables is made by

Life-table can also be utilised in medical sci-
ence for follow up studies of .
Accuracy of census figures can be checked
with the help of

‘The impact of t‘amlly
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equal and no migration takes place, the
and lations are equal.

98. An abridged life-table usually consists of ages

at distance of years.

99. In an abridged life-table, the distance between

100.

101

ages is one year.

The main difference in the construction of a
complete life-table and an almdged life-table
lies in determining

Central mortality rate is the probabllll'.y of
of a person whose

5 FIVE

can be gh

. The overall impact of developed medacal aid

on life expectancy can be evaluated from

102,

age is not known but lies in the interval x and
(x+ 1)

Merrel's method of construction of abridged
life-table is mainly based on

90, columns in 103, Greville mainly utilises in the con-
all. struction of abridged life-table.
91. The calculation of unemployment rates can 104, Greville’s approximation to L for abridged
be done parallel to life-tables is based on _______ .
92. Apopnlaunnofmnmmsmehu\rmgthesm 105, King estimated the population and num-
sex composilion over time is called a ber of deaths for construction of abridged
population. life-table for the cemml age in the interval
93. If the births and deaths, immigrants and emi- (x, (x + n)} by apprc g to
grants are equal in number, the size of popu-  106. Out of Merrell's, Greville's and King's mc!h-
lation remains ods of construction of abridged life-tables,
94. A population with varying size but having a maximum approximations are involved in
constant rate of growth or depletion is called method.
a population. 107. A life-table based on actual cohort is called
95, A stable population has a fixed — life-table.
ratio over time. 108. The death rate of 15.4 of a posh city A and
96. A stable population is closed for the death rate of 12.9 of a suburb B is
97. If the birth and death rates over time are of salubrity of the later.
SECTION-C
Multiple Choice Questions
Select the correct alternative out of given (c) marriages
ones: (d) all the above
Q-1 Vital statistics is mainly concerned with: Q. 2 Population slatistics mainly display the
{a) births records pertaining to:
(b) deaths (a) foetal deaths
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Q.5

Q.6

(b) population of regions

(c) morbidity

(d) all the above

Complete count of the heads of people of a

country is known as:

(a) census

{b) wvital statistics

(c) demography

(d) none of the above

Vital statistics throws light on:

(a) changing pattern of the population dur-
ing intercensal period

{b) virility of races

{c) growth of population

(d) all the above

The registration of births, deaths and mar-

riages are:

(a) a fancy of society

(b) a part of medical research

(c) alegal document

(d) all the above

Vital statistics is greatly utilised by:

(a) acturies

(b) planners

(¢) social reformers

(d) all the above

In India, the collection of vital statistics

started for the first times in:

(a) 720

(b) 1886

(c) 1969

(d) 1946

The registration of vital statistics in India

suffers from:

(a) incomplete reporting

(b) incomplete coverage

(c) lack of accuracy

(d) all the above

To imp upon the regi of vital

statistics in India, the central government

appointed a committee in 1948 known as:

(a) Bhor Commitice

{b) Rath Committee

(c) Arthur Committee

{d) none of the above

Q.10

Q.12

Q.13

Registration of vital statistics is ised at
the apex by:

(a) Director General

(b) Registrar General

(c) Census Commissioner

(d) all the above

At state level, the registration of vital statis-
tics is carried by:

(a) Director of Economics & Statistics
{b) Chief Returning Officer

(c) Chief Registrar

(d) none of the above

In post-Independ India, the reg

of Births and Deaths Act was passed in:
(a) 1948 ,

(b) 1959

(c) 1969

(dy 1979

Vital statistics is obtained through:
(a) census operation

(b} registration system

(c) survey method

{d) all the above

Sampling registration system of births and
deaths came into operation in rural areas in
the year:

(a) 1967

(b) 1968

{c) 1969

(d) none of the above

Sampling registration system for recording
births and deaths in urban arcas started in
the year:

(n) 1967

(b) 1968

(c) 1969

(d) none of the above

The ad ge of sampling regi: 5ys-
tem is that:

(a) it has full coverage

(b)
()

(d)

it is more accurate

it provides the estimate for rural and
urban arcas separately

all the above
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Q.17

Q.18

Q.19

Q21

The sampling registration system fails to
vecord:

(a) age and sex composition

(b) birth rates

(c) death rates

(d) all the above

The most important assumption, on which
the analytical methods are based, is that:
(a) the population is stagnant

(b) the population grows at a constant rate
{c) there is no time lag

(d} none of the above

Having known the population of the two
conseculive censuses, the formula for popu-
f’, in the i 1 year ¢
with usual rotations is:

lation

@ &=R+2(R-F)
- n

® F=R+5(R-k)

© h=p+(h-F)

- N
@ £ =FR+—(f-R)

If P, and P, are the populations at two cen-
suses conducted at an interval of five years,
then the rate of population growth ‘r’ can
be estimated by the formula;

o
@) r= J;?-—l
5
{b) r-F-]
!

5[,
) r= |-2 -1
"R

"[F
d = |2 =
(]rJ;

If we have the last census population,
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migration, births and deaths data for a region
in a given period, the population at the time
t can be estimated by the formula (using
usual notations) as:

@ B=PR+(B-D)+(I-E)
® P =(B-D)+(I-E)
© B=pr{(B-D)+(-E)}
(d) none of the above

Having known the last census population
‘P, and growth rate *r’, the population af-
ter n years based on compound interest for-
mula will be:

@ B=pQ1+r)"

®) £ =8 (14n)
© E=hR/(1+n)"
) B=pPll+s)

If P, and P, are the population at an interval
of 10 years, the population just afier five
years will be:

1
@ 5 (A+R)

) JAxP
1 [L+L)
(c) 2\P B
W) JR+P
Vital rates are customarily expressed as:
(a) percentages
(b) per thousand
(c) per million
(d) per trillion
Crude death rate, expressed simply as a ra-
lio, provides:
{a) the probability of babies borned and
died during the year under reference
(b) the probability of a foetal death during

the year under reference
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(c) expectation of life at each age

(d) all the above

A life-table is a compendium which:

(a) foretells about each individual

(b) forecasts the year of death of each indi-
vidual

provides the age of each individual of
the population

(d) none of the above

Construction of life-tables is based on the

assumption that:

(a) age specific death rates are constant at
all ages

(b) death rates are uniformly distributed be-
tween two birth days

(c) mortality rates are same for male and
female populations

(dy all the above

Life-tables are usually constructed:

(a) jointly for male and female populations

(b} separately for male and female
populations

(c) both (a) and (b)

(d) neither (a) and (b)

[(3

—

Q. 58 The standard number of births 10,000 origi-

nating a life-table is known as:

(a) acohon

(b) initial population

(c) radix

(d) all the above

A life-table is most utilised by:

{a) life insurance companies

(b) general ce compant

(c) employment exchanges

(d) all the above

Life-table is a mean of:

(a) monitoring the family planning pro-
grammies

(b) checking the census figures

(c) giving population projections

(d) all the above

Normally a life-table is constructed for an

age interval of:

(a) five years

(b) five to 10 years
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(¢) one year

(d) none of the above

Which leader amongst the following attained
the maximum age of a life-table?

(a) Mao Tse-tung of China

(b) Karl Marx of Germany

() Morarji Desai of India

(d) Macmillan of U.K.

A life-table consists of:

(a) seven columns

(b) eight columns

(c) nine columns

(d) none of the above

Unemployment rates are similar to:

(a) death rates

(b) survival rates

(c) migration rates

(d) none of the above

A population have constant size and com-
position is called a:

(a) stable population

(b) stationary population

(c) continuous population

(d) discrete population

A population maintaining a constant growth
rate is said to be a:

(a) stable population

(b) stationary population

(¢} mobile population

(d) none of the above

The probability of dying of a person of age
between x and (x + 1) years is known as:
(a) age-specific death rate

(b) infant mortality rate

(c) central mortality rate

(d) none of the above

A life-table constructed for an age interval
of 5 1o 10 years is specifically known as:
(a) grouped life-table

(b) interval life-table

(c) abridged life-table

(d) none of the above
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Q.70

Q.71

Q74

Q75

An abridged life-table can be constructed

by the method suggested by:

(2) Reed Merrel

(b) Greville

{c)} G. King

{d) all the above

Reed Merrel method of construction of

abridged life-tables utilises:

(a) age specific mortality rates

(b) central mortality rates

(c) both (a) and (b)

(d) neither (a) nor (b)

Greville’s method for estimating death rate

in the age interval of x to (x + n) years

utilises:

(a) Compertz law

(b) exponential law

(c) both (a) and (b)

(d) neither (a) nor (b)

G. King's abridged life tables are based on

the calculation of:

(a) central mortality rate

(b} the number of persons and deaths for
the central age in the interval {x, x + n}

(c) bath (a) and (b}

(d) neither (a) and (b)

A life-table based on the experience of ac-

tual cohort is called:

(a) generation life-table

{b) fuent life-table

(c) both (a) and (b)

(d) neither (a) and (b)

The probability of living of a person in the

age group x 1o (x + n) can be obtained by

the formula:

[a} ;l“ﬂﬂl

(b} (Il = Ilfﬂyil

(c) “: ~lin 1+

) 14,

The central mortality rate ‘m_’ in terms of

q, is given by the formula:

(8)24/(2+q,)

(b) 2q/(2-q)

©) g/2+4q)

) qf2-gq)

Q.7

Q.80

PROGRAMMED STATISTICS

1f /, is the number of persons living at the
age x and L_the number of persons living in
the mid of x and (x + 1) years, then the
relation between [, and L_is:

(a) L = %{f. +l)

(b) L, = % +,

() L, =1 ,
l“'j
(d) none of the above
The relation between the central mortality
rate ‘m_’ and force of mortality u s

@ m=p, +—
2

1
(b) m,= ‘il‘lnl

1
(c) m, =E(|“x +":+i]
(d) none of the above
The ratio of the rate of decrease in initial
population [, at age x to /_ is known as:
(a) nominal annual rate of mortality
(b} force of monality
(c) central mortality rate
(d) all the above
The probability g, of dying of a person be-
tween the age interval x and (x + 1) and m,,
the central mortality rate are related as:
(@) g,=2m /(2 - m,)
b g, =mf2+ m)
) g, =2mJj(2 + m)
(d) none of the above
If 1, the initial population at age x in an
abridged life-table vanishes at the age w +
n, then with usual notation:
(a) nLu = Jb‘lmx
(h} QLI = tn/-m-
© L =l/m,
@ L, =l/m,
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ANSWERS

SECTION-B

(1) demography (2) interchangeable (3) vital statis-
tics (4) Arthur Newsholme (5) Benjamin (6) human
inventory (7) analysis (8) ten years (9) continuing
process (10) acturies (11) social reforms (12) vital
statistics (13) vital statistics {I14) 1969 (15) 1886
(16) sacramental (17) three-fourth (18) Bhor (19}
1952 (20) sample census (21) Registrar General (22)
Comprehensive profile (23) census year (24) vital
(25) programes (26) 1967 (27) 1968 (28) census
blocks (29) all India level (30) rural; urban (31)

migration (32) is not (33) Py +%(P| -F) (34)ata

constant rate (35) 3P, /P, -1 (36) [R =P, (37)

per thousand (38) probability; death (39) equal
weightage (40) more informative (41) mortality con-
ditions (42) pooled death (43) exhumating (44) 15-
49 (45) all ages (46) family planning (47) family
planning (48) married (49) A.S.FR. (50) TM.ER.
{51) TER. (52) sex (53) female births; mortality
{54} reproduction rates (55} vital index (56) norma-
tive (57) no female child dies (58) gross reproduc-
tion rate (59) net reproduction rate (G0) gross repro-
duction rate (61) less than (62) replace itself (63)
decrease (64) increase (65) not valid (66) fail to
estimate (67} not involved (68) rarely (69) vital in-
dex (70) 0; o (71) population growth (72) depletion
(73) net migration rate (74) life-table (75) montality
rate (76) survival (77) life-table (78) separately (79)
life-tables (80) devoid (81) radix (82) diminishes
(83) have died (84) Ulpian (85) acturies (86) chronic
discases (87) life-tables (88) life-tables (89) life-
tables (90) eight (91) death rate (92) stationary (93)
constant (94) stable (95) sex (96) migration (97)
stationary; stable (98) 5 to 10 (99) more than (100)
4, (101} dying; exact (102) central mortality rate
(103) age specific central mortality rate (104) nu-
merical quad (105) 1 degree parabol
(106) King's (107) generation or fluent (108) no
evidence.

“{6l)c
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SECTION-C

()d  (2)b

(Mb  (B)yd
(13)d (14)a
I9ec (20)c
(25)c (26) c
(B3he (32)d
(37 c (38)b
43)d (44)a
@9)a (50)d
(55)d (56)b
62) ¢
(68) ¢
(74) a
(80) b

3)a

a
(15) b
(21)a
2T c
(33 b
(39 a
(45)d
(51)d
(5T b
63) b
69 d
(75) b

4)d
(10) b
(16) d
(22) a
(28) a
(Mec
(40 ¢
(46) b
(52) b
(58) ¢
64) a
(TN b
(76) ¢

5)c
(Ihc
(17)a
23 b
29 b
(35) b
41)b
@47y d
(53)a
(59) a
(65) b
(Tl a
(17 a

6y d
(12)c
(18) b
(249)b
(30) a
(36) d
42)d
(48) b
54 d
(60)d
(66) a
(712) e
(78)b

tNec
(Me
(79 ¢

Suggested Reading

1. Agarwal, B.L., Basic Statistics, New Age In-
ternational (P) Ltd. Publishers, New Delhi,
3rd Edn., 1996.

2. Barcely, G.W., Technig of Popull
Analysis, John Wiley & Sons, Inc., New York,
Tth mprim, 1966.

LB B., El ts of Vital Statistics,
GmgeAllcn and Unwin le London, 1959,

4. Benjamin, B., Demographic Analysis, George
Allen and Unwin Ltd., London, 1968,

5. Cassen, R.H., India: Population, Economy,
Society, The Macmillan Company of India,
Delhi, 1979.

6. Census of of India, 1991, Publications.

7. Cox, PR., Demography, Vikas Publishing
House, Delhi, 1979.

8. Gupta, 5.C. and Kapoor, V.K., Fundamentals
of Applied Statistics, Sultan Chand & Sons,
New Delhi, reprinted, 1993,

9. Kohli, K.L., Mortality in India (Statewise
study) Sterling Publishers, Delhi, 1961.

10. Nafis Sadik, Population Policies and Pro-
grammes, United Nations Population Fund,
New York University Press, New York, 1991,

11. Vital Statistics of India for 1959, Ministry of
Home AfTairs, India, 1961.




Chapter 21

Basic Experimental Designs

SECTION-A

Short Essay Type Questions

Q1
Ans.  Any person has often total or partial ignorance
about certain factors or treatments underlying a
phenomenon and is desirous to confirm it by way of
certain experimentation or trial. The effect of factors
or treatments can be ascertained or pared only if

What is an experimental design?

Q.2 How do you define an experimental unit?

Ans. A subject or a group of objects or the total
material to which a treatment is applied in a trial in
a single replication is known as an experimental
unit. For instance, a plot in field trial in agricultural

they are set completely free to show their effects on
the subjects while all other factors which are likely
to affect the treatments or factors under study, are
kept under control.

Thus, the plan in which an experiment has to be
conducted so that all situations, except that of
treatments or factors are kept under control as much
as possible, are known as experimental design. These
designs may be for engineering, chemical industry,
crop experi etc. For insta an experiment
may be conducted to see the effect of different
fertilisers. In this situation, the field has to be divided
into a number of plots of equal size and same shape,
homogeneous in respect of soil fertility, irrigation,
crop, seed, plant protection umbrella, crop
management, eic., and each plot receives the fertilizer
treatment randomly. The variability in crop yield
or any other crilerion measure can enable the
investigator to distinguish between fertilizers.
Such a plan of experiment is known as design of
experiment.

experi a rat or a rabbit in a biological experi-
ments, a cow or 2 horse in an experiment in animal
sciences, a group of insects in entomological ex-
periment, elc.

Q.3 Define a treatment in reference to an experi-
ment.

Ans. A treatment is a substance or a known factor
which is administered or allocated to one or more
experimental units to estimate its effect pertaining to
certain ch or for ing it with others.
Application of fertilizers to field plots, testing feeds
on cows, administering medicines to patients are a
few of the examples of treatments which are applied
to experimental units. Whereas dates of sowing, crop
geometries to see their effect on the yield of crop,
breed of poultry birds for their meat quality, etc., are
the treatments which are attached 1o the experimental
units. An experimental unit may receive a simple
or a combination of treat

Q.4 What are the requirements of a good experi-
mental design?
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Ans.  There are three requirements of a good design
namely:

(a) Randomization

(b) Replication

{c) Local control.
Q.5 What do you
in experimental designs?

§ by rand

Ans. The allocation of treatments to experimental
units in such a manner that an experimental unit has
equal chance of receiving any of the treatments is
called rand ion. The total ber of units in
an experiment is always equal to the sum of the
replicates of all the treatments selected.
Randomization is appropriately implemented with
the help of random number tables.
Q.6 What is the role of randomization in the
process of experimentation?
Ans. There are definitely many ad of
g the domly to the experl-
mental units. They are summarily discussed
below:

(i) Randomization eliminates the human biases.
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(v) R.A. Fisher in 1949 stated that randomization
in experimental designs is one of the required
conditions to attach a probability statement
to the estimated treatment difference.

Q.7 What is meant by replication, and what
purpose dose it serve in experimental designs?
Ans. Repetition of a treatment on a number of
experimental units under similar conditions is called
the replication of the treatment. As a matter of fact,
many purposes are served by the use of replications
in an experiment.

(i) chhcauons are essential tn obtain a valid

of the experi 1 error variance.
(ii} R are ily 1 1o attach
a pmhablllty statement with estimated
treatment differences.

(iii) The larger number of replications reduces
the standard error of the treatment mean(s).
But one cannot take more than certain number
of replications t of the g
problem.s and limitation of resources.

(iv) Replications enable the experimenter to infer

hether the diff in treatment means

May these biases be introduced ad ly
or inadvertently.
(ii) Randomization makes the expenmcnl free
from any sy influences of
ment.
(iii) The p to
apply mathematical theories which would
have otherwise not been possible.
One of the important assumption for the
analysis of variance of data is that the
experimental errors are independent. If this
assumption is violated, the validity of F-test
or t-test is always doubtful. Bul a proper
randomization introd: the indep

of randc

(iv)

are actually more than the sampling
fluctuations. If the variation among treatments
is more by a certain quantity as compared to
sampling fluctuation, then they are considered
to be significantly different, otherwise not.

Replications of a treatment also compensate
for the inadvertent favour or disfavour
received by a particular treatment from one
unit to the other. For example, a treatment
may be favoured due to better soil fertility in
one plot and be handicapped in the other plot
due to poor soil fertility. In this way, average
of the t is better

—

(v

perfor

in the assignment of treatments to the
experimental wnits which in tum creates
Lndcpendence amongst the observations. Thus,
ization may be idered a device to
effectively make the experimental errors
independent.
In short, randomization makes tests valid in
the analysis of experimental data.

i by way of replications.

Q.8 What do you understand by local control and

in what way does it increase the efficiency of an

experimental designs?

Local control is a device to maintain greater
ity of experi 1 units within a block of

an experiment or as a whole. This is achieved by

considering the natural factors likely to influence

Ans.




the treatment effects inherent within the experi |
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1 tand.

] error for a treatment mean or for

units. For instance, soil fentility of field is a factor
which affects the plant growth and yield. So all the
neighbouring plots having the same soil fertility
should constitute a block. The soil fertility of land
can be assessed by conducting an uniformity trial on
the field prior to actual field experiment and making
fertility contour map on the basis of fertility gradient.
These contours help to form blocks. In animal
experiments, local control means the animals of the
same litter, breed, age, weight, lactation, etc,, be
grouped together to constitute a block.

Local control is also called as error control by
some workers. It contributes a lot in increasing the
efficiency of an experiment. A few points in favour
of local control are highlighted below:

(i) With the help of fertility map one can form
blocks of contiguous plots which are homo-
geneous in the real sense,

(ii) Local control reduces the experimental error. -

(iii} Local control is meant to make designs more
efficient.

(iv) It makes any test of significance more
sensitive and powerful.

{v) A reduction in experimental emor conse-
quently helps the investigator to detect the
small real difference between treatment
means.

Q.9 Discuss and define experimental error.

Ans. Itisalways an end of the exp

to control all factors which can effect the independent
performance of the treatments and the choice of the
design depends which can most likely fulfil this
objective. But, in spite of all efforts, there are always
certain extraneous factors which are beyond the con-
trol of the experimenter. Thus, the error caused by
the extraneous factors which are beyond the control
of human approach is known as experimenter error,
For instance, germination of seed, plant growth,
number of pods or ears per plant, response to feed
by the animal, taste of a person, etc., are the factors
beyond human control. All such factors add towards
experimental error.

The red

ion in experi error provides

the difference between two treatment means which
results in detecting small diffi between treat-
ment means. In this way the efficiency of the
experiment increases.
Q. 10 What factors are responsible for determining
the number of replications?
Ans. There are mainly nine factors which are
responsible for determining the number of repli-
cations.

(i) Extent of precision required.

(i) Heterogeneity of experimental material.

(iii) Awailability of resources.

(iv) Size of experimental units.

(v) Required degrees of freedom of experimental
error.
(vi) The relative cost of | units.

(vii) The extent and nature of competition among
experimental units.
(viii) The number and nature of the treatments.
(ix) The fraction to be sampled.
Q. 11 How does the extent of precision work as a
criterion for ascertaining the number of replications
in an experiment?
Ans, The extent of precision desired by an
investigator means to spell out the magnitude of the
treatment differences which are expected to be
detected through the experiment. As a general rule,
if the differences between treatment means are
expected to be large, then a low degree of precision
is required. Hence, in this situation, a small number
of replications are enough. On the contrary, if the
differences between treatment means are likely to be
small, a large number of replications are to be taken.
Keeping in view the above ideas, if we know the
magnitude ‘d’ of the difference between two
treatment means to be detected, an estimate of the
error means square ‘s based on some previous ex-
periment or some empirical study, then the number
of replications can be d d by the formula,

.2
d
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more. Hence, to have a stable information, the
number of replications should be such that the
available degrees of freedom for error variance are
at least 12

Q. 16 How does the cost of the experimental
units play its role in deciding the number of repli-
cations?

Ans. Obviously, when the cost per unit is high,
one would like to take minimum number of
replications and if low, a large number of replications
may preferably be taken keeping all other factors
responsible for replications constant. In this sitsation,
two d wilh qual ber of replicati
may yicld the same amount of information as the
cost for additional replications in one experiment
may be compensated by lesser per unit cost and
vice-versa on a per unit information basis. Thus, if
5% is the error mean square based on n df taking r
replications in the design and ¢, the cost per repli-
cate, the information available by the experimental

data is,
(%)G)
s*)\n+3
Also the relative efficiency of design | over design
2 for fixed cost is,

(1) 23) ) ()

I on the ber of repli
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Ans. If the plot size in an experiment is large and
it is not possible to harvest the entire plot for the
study of certain characters, a sample from experi-
mental units is often selected. Therefore, an experi-
ment should be planned in such a way that the plot
size and required number of replicates should result
in the ired degree of precision in spite of
sampling. Yates and Zacopanay suggested that for
the cereal crops, the sampling rate should be about 6
per cent of the plot. Also they worked out that the
loss of information due to sampling as compared to
complete harvesting was aboul one-third.

Q. 19 What is meant by analysis of variance of
experimental data?

Ans. The measurements are taken on each ex-
1 unit pertaining to character of interest
and its variance is calculated. This total variance is
due to various factors involved in the cxperiment,
The purpose of analysis of variance is to split the
total variance into component variances and to test
the hypothesis about these component factors. The
main interest lies in estimating and comparing
pairwise treatment or testing contrasts (comparisons)
among treatments.

The component variance are always displayed
and tested in an analysis of variance table abbreviated
as ANOVA table. An analysis of variance table

ins five col as depicted below.

‘The sources of variance are various components
A, B, C, ... and also the experimental error which are

Since n; and n, deg p

one can choose r keeping in view the cost such that
E,=1.

Q. 17 Define relatively efficiency of one design
over the other:

Ans.  The relative efficiency of design | over design
2 15 the ratio of the inverse of the error mean square
of design | to the inverse of the error means square
of design 2, ie.,

Q. 18 How does sampling in experimental units
have bearing on the number of replications?

ponsible for total variati
The skeleton ANOVA table is as given below:
Source of Degrees
L of freed

Sum of Mean sum  F-value
q of 54

OR
5.5

Source of
variation
A
B
c

d.f M.S. F-value
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The analysis of variance enables one to know
whether the variance due to a component factor is
_significantly more than the variance due lo
experimental error or not. Here it should be kept in
mind that mean sum of square due to component is
nothing but the variance due to that component.
Also the ratio of two component variances is
distributed as F with corresponding d.f. Also often
the interest lies in particular comparisons {conirasis)
of treatments and to test their significance. This can
also be tested by analysis of variance. For comparing
pairwise treatments, further tests have to be carried
out.
Q. 20 How do we decide the component factors
responsible for variation in an experiment?
Ans. The measurement, generally the yield, in crop
experiments or likewise any other character measured
is as a result of many factors which are usually taken
1o be of additive nature. For instance, the yield of a
cereal in an exy having k
in each of the r blocks ofk plots which are homo-
quun h es but likely 1o be heter-
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treatment 1. Thus, the components of variance in
the ANOVA table come from statistical model. Here
the factors are p, 1, p and €.

Q. 21 Is there any method of testing the additivity
of a statistical model?

Ans. Yes, if there is any doubt about the addivity
of components in a statistical model, it can be tested
by a test suggested by LW, Tukey in 1949, The
procedure is a part of error sum of squares and has
one degrees of freedom. This sum of square tead to
be inflated il there is non-additivity. This sum of
square is tested against error mean square by F-rest.
If F-value is significant, it is indicative of non-
additivity. In this situation, the investigator should
think of alternative model for it.

Q. 22 What are different types of statistical model
for experimental designs?

Ans.  Statistical models for experimental designs
are classified into three types namely,

(i) fixed elfect model (Model-1)

(ii) random effect model (Model-11)

(iii} mixed effect model (Model-IT)

The specification of the model emerges with the
idea that either the effect of treatments {factors) is of
fixed or random nature. Also there are some
experiments in which certain effects are of fixed
type and others of random nature. Such experiments
lead to mixed effect model.

Q. 23 Explicate fixed effect model.

Ans. A fixed effect model is also known as anafysis
of variance model or Model I. In this model, the
investigator is concerned to draw inferences about ¢
treatments involved in the experiment. If we take the
model for a design in which k treatments are
randomly assigned to i he units whereas

sth

h Ives can be d by
followmg linear statistical model,
Yy -=;,1+t,+ﬁ, +Ey
for i=1,2,..,
j=L2 ..
where

¥y~ Yield of the plot receiving i* ireatment of j*
block.

p— true mean effect, ie., the mean yield which
would have been even without the i
treatment and /® block effects.

7, — true effect of the ™ reatment.

B; - true effect of the /* block.

g;— eror, i.e., true effect of the experi I unit

receiving i treatment in /* block.

In the above model it is assumed that p is a
constant and g, are identically and independently
distributed normal variates with mean zero and

variance o, ie., € ~ N(U,of]. But the speci-
fication of the model is based on the nature of

i
L is replicated 7, times such that _El K=n.
i=

Then the statistical model with vsual notations is,
Vg =R+T vEy 1)
i=12, ..k
=12
In case, the main interest likes only in esumating

for
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significance of differences between all pairs of
treatment means involved in an experiment.
Ans. When the F-value for treatments comes out
to be significant, it reveals that treatment means are
not equal. But the g i |
which of them differ significantly with one another
and which do not. Various tests have been evolved
for comparing differences among treatment means
by a number of statisticians as named below. These
tests are known as multiple range tests.

(i) Least significant difference (lsd) test or
multiple #-test.
Student-Newman-Kuel test.
Duncan’s multiple range test.

(iv) Tukey's test.

Q. 27 How can one compare the differences in a
set of paired treatment means with the help of least
significant difference?
Ans.  Firstly a standard value is calculated which
is the minimum difference required to be significant
between any two treatment means in a set of
treatments. In principle, the formula for least
significant difference is,

(i)
(iii)

Isd = |25
r

%t sy

where .s,2 is the error mean square associated with

vd.f. and r, the replication of treatments and 1 ¢ | is
the f-value at 5 per cent Jevel of significance and v
d.f. Compare the absolute differences between the
treatment means with the value of Isd. If the
difference between any two means remains less than
Isd, it is non-significant and as soon as a difference
comes out greater than or equal to [sd, it becomes
significant.

Least significant difference is considered ap-
propriate for small number of treatment means.
As a maiter of fact, type I error increases as the

ber of means i Type 1 error
associated with the largest and smallest treatment
mean pair for five treatments is 27 per cent, for ten
treatments it is 59 per cent and for twenty treatments,
it is 86 per cent.
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Q. 28 What is Student-Newman-Kuel's test for
comparing the ordered treatment means?

Ans. This test takes care of the distance between
two means in an ordered sel of treatment means.
This test is similar to Isd test except that for every
pair of treatment means, a separate value of ‘g" for
percentage points depending on the level of
significance « and the di b the ordered
means and v d.f, for error is used instead of ¢,

The value,

7

5,

where 55 =405
\‘r

and r is the number of replications for each treat-
ment.

The difference between two  exireme treatment
means in the ordered set (X, - X,) is compared with
W, where,

W, = ‘fa.n.vﬁ L
Similarly for ¥,., vs. X},

w;—l = qﬂ.n—l,vﬁsj

and for ¥, vs. ¥,

Wy = ‘?«.1.\'-‘J§:I

and so on.
The values of g, can either be calculated or can
be read from Table-29 of Biometrika Tables for Stat-
isticians, Vol. 1, Cambridge Univ. Press, 1954 by
E.S Pearson and H.O. Hartley. . =

The test can easily be performed by preparing a
two way difference table by taking the treatment
means along rows in descending order and along

columns in ascending order. If W, = g,,,V2 53,

then the difference between two means is significant,
otherwise not,



Q.29 Give Duncan's multiple range test for
comparing the paired treatment means.

Ans, Duncan’s multiple range test makes use of a
least significant difference value for each pair of
treatment means. The treatment means are arranged
in order and the least significant value for comparing
two treatment means situated at a distance n in an
ordered set and a level of significance calculated by
the formula,

{Dunchan's significant range
D, , = 5; x value for « level, n distance
and v error d.1.)

Duncan’s significant ranges can be seen in the table
given in Biometrics, 11, 1-42, 1955 by D.B. Dun-
can.

For each pair situated at different distances, a
different Duncan’s least significant value is ob-
tained and compared with the difference in the two
treatment means. If this difference is greater than
or equal to Duncan’s least significant valve D
then the two treatments are taken to differ
significantly in their effects. All possible pairs of
Treatment means can conveniently be compared by
preparing a two way difference table by taking the
Ireatment means in ascending order along rows and
in descending order along columns. In this table all
differences are covered by the upper diagonal and
diagonal elements.

The greatest advantage of Duncan’s multiple range
test lies in the fact that it allows the experimenter to
commit fewer Type Il error and more Type [ error
than Isd and Newman-Kuel’s test.

D.B. Duncan showed that the level of significance
for k-treatments ch ding 1o the followi:
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treatment means having a difference more than
honestly significant difference (hsd) are said to be
significantly different, otherwise not. hsd for n
treatments is equal to gy, "853, where g, issame
as Student-Newman-Kuels critical value.

Q. 31 Discuss Contrasts.

Ans. A researcher is not only interested in
comparing pairwise treatment means but is often
interested in certain specific functions of treatments
known as contrasts. Here it is to point out that the
term comparison is equally and fi ly used for
conlrasts.

If there are k treatment totals, T, T, ..., T, where
the treatment 7, is replicated r; times fori= 1,2, ...,
k, then a linear combination Z_ of & treatment totals
defined as,

Z, =l T+l T+ 4, T,
is saud 10 be a contrast iff,

gy +nlg+.+nl, =0

o If.- Li=0

i
i=
Since most of the theory of contrasts has been devel-
oped by taking equireplicate treatments, we also
consider that each treatment is replicated r
times. Hence, the linear combination z, among k
treatment totals is said to be a contrast iff

Iy tlyg+ oot ly =0

3
or El,=0
i=i

For instance, linear combinations among three

g
formula,

o, =1-(1-a)*"!

Q. 30 What is special with Tukey's test?

Ans. It is a multiple range test similar to Isd test
except that Tukey utilised honestly significant
difference (hsd) test or the w-procedure. This is one
approach out of many discussed by Tukey. The value
of honestly significant difference is equal to W, = &
of Newman-Kuel multiple range test. Any two

quantities T, T, and T; like, T, - 27, + Ty
T, - Ty; T, - T,; T, — T, are contrasts. Similarly for
treatments T, T,, T, and T, the linear combinations
like, T\ + T, =T, =T =37, -T,+ T,+ 3T, T,-T,
=Ty + T,, elc., are contrasts. In the same way, for
five quantities T\, T,, Ty, T, and T, the linear
combinations like, 27, - T, + T, + 2T T, - Ty
T, - 2T, + T, eic., are contrasts. An arbitrary contrast
does not reveal anything worth-while to the

Hence, the i liesinap lar set
of contrasts known as orthogonal contrasts or a
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contrast depicting a specially known effect of treat-
ment combination.

Q. 32 Distinguish between pairwise and non-
pairwise contrasts.

Ans. A linear combination of K (2 3) treatments,
in which all coefficients are zero except two
coefficients whose sum is also zero, is called a
pairwise contrast. Any contrast among K treatments
with more than two non-zero coefficients is a
nonpairwise contrast.

Q. 33 Dilferentiate between a priori and posteriori
contrasts.

Ans. A contrast which is constructed for testing
its significance with specific purpose before the
analysis of data is called a prieri or planned contrast.
On the other hand, a 1 foll 4
a significant F-test is called a posteriori or post hoc
or unplanned contrast.

Q. 34 What are orthogonal contrasts?

Ans. Two contrast Z and Z,. among k equire-
plicate treatment totals T,, T, ..., T} say,

Z, = by T+l T M Ty
Zyp =l Ty o T, Ty
are said to be orthogonal iff,

(N
@

and

L Loy Hha L+ H gl =0

13

ie., Exf‘"' I=0 (3)
Out of k treatments, there can be utmost (k - 1)
orthogonal contrasts. The idea of orthogonal contrasts
emerged from orthogonal polynomial. If we have k
treatments, an orthogonal polynomial of order (k -
1) can at most be fitted. For instance, if k=4, we can
at the maximum fil a cubic,

E(y)=a+bx+ex’® +dx’ 4)

between the response variable y and the treatment
levels x of a treatment or factor which are equi-
distant,

Instead of fitting the equation (4), we fit in the
polynomial,
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E(y)=Boko+Piiy +Bapa +Bspy (9

In polynomial (5), uy= 1 and i, fori=1,1,2,3,are
polynomials of order { in x. Elaborately,

w=a +by xiwy =ay+by xieyx’;
2 3
uy =ay+by x4y 3" +dyx

These poly Is are orthogonal if Eu; uf =0 for
each pair (i, #') for i = . Now let us consider four
levels of a factor as 30, 60, 90, 120. May it be
fertilizer does, temperature, timings, concentrations
of a chemical compound, etc, Now consider 4, =
a, + by x. The condition for u, to be an orthogonal
polynomial is Zu, u, = 0. Since uy= 1, L u, = 0.
Thus,

Zuy=kay+b Zx (6)

0=4a, +300 b, ()]

Equation (7) is a single equation in two unknowns

a, and b,. The solution of (7) which results into the

smallest integral values of w, for the four values
1

of x are a, = -5, by =E- Putting these values in

u=a +bx

x=75

or = 15
when x =30, u, =-3.
' x=60,u =-I

x=90,u =1

x=120,u =3
Thus, the contrast,

A -T + Ty +37 I

represents the linear effect.
Now we consider the quadratic,
Uy =dy +byuy ey 4l
The orthogonality conditions are,
Euguy =0 and Zwjuy =0
The condition X u, u, = 0 gives the equation,



Q.39 In what way are contrasts helpful in the
analysis of experimental data?

Ans. Contrasts have great utility in the analysis of
experimental data as given below:
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The history of agricultural field research using
systematic designs dates back to 1834,

Q. 42 What are the disadvantages of systematic
designs?

(i) A researcher can sce the effect of a specified Ans. The main disadvantages of systematic designs
combination of treatments conceived prior to  are:
analysis of the data. i) One cannot rule out the possibility of personal
(ii) We can calculate the hncar quadrnuc, cubic @ biases. Possibiity
effects, etc., of . . .
" {ii) Sy errors are introduced due to
(iii) :ito::lxmmtmmm‘ I::d:tyz; correlation among adjacent experimental
set of orthogonal contrasis. (iii) ﬂ:&m possible to have valid estimates of
@ ﬁ"mmmmmﬁffmb:ﬂp“mﬁ variances as no probability is involved, This
one degree of freedom through orthogonal makes the analysis of experimental data
contrasts. meaningless.
(v) Contrasts provide much more information Due to the above disad BeS, SY

about treatments than a simple F-test of
equality of treatment means.
Q. 40 What is the classification made for experi-
mental designs?
Ans. The experimental designs (plans) have been
divided into two classes namely,
(i) ic designs (ii) randomized desi
Q. 41 What are systematic designs?
Ans. Experimental plans, which are devoid of
randomization process, are categorised as systematic
designs. In these type of designs all the treatments,
being repeated a fixed number of times, are assigned
together on adjacent P.xpenmuual units sequentially

designs are out of context.
Q.43 What are the adv
designs?

Ans. The advantages of systematic designs are
delineated below:

(i) There is an ease of operation particularly in
crop experiments.

(ii) It cnables the experimenter to make an in-
telligible placement of various treatments to
experimental units.

(iii) Systematic designs make sampling of experi-
mental area easier and better.

{iv) The chances of drifting the influence of one

over the other are reduced.

ges of sy

one after the other in any di For i if
there are four treatments A, B, C, and D and each
treatment is replicated three times, then a systematic
design may be set in any of the following manner.

Q. 44. When do you call an experimental design a
randomized design?
Au. Expcrum:ntal designs in which the treatments

Alaa

AlBlclD BB |58

A|B|Cc|D clclc

A|B|C|D p [ oD

Plan (i) Plan (ii)

| aBco | aseo | asep |
Plan (il

are domly to the experimental units
come under the category of rand d designs and
are classified as completely randomized desn;n.
randomized block design, Latin square design, split
plot design, cross over design, progeny row trial,
family block design, etc.

Q. 45 Characterise a completely randomized
design.

Ans. Any design in general is characterised by the
nature of grouping of experimental units and the
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manner in which the treatments are randemly
allocated to the experimental units.

Completely randomized design is the one in which
all the experimental units are taken in a single group
which are homogeneous as far as possible. For
example, all the field plots constituting the group
are having the same soil fertility, soil depth, soil
texture, soil moisture, etc.; all the cows forming a
group are of the same breed, same age, same weight,
same lactation, etc. Suppose there are k treatments
and the treatment T} is replicated r, times. So we

k
require :E:r‘ = n units. Assign K treatments randomly

to n experimental unils such that the treatment T;
occupies r; units or plots. Such a design is called a
completely randomised design (CRD). This design
is also seldom called a non-restrictional design.
Completely randomized design is most suitable for
laboratory experiments, pot experiments, green house
experiments, and sometimes for poultry and animal
experiments.

To specify more elaborately, suppose there are
four treatments T}, T, T and T, which are replicated
4,3, 3 and 5 times, respectively. Then the layout of
the completely randomized design having 15 plots
(units) and 4 treatments, using a one digited random
number table is as displayed below:

T, (1) T, (10) T, (1)

7,2 T, 9) T, (12)

() T, (8) T,(13)

T, (4) T, (7 T, (14)

(9 T,(6) T, (15)
Layout of a CRD

Q. 46 What are the merits of a completely ran-
domized design?
Ans. A completely randomized design possesses
many viriues which are delineated below:
(i) Its layout is very easy.
(ii) There is complete flexibility in this design,
i.e.,, any number of treatments and replicates
for each treatment can be laken,
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{iii) Whole experimental material can be utilised
in this design.

{iv) This design yields maximum degrees of
freedom for experimental error.

(v) The analysis of data is simplest as compared
to any other design.
(vi) Missing observation(s) no problem in

analysis of data. The analysis is carried out
in the usual manner neglecting the missing
plot as if it was not there in the experi-
ment. This does not break any assumption or
rule of analysis of variance,
Completely randomized designs are specially
svilable in situations where an appreciable
fraction of the units is likely to be destroyed
during experimentation or is likely to fail to
respond.
Q. 47 What are the demerits of a completely
randomized design?
Ans. Completely randomized design suffers from
many lacunae which are as follows:
(i) The design is suitable for a small number of
treatments.
(ii) It is difficult to find homogeneous experi-
mental units in all respects.

(iii) Completely randomized design is seldom
suitable for field experiments as compared to
other experimental designs.

Q. 48 Give statistical model for completely ran-
domized design with one observation per unit.
Ans. The appropriate statistical model for a
completely randomized design with k treatments and
r; replications of the treatment T, is,

(vii)

Yy =HAT HE ()
i=12, ...k

=12 ., r

for

i
Also [ZI r = n= total number of experimental units.

In the above model,
M — true mean effect.
1, - true effect of the i treatment.
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Treatments
TI Ti rl - Tl
Yu  Ya ¥u Yu
e ¥a - Ya Vi
Nig Yo Yin . S
Total | . ¥ Y . Yo ¥
2 2 T 2
Treatment S.5. A, (e X
fl l'} r‘ n
L2
=) Lcr
- i
i
TowlSS. = i ¥j-CF.
=1 j=1
)’
Error S.5. -ZZ% Z L

i=l i=l

Q. 51 Given the following data obtained from a
completely randomized design with four treatments,
analyse the given data and draw conclusion about
the equality of treatment effects.

T,are,ry=4,r,=ry=3 and r, = 4 respectively and
n=14,

141.4)*
y.=1414, C.F.= (——M—] =142814
Total $.5. = (20.9% + 1242 + ..+ 1.5%) - CF.
= 1960.70 - 1428.14
= 532.56
4767 4717 2857 182
2 e BB LB
Treatment 5.5. 3 3 + 3 i
~-C.F.
= 1659.47 - 1428.14
=231.33
Error 8.8, =532.56 - 231.33
=1301.23
ANOVA Table
Source of Variation df. 5.5 MS.  F-value
Treatments 3 23133 T 256
Error 10 30123 3042
Total 13 53256

Tabulated value of F o, o, = 3.71 which is greater
than the calculated value of F = 2.56.

Hence, we accept H, which means that the four
are equally effective.

Treatmenis
TI Tl TS T‘
209 237 132 58
124 14.4 102 6.1
10.1 9.0 5.1 4.8
4.2 1.5

Q. 52 Is there any equivalence between the analysis
of data in completely randomized design with two
treatments and student’s r-test?

Ans.  Yes, in analysis of variance with two treal-
ments we test Hy: 1, = 1, under Model-1 by F-test

Ans. Here we test,
Hy 1y=t=13=14
vs.  H:at least two of them are not equal.
Treatment Total,
=416,T, =471, T, =285, T, =182
and G = 141.4
Number of replications for treaiments T, T, T; and

and in student r-test, we test Hy: p, = p, where
p=tpand =14 0
Q. 53 What do you und
experimental designs?

Ans. If more than one determinations are made on
each experi 1 unit per g lo the same
character, such a process of collecting data is known
as sub ling. For ple, one may be interested
in deim'mmlng the nitrogen uptake in plants and

1 by sub-sampling in
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heath
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(i) We should confirm the postulated
linear model is true to the existing situation

are called nested factors. As an other
example, if we may take s sires, each sire is mated to
a set of d dams and study r; siblings of ds sire-dam
ions, the factors involved in this experiment

or nol.
(ii) Check whether the proper randomization had b
been adopted or not.

(iii) One must check whether observations follow
the law of normalily or not?

(iv) We must test whether the variances of sub-
classes are homogeneous or not.

Q. 56 What do you understand by crossed classi-
fication?

Ans. If every level of a factor A can be used in
combination with every level of the other factor B,
then such a situation is known as crossed classi-
fication. Here the factors have crossed each other
and their interactions are the sub-classes or cells
wherein the data arise. Even if the data for some cell
does not exist, even then it remains crossed
classification as it does not rule out the feasibility of
the existence of that cell. For instance, one may be
interested to know the effect of 3 levels of fertilizers
on 4 varieties of wheat. Here we have 12 cells and
will be able to get the effects of fertilizer levels,
varieties and their interactions.

Q. 57 When is a classification called nested or
hierarchical classification?

Ans. When we have a set of sampled units and
from each led unit, a sub. ple is taken and
from sub-sampled unit, a number of determinations
are taken, Such a process of repeated sampling and
sub-sampling within each sampling unit is called
nested or hierarchical classification. For example,
we may select some plant from a field, from each
plant we may select a few leaves and on each leave
we may do three estimations of caleium content.
Such a classification will lead to nested or hierarchical
classification.

When we consider the factors in an experiment in
which all levels of a actor occur within each single
level of some other factor, we should call these
factors as nested factors. As an instance, in a plant
breeding experiment if ar her takes ‘s” sp

are called nested factors. “In short, the effects of a
factor which are restricted to a single level of the

other factor are said to be nested within that factor.
Q. 58 Discuss the model for a two-factor nested

design and its peculiarity and the analysis of variance
table.

Ans. Consider a two-factor experiment in which
the factor B is nested under factor A. Let there be a
levels of a factor A and b levels of factor B. The
statistical model for such a design with n determi-
nations on each unit is as follows:

’i)-=1‘+“i+ﬂj(i1+5u- (1)
for i=1,2,..
j=1L2, ..
u= ]. 2!
where,

B = true mean effect
@, - true effect of the i level of A

By — true effect of the / level of B nested under
level of A,

The peculiar feature of this nested experiment is
that the interaction effect of A and B cannot be
evaluated. Analysis of variance table-6 [or the above
model of the nested design is given on page 568.

Mean square for A is to be tested against B or E
will depend on the model specification.

Q. 59 Describe a randomized complete block
design.

Ans. In common parlance, randomised complete
block design is spoken as randomized block design
(R.B.D.). The word complete is implicit.

If experimental units show one way variation, the
effect of this kind of heterogeneity is taken care of
by grouping the experimental units into blocks in
such a way that the units are homogeneous within a
block but there is every possibility of heterogeneity

gst blocks.

and n, strains within each specie and study r;
individuals per strain, the factors involved in this

Each block of as many experi
as the number of treatments.

1 umits
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Table - 6
Source of Variation df. 5.5 M.5. F-value
. Ay 2 A
Among A's a~-1 mt,?y.__ prm Ay T A, A, /B, or E,
Y o 8
Among B's within A's a(b-1) ?{f Py k] :(f_—n- 3 B, [E,
% B,
Experimental error ab (n-1) I 2{2 _v;, - l} =E, ab(n-1) =E
(within determinations) il A
¥
Total abn-1 b el e
The are allocated randomly © the [“giog | plackz | Blockd  Block4
experimental units within each block independently
such that each treatment occurs once. So each A B E c
trealment is replicated as many times as the number c D D A
of blocks or the number of blocks are chosen to be D A B D
equal to the number of replications for the treat- E c A E
menis. B E c B

In this design ali are
cated. Sometimes blocks are also termed as r:pll-
cations.

i block d are used in field
experiments where the soil fertility is varying in one
direction. Blocks are always formed in a direction
perpendicular to fertility gradient. In animal experi-
ments, litters, pens or cages may be taken as blocks
cach g similar Is within the pen and
they may differ from pen to pen. An oven may form
one block maintained at one temperature, while other
one may form the other block maintained at some
other temperature, etc.

Randomized block design is a ene restrictional
design.

As a word of caution, one should form the groups
or blocks in respect of the observable character or
variable which is most likely to influence the
character(s) under study.

The layout of a randomised block design with
five treatments and four blocks can be of the kind
given ahead:

Q. 60 Enumerate the advantages of a randomized
complete block design over a C.R.D.

Ans. Randomized complete block design is
superior to completely ramdomized design in many
respects as delineated below:

(i) Blocking reduces the sum of squares due to
experimental error. So it increases the
efficiency of the design as compared to CR.D.
The design is feasible with any number of
treatments and blocks subject to the basic
requirements of the design. For instance, there
should be at least two blocks to provide an
estimate of error variance and a test of signi-
ficance.

(iii) The number of replicates should be enough
to contribute at least 12 d.f. to error.
Control treatments can easily be included
without ing any compli in the
analysis of data.

(ii)

(iv)

(v

The statistical analysis is simple and less time
consuming.
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(i) the error degrees of freedom are the product
of the blocks and treatments degrees of
frecdom,

Q. 64 For the observations of a randomized block
design with k treatments and b blocks presented
below, give the formulae for calculating the sum of
squares required for analysis of variance of data.

Table - 8
Treatments Blocks Total
B, B .. B w B,

T, Yo Yoo Yy Y| N

T, Yo ¥ o ¥y Y| Y2

T, Yo Yo - ¥y v Y Y

Ty Yu Yo - Yy Y| N
Toal |y, ¥, o ¥ e Nl 2

Ans. S5.8. due to comection for mean, ie. cor-
rection factor (C.F.) = )'_z fb*--

I
Block 8.8 = 2 {yi +)3+..03}-

I ¥
Treatment $.8. = B {J-'l2 +5 +‘-““""3,} iy

"_ZJi 'ﬁ

k 3
Totl $.8. = 2., 9.¥5-y"./bk

i=t j=l
Error 8.5, = Total 5.5. - Block S.5. - Treat. §8.S.
I b 1 3
2 2
‘ B I IR
] jul ,f-l il

Q. 65 How can the relative efficiency of a ran-
domized block design relative to a letel
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randomized design be calculated?

Ans. Consider a R.B.D. with & treatments and b
blocks. Also let B and E be the block and Error M.S.
respectively. The relative efficiency (R.E.) of R.B.D.
relative to C.R.D. utilising the same experimental
material is,

[l’lzi-l]_—[__
3 .5,
RE- ny +3 | Error M.S. for RBD

My 1
ny +3 J Error M.S. for CRD
_ (n, +3)(m +1) x Error M.S. for CRD
" (my +1){ny +3)x Error M.S. for RBD
where n, =k(b=1),n; =(k=1)(b-1).

Error mean square E, of a C.R.D. with the same
experimental material as in R.B.D, is equal to,
(b~1)B, +b(k-1)E,

(bk=1)

)=
Thus,

Ak-)(p-D+1}{k (b-1)+3} E,
T {k=)(B-D+3Hk (b-1)+1} E

Q. 66 In what way can the analysis of data of a
randomized block design having one missing value
be carried out?

Ans. [f during the process of experimentation, the
response value from one experimental unit is lost for
whatsoever reason, it cannot be neglected as the data
do not conform to the p:man which was onsmally
postulated. Hence, the g value is

first and then analysis of vamnce is carried out in
the usual manner with a litle modification that one
d.f. is reduced from total d.f. which results into the
reduction of one d.f. for error.

FE. Allan and J. Wishart were the first who
proposed a formula in 1930 to estimate the missing
value, The same formula was reaffirmed by F. Yates
in 1933 proving that their formula is one which
Yales obtained on minimising error sum of square.

L4 Y

The method of ing one g value is very
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(a)

(b)

The standard Error of the difference between
two-treatment means not involving the
missing value,

252 [2x0574
BTN T

= 0.619/plant

Standard error of the difference between two
treatment means, one with missing value and
an other mean is,

) S S
SEy= st [ﬁ+b(b-l}(.t—1}:|

= 0.5?4(E+ 2 ]
3 3x2x8

= 0.70/plant

Critical difference for the two treatment means
not involving the having
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. W% % (W) % % %
185 I8 20.17 25,63 27.13 3133 32.0339.17 39.17

Q. 69 Give statistical model and analys:s of variance
table for the analysis of data of a randomized block
design under sub-sampling.
Ans. In many situations, two or more determi-
nations are made for the same characteristic on each
experimental unit. Such a process of obtaining several
observations on each unit is termed as sub-sampling.
The appropriate statistical model for a ran-
domized block design with k treatments and b blocks
in which n observalions are taken on each
experimental unit is,

YV =RET R ey,

for i=1,2 ..k
=1,2.,b
u=1,2,..,n

Thc mlysu of varmnoe table for the above model

value,
C.D; =S.E4 %ty psa1s
=0.619x 2.131
=1.319
Critical difference for the two-treatment

means out of which one-treatment (variety)
has a missing value,

C.D; =0.70x2131

= 1.492

There is a highly significamt difference
between varieties since the calculated value
of F = 343.61 is greater than the tabulated
value of F at @ = 0.01 and (B, 15) d.f, ie.,
4.00. Now we find which of the pairs of
treatment means differ significantly, The
variely means are arranged in ascending order
and displayed below. Now comparing the
difference between variely means by the
appropriate critical difference (C.D.) value,
the varieties which do not differ significantly
are underlined.

is as given in Table-9.
The ANOVA table contains an extra column meant
for depicting the expected mean squares under
Model-1.

Expected mean squares in the above ANOVA
table clearly reveal that experimental error is
appropriate to test the hypothesis Hy: v, = 0 and
Hy BJ = 0 for treatment effects and block effects
respectively.

Note. (1) The sum of squares can be calevlated in
the usual manner,

(2) Under model-11, the expected mean square

for blocks and treatments will be o +

ﬂcf +.knu§ and oi +m:rf +bn cf res-
pectively and all other terms remain the
same.
Q. 70 How can be sampling error be utilised in the
test of significance about treatments?
Ans. A.E. Paull in 1950 (Ann. Math. Stat.) ini-
tiated the idea of preliminary test of significance
(P.T.S.) concerning the hypothesis Hj: o2 = 0. Here
experimental error mean square is tested against
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Table - 9
Source of variation df. 5.5 M.S. F-value Expected M.5.
Bﬂ‘ Dj
Blocks b-t B, m-ﬂ, B,/E, u,|+nu,+kn2--—-l
Ty 3
Treatments k-1 T” k-l=?; T,/E, +r|u +bn I‘k_'
E,
Experimental Error | (b~ 1) (k=1) | E, k- B ol +na?
§
Sampling Error Bk (n =1 S, — _ .5 1
pling ) 'y PR a?

sampling error mean square by F-test. In case Hy' is
accepted, it is always preferable to pool the sum of
sqquares due (o experi | error and sampling error
and dividing this pooled sum of square by their
pooled degrees for freedom. Now use this new pooled
mean square for testing Hy: v, = 0. Again if Hy' is
rejected, then do not pool the two error sum of
squares and tesi Hg: 7, = 0 against experimental
error M.S. In this way, we have performed a F-test
for testing the significance of experimental error
variance against sampling error variance prior to
testing the final hypothesis. Such a test is referred to
as preliminary test of significance.

Now one pertinent question arises: What would
happen if we always pool the two errors or never
pool them? Why depend on PT.5.7 To reply these
qucsuuns. we will follow Paull. Supposed the

decid tn I pool the two mean
q without perfi g PT.S. This will work
well if per chance Hj:o? =0 is true. In case, H, ' is
not true and pooling is done, in that situation, the
pooled mean square in final F-test tend to be too
small and the final F-test produces a significant
result even though Hy: 1, = O is true. Such a result is
very misguiding. Quoting Paull, “a test which the
rescarch worker thinks is being made at the 5 per
cent level might actually be at, say, the 47 per cent
level” Thus a PT.S. guards against such an
eventuality.

researcher. Of course it is preferable to perform a
E.T.5. at some higher level of significance than 5 per
cent as the situation may call for. However, a
researcher will not go far wrong if he decides to
follow the rule of never pooling rather than always
pooling. So pooling be done only when PT.S.
permits, otherwise not.

Q. 71 Discuss a Latin square design.

Ans. A Latin square is a balanced two-way classi-
fication scheme. This arrangement was originally
presented through Latin letters. So it is called a
Latin square. When these letters represent some treat-
ments of an experiment it is known as Latin square
design. A Latin square design of a 3 x 3 arrangement
can be of the type as,

A B c A [ B
c 4 B B A c
B c A c B A
Arrangement (a) Arrangement (b)

A Latin square design of order four exhibits the
following type of balance of the letters (treat-
ments).

A B C D cC D A B
B C D A D A B C
cC D A B A B C D
D A B8 C B C D A
Armang () Armrangement (d)

Another advantage of a PTS is that it i
the power of the final F-test relative to the never
pool test. So a PT.S. is a good tool in the hands of 2

In the same way, Latin square arrangements of any
order can be given.
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(ii) A Latin square for less than five treatments
does not provide adequate degrees of freed
for experimental error.

(iii) A Latin square design of order 2, 3, and 4
may not be as efficient as a C.R.D. or R.B.D.
with same number of replications.

Q.76 Elucid iy orthogonal Latin

Ans. Two Latin squares are said to be orthogonal
if one square is superimposed over the other, the
same pair of symbols occur once and only once in

the composite square. Consider the following two
squares of order three.
A B c a A Y
1 C A Y a B
C A B B ¥ a
Square (a) Square (b)

1f square (a) is superimposed over the square (b) or
vice-versa, the composile square is as given below:

Aa Bp Cy

By Ca AR

p Ay Ba
Square (c)

Square (c) is such that each pair of Greck and Latin
letters has occurred ouh‘r once. Hence, squares (a)
and (b) are il l. S () is known
as Greaco-Latin square.

In a 3 x 3 Greaco-Latin Square, the degrees of
freedom will be partitioned as 2 d.f. each for rows,
columns, Greek letters and Latin letters which totals
1o 8 d.f. Also there are nine experimental units in all
leading to cight d.f. for total. So no more orthogonal
Latin squares can exist. In this way for a 3 x 3 Latin
square, there can only be two orthogonal Latin
squares. Now we give a general rule for the existence
of the possibl ber of mutually orthogonal Latin
squares.

“For a Latin square of order p, where p is a prime
number or a power of the prime number, there can
be ar the most a set of (p — 1) mutually orthogonal
Latin squares (MOLS)".

In a set of MOLS, any two Latin squares are
orthogonal to each other. For example, a complete
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set of orthogonal Latin squares of order 4 x 4 is

given below:

1 I
A B C D A B C D
B A D ¢ C D A B
c D A B p Cc B A
P C B A B A D C

m
A B C D
P € B A
B A D C
cC D A B

Q.77 Give the layout of a 4 x 4 Greaco-Latin
square with Greek letters a, B, v, & and Latin letiers
A, B, Cand D.
Ans. A Greaco-Latin square of order 4 x 4 can be
as given below:

Aa B Cy D&
B Ay Dp Cua
Cp Da Ad By
Dy Cé& Ba AP

The above Greaco-Latin square is one arrange-
ment out of 144 possible arrangements.
Q. 78 Give statistical model and analysis of variance
table for a Latin square of side k.
Ans.  Statistical model for a Latin square of side k
with one observation per unit based on the assump-
tions:
(i) the row, column and treatment effects are
additive.
{ii) the treatment effects do not interact with the
row or column effects.
(iii) the errors are ind dentl identically
distributed nomta]ly wnh mean 0 and a
constant variance.

Yty SR HPIHY ¥ Ty +Ey

i=1,2, ..k

=12 ...,.l:

u=1,2,..,
whweulsulruenmn.p‘.v and 1, are the
true effect of the i row, j* cnlumn and u®

for
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Table - 10
Source of df 835 M.S. F-value Expected mean square
variation
Model-1 Model-1l
- Ry ' o
Rows k-1 R, ﬁ'ﬂ? R JE, c3+k§-k—: al+kal
Columns | k-1 c S ¢ C,/E, krti 24 ko?
¥ k-1 = o[y o+ k=1 % +ha
T,
Treatments | k-1 T, Iﬂl_,g:ry T,/E, al +t£f—| al+kal
y -
. E,
Experimental | (k=1) E — . ol al
error x (k=2) i (k-Dk-2) ™ ' ’
Total k-1 |EEyi-CF

treatment placed in (i, j)® position, respecti-
vely.

Under Model-I, the assumptions are,
Epi=Zy,=t1,=0
i-lp'r ,j-l?" = --I‘l' =
Under Model-11, the assumptions are,
- N(0.0}).v; ~ N(0,0} )%, - N (0,02)
The analysis of variance table based on model (1)
along with two extra columns for expected mean
squares under Model-I and Model-11 is as displayed
above (Table-10).
Q79 How can the sum of squares for analysis of
variance of a Latin square design of order k be
calculated?

Ans. LetR, C;and T, be the totals of the * row, j*
column and u"‘ u'eairnem fori, j,u=1,2, ..k Also
suppose G is the total of all the &2 obscwalions,
Thus, the expressions for the sum of squares are:

2
Sum of square due lo §t =C.F.=%-

!
Row .5.= (R + R} +..+K{)-C.F.= R,

l
Cnlumns.s.=;{cf+(:§+..+c,} CF.=C,,

Treatment 5.5 =—(T’+T; ..<+‘!}} C.F=T,

Total 5.8, = 'lz_:Ey;,- -CF.

Emor §.5. =Total 5.8. - R _-C, - T,

had

Q. 80 How can the data w1th a su:gle missing value
of a k x K Latin square design be analysed?

Ans. To analyse the data of a £ x k Latin square
design having one missing value, we first estimate
the g value by izing the error mean
square as suggested by E Yates in 1933 (Emp. J.
Exp. Agr.). Under this procedure, substitute x for the
missing value and analyse the data as if all obser-
vations are present. Obviously, the error sum of
square involves x. To minimize the error variance,
differentiate the expression for it with respect to x
and equate it to zero. Solving this equation for x,
we obtain the estimated value of x. Supposing that
R’ C"and T’ are the totals for the row, column and
treatment having the missing value and G’ is the
total of (k* =1) available values, the estimated value
of x is,

. k(R'+C'+T")-2G"
T R-NGE-2)

Substitute the missing value and analyse the data in
the usual manner with the following modifications.



Critical difference for two-treatment means not
having missing value = S.E %t ¢

C.D. =3.01 x2.571
=7.74

Critical difference for the treatment C versus any
other treatment = S.E,"x fo; o

C.D. =348 x2.571
=§.94

Comparing the treatment means by the appropriate
C.D. values, non-significant differences are under-
lined.

D
14.25

B
20

c A
21.5 27

Result: Car D is significantly better than Car
A. Rest all other cars are at par.
Q. 84 What is meant by group of Latin squares and
why are they required?
Ans. It has been observed that a single 3 x 3 Latin
square provides only 2 degrees of freedom for
error, which is much less than required. Hence, a
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group of Latin squares is often used to have a
sufficient degrees of freedom for error. In groups of
experiments, gencrally lower order Latin squares
are used, i.e., 2 x 2 or 3 x 3 Latin squares.

For a group of Latin squares, either we have to
take two or more Latin squares at the same
experimental site or one Latin square at several
locations. In both the situations, the Latin squares
considered together for the purpose of analysis of
data are said to be a group of Latin squares.

Q. 85 Give the analysis of variance table for a
group of m Latin squares of side k.

Ans. The analysis of variance table for a group of
m Latin squares of side k with usual notations will
be as follows (Table-11).

The sum of squares in the followig ANOVA table
for various components can be calculated in the
usual manner.

Q. 86 Elucidate cross-over design.

Ans. Balanced designs are often required in
i where ber of experi 1 units are
less than the number of treatments. To fulfil the
requirement of balancing in such a case, several

Table -11
Source of Variation df. 5.5 M.S. F-value
S
Squares (Locations) (m-1) s, ;;2_1? =5, S, JE,
L R,
Rows within squares mik=1) R, m—un_—” =R, R [E,
Columns withi k-1 c p
umns within squares mk~1) - ;_[i_-T]- Y C,/E,
Treatments (k=1) T, _?:’.'1_ T T
» 1 ¥ v/ Ey
T,
k- ) E——
Treal. x squarcs {m=1(k-1) Ty oD 7, T,/E,
Residual within squares E
S, S
or mk=1){k-2) E, TS T
Experimental Error
Total mk* = §
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cycles in respect of periods are usually taken. The
cross-over design is one such balanced design. Such
balanced designs are covered under various names,
cross-over design, switch back design, reversal
design, change over design, etc. All these designs
amount (o same type of designs.

The cross-over designs are more appropriate for
small number of treatments say, 2 or 3. For the
construction of this design, the condition is that the
number of replicates must be a multiple of the number
of treatments.

The cross-over designs are suitable for the
problems in which the treatments have carry-over or
residual effect. Because this design is capable of
measuring the direct effects of treatments by giving
a proper rest period between two applications of
treatments. Also with the help of this design one is
able to measure direct as well as residual effects. In
animal and biological experiments, the cross-over
designs are frequently used. To remove inter-subject
variability for the comparison of bio-availability due
to drugs, the cross-over designs are often used.

Q. 87 Give the layouts and analysis of
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In both the layouts given above, each treatment
occurs equal number of limes in each row and a
treatment is followed by the other treatment equal
number of times. The difference between the two
types of arrangements is apparent from the following
break-up in ANOVA tables.

The cross-over design gives more degrees of
freedom for error than a set of Latin squares. But the
set of Latin squares gives an additional information.
So, if the number of treatments is four or more, it is
inadvisable to use a cross-over design in place of
sets of Latin squares.

ANOVA: Cross-over

Three sets of Latin

design squares
Table - 12 Table - 13

Source of Variation d f. | | Source of Variation  d.f
Columns 5| | Squares 2
Rows (Pd. 1 vs. Pd. 2) | | | Columns within squares 3
Treatments I | | Rows within squares 3
Error 4| | Treatments 1

Error 2
Total 11 | | Total 1

tables for the cross-over design.

Ans. Below we give two types of layouts of a
cross-over design with two treatments and six
subjects. In the layout (a), subjects are taken as
replicates and in the layout (b), we make three Latin
squares of order 2.

Subjecis (Replicates)

Rows I ) ur v v v

Period | B A B B A A

Q. 88 What is meant by a factorial experiment?
Ans. In many experiments, our interest does not
confine in the effect of a factor alone but in its effect
at various levels also. Further, the interest lies in
estimating the effect of the levels of a factor at
different levels of the other factor(s). The
experiments, in which the effect of a number of
levels of a factor is to be assessed in combination
with levels of other factor(s) simultaneously are
called factorial experiments. The name factorial ex-
periment was given by F. Yates in 1926 (J. Ministry.
Agr.). Before this, such experiments were called
‘complex experiments’. Here one should bear in mind
that a factorial experiment is not a factorial design.
Q. 89 What are symmetrical and asymmetrical
fi jalg?

Period 2 A B A A B
(a) Cross-over design
Columns
Square | Square I Square Il

Row 1l |B A A B A B
Row2 |A B B A B A

(b) 3 sets of 2 x 2 Latin squares

Ans. Each factorial experiment involves the
combinations of two or more factors each at two or
more levels taken as treatments. If all factors have
equal number of levels, they are called symmetrical
factorial and otherwise asymmetrical factorial. For
instance, an experiment with combination of 3 levels
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of nitrogen and 3 levels of phosphorous is a
symmetrical, 3*-factorial experiment and experiment
with combinations of 3 levels of nitrogen and 2
levels of phosph is ‘an asy ical, 3 x 2
factorial experiment.

A p"-factorial means a symmetrical factorial experi-
ment with n factors each at p levels. Also a p, x p,
X py% ... % p, factorial is an asymmetrical experiment
with k factors each at the levels p,, p,. py, .. Py
respectively where all p's are not equal.

Q.90 What effects are measured in factorial
experiments?

Ans,  Two types of effects are measured in factorial

experiments namely (i) main effects (ii) interaction
effect(s).

(1) The main effect of a factor may be defined as

a of change in resy due to

change in the level of the factor ]
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={a=1)(b+1)
=ab-b+a-(l)
Similarly,
B=(a, +a,)(b, ~by)
=(a+1)(b-1)
=ab+b-a-(1)
AB = (a; ~ ) by ~by)
=(a-1)(b-1)
=ab-a-b+(l)
In a concised manner, the contrasts for main
effects A, B and the interaction AB can be written as
given below supposing that the factors with levels

given in columns are attached with the signs for the
corresponding factors.

and

over all levels of all other factors in a factorial
experiment.

The interaction between two factors may be
defined as the failure of a factor to give the
same response at various levels of the other
facton(s).

[{h

In g an i ion is an additional efTect due
to the combined effect of two or more factors.

Also the interaction AB between two factors A
and B is same as BA. Further, the i bet

Effects () @ b ab
A - + - +
B - - + +
AB + - - +

Here it is worth pointing out that the coefficients
for the contrast AB can be easily obtained by
multiplying the coefficients of A and B contrasts.

(i) In a manner similar to 2* factorials, the set of
for main effects and interactions in 2°

two factors is known as first order interaction,
between three factors as second order interaction
and so on.

Q. 91 Write the set of orthogonal contrasts for main
effects and interactions in (i) 22 factorial, (i) 2°
factorial.

Ans. (i) Suppose A and B are two factors each at
two levels O and 1. Let a, and a, denote the levels of
factor A and similarly b, and by, the levels of factor
B. For simplicity, we denote the higher level a; of
A by a, lower case letter and its lower level g by 1,
i.e., by its absence. In the same manner, b, by b and
b, by, 1, i.e., its absence. The contrasts can be speci-
fied for main effects and interaction as given below.

A=(a)—ag)(b +by)

factorials can be given as follows:

Effects (I} a b ab c ac bc abe

A - % - + - -+

B - - + + - - + o+
AB  + - - + + - -+
C - - - - + + + o+
AC  + - + - - + - +
BC + o+ - - - - + o+
ABC - & + - + - - %

Q. 92 Explain simple effect in a 2" factorial experi-
ment.

Ans.  Any factor at its lower level denoted by level
0 is called the first level of that factor and the higher

level denoted by level | is called the second level of
that factor.
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11, 12, 20, 21 and 22. The factor combinations for
responses at three levels reduced to modulo 3 are:

{A)y=00+01 +02 For i=0 mod 3
(A) =10+ 11412 i=1mod3
(A)y=20+21+22 i=2mod3
(B), =00+ 10 +20 j=0mod3
(B), =01 +11+21 j=1mod3
B),=02+12+22 j=2mod3
(AB), =00+ 12+ 2] di+j=0mod3
(AB), =01+ 10+22 i+f=0mod3
(AB), =02+ 11+20 i+j=2mod3

The sum of the responses at factor levels so obtained
can be summarized in a 3 x 3 table as follows:

d.f. for A, 2 d.f. for B and 4 d.f. for A x B. The main
effects A and B may be linear or quadratic effects
with 1 d.f. cach and the interaction A x B can be
splitted into two parts AB and AB* with 2 d.{. for each.
Note: Here it should be noted that AR is same as
AB? reduced to modulo 3, ie, (A2B)? = A* B2 =
AR, Also A B? is equivalent to AB ie. (A’ B%)? =
AYB* = AB.

It is known that for three treatments (3 levels),
the linear contrast will be represented by — 1, 0, |
and quadratic contrast by 1, -2, 1.

Let us assume that in the above two way table
each value X:} (i, j=0, 1, 2) is a total of r individual
responses for nine treatment combination. The linear
and quadratic effects for the faclors A, B, and their

b b b Total
9 ! : o interaction effects can be calculated as explicated
ay, Xoo Koy Xoz X, below:
a X X X2 Xy Note. One is not required 1o prepare both parts of
iy Xy Xy Xy Xy the table given below. One may prepare only the
Toral X, X, X, X, right half or left half table.
‘The divisors for the estimates of the effect will
The nine T 1 by all possible be 3r. Mor the divisors for the sum of squares
combinations has 8 d.f. which has a break up as 2 will be as tabulated on page 586.
A A, 8, B,
-1 o i 1 -2 1 -1 0 1 I =2 i
by X~ X X130 = 2Xj5 + Xpp a4 Xog = Xio X —2Xp + X
b, X=Xy Xy = 2K, + Xy a X —-Xp Xy =2X,+ X
b, Koz = X X33 =2Xpp + Xin 4 X=X Xy =2Xy + Xy
Total Xy =Xy =4 Xp=2X, +X, =4, Total Xy=Xo=B Xy=2X,+X,=B,
(1O B | (Koo = Xax)=an | (X2 =2Xea+ Xaa)= | (0, 1), | (X2 = Xan)= K | (Xaz =2Xa1 + Xam) =
“Xp)=A B (X0 =2Xy0+ Xpo) ~Xw)=A B, (X2 = 2 Xy, + Xyo)
=A, B =4 B,
(L=2)B, | (Xn-Xn)- (X2 =2Xp2 + Xpn) = | (L =204, | (Xp = Xm) = (X2 =2, + Xy ) =
2%y = Xy )+ 2(Xyy = 2X), + Xy) 2( X2 = Xi) + 2(Xi2 = 2X,, + Xi9)
(Xa = Xo) = ) By | +(Xon=2Xp + Xen) (Xor = Xw) = Ag By | +(Xeo = 2Xg + Xpo)
- Aq ﬂ", = A‘, 8‘,




586

Effect Divisors s,
4, w0 er)eer A3 for
B, wf-1F+0t+r}=6r 8 for
A W[Pe2) ) =18 A fisr
B, w[f+(-2f+1}=18r B 18
an e 0T P 0T (4,B) far
1} =ar
A8, {0 PP o2 (48) o
+}=12r
A AP+t 40t (a,8) flar
+P}=12r
A8, 27 Pl P+ (2 (a,8,) per
+1}=36r
Q.95 Give the method, of calculating sum of

squares for factorial effects in general.

Ans. In general method, one prepares 2-way, 3-
way, 4-way tables and calculate the sum of sq

due 1o main effects and interaction(s) with the help
of these tables,

For 2* faclorial experiment say, laidout in
randomized block design with r blocks, the total for

four tr comt are as tabulated
below:
by b, Total
g Xoo X Xo
a, X0 Xy 1
Total X, X,

5.5, due o 4=L[32 +x=}-x—'z
e 2\ ! 4r
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B=- X’ +X2 -l
5.5, due to ( 0 _|)

I X2
5.5, dueto AB=—(X§ + X3 + X5+ X})-—=
r 4r

-5.5.(A)-S5.5.(B)

Let us consider the data of a 2° factorial ex-
periment. For this data prepare two way tables for A
& B, A & Cand B & C. From these tables calculate
the sum of squares due to A, B, C, AB, ACand BCin
the usual manner. The sum of square for ABC
i ion is obtained by calculating sum
of square and subtracting from it the sum of squares
due to all main effects and first order interactions.

For a p; x p, x p; asymmetrical factorial with
factors A, B and C prepare two way tables for A and
B of order p, % p,, A and C of order p, x p, and B
and C of order p, % p,. From these tables calculate
the sum of squares for the main effects and
interactions as we do for 22 factorials. The divisor in
calculating sum of squares is equal to the number of
individual experimental units in a value which is
squared. The sum of square for ABC is oblained by
calculating the tr sum of square and
subtracting from this the sum of squares due 1o main
effects and first order interactions.

Q. 96 Give Yates' method of analysis of data of a
2" factorial experiment.

Ans.  Yates’ method is a mechanical approach to
calculate the effects and sum of squares due 1o various
factors and their interactions in a 2 factorial only.
This method has emerged as a result of thorough
study of the nature of contrasts.

Various steps involved in Yates” method are as
follows: .

(i) In column (1), write all treatment combi-
in a seq introducing the letters
a, b, ¢, ete., in turn,

(ii) In column (2), give the 1otal responses cor-
responding to the treatment combinations
given in column (1).
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(iii) In column (3), in the upper half write the
sums of the values of column (2) taken in
pairs and in the lower half write the difference
of pairs even minus odd, e.g., (2nd-1st), (4th-
3rd) and so on.

Repeat step (iii) on the values of column (3}
to obtained column (4).

Process of pairwise adding and subtracting is
continved in as many columns as n, the
number of factors.

The last column containing sums and differen-
ces gives effect totals. One may verify that
these effect totals are same as those obtained
from contrasts.

To obtain factorial effect means, the effect
total are divided by 2™! x r, whereas the
effect total for (1) is divided by 2" x r giving
grand mean.

To obtain the sum of squares due to factorial
effects, square of each effect total is divided
by 27 x r. Yates' method does not require
writing of any or fi ion of tables

(iv)

(v)

vi)

(vii)

(viii)

587

squares due to various effects by yale's method we

prepare the following table.
Treats. Treat. Effect Effect 55
Totals Totals means  due to
Col. | Col.2 Col. 3 Col. 4 Col. 5 effects
(1)) 131 2431 S5R9 1134 94,50 53581.50
n 112 36 545  -64 533 17067
I 152 277 3 94 783 368107
np 194 268 -B7 224 |B67 2090467
k 200 =19 103 -44 =367 8067
nk 76 42 -9 110 =917 50417
k 115 =125 61 =112 =933 52267
npk 153 38 163 102 850 43350

The last two columns give the estimates of the
effect means and sum of squares respectively.
Q. 98 Comment on the designs to be used in case
of factorial experiments.
Ans. The layout of a factorial experiment can be
done in any design namely, completely randomized
design, randomized complete block design, Latin
square design, split plot design and incomplete block

ete. The method is very quick and handy.
Q.97 In an experiment with three fentilizers ¥, P
and K each at two levels 0 and 1, the yield data (kg/
plot) due to eight treatment combinations of a R.B.D.
. with three replications is give below:

gns. The analysis of data will be carried out in
the usual manner. The only difference in analysis of
variance table is that the treatment sum of square is
further splitted up in main effects and m'tera.cﬂon.s
sum of 1f all the are orthog
the total of the sum of squares due to main effects

Trears. Rep. | Rep. Il Rep. 1lI
O] 40 53 ki
n 35 59 18
P 40 69 43
np 64 8 52
k T 72 58
nk 26 3 19
pk 43 45 27
npk 51 ’ 62 40

Calculate the treatment mean effects and sum of
squares by Yate's method.

Ans. To calculate the mean effects and sum of

and interactions is equal to the treatment sum of
square.

Q. 99 Wrile down the statistical model for a two-
factor factorial experiment with a levels of A, b
levels of B respectively laid out in completely
randomized design. Also give analysis of variance
table with expected mean squares.

Ans. The statistical model for a two factor factorial
with a levels of A, b levels of B and r replications in
acompletely randomized design with one observation
per experimental unit is,

Yo =nta+B; +(aB), +eg, m
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ANOVA Table - 14
{7 (ii) (iii) fiv} (v} (vi)
Source of df. 5.5 M.S. Expected M.S. Expected M.S.
Variation Model-1 Model-If
(A and B fixed) (A and B random)
T,
Treatments ab-1 T, ;b—’:—l- =T,
“ 1 .
A a-1 Ay nA-LI.A’ uﬁnﬁEluff(n-l) al +rojy +rhol, |
b
B et B, g, oteraEB/6-1) |2 sroly+rac;
(AB) a s (aB)
{a=1}x A =A 1 "I 2
AB (b-1) 8, {a=1){e-1) Bl oerrk J}-:l(ﬂ—])(b—ll Te+rTap
Experimental | ab(r-1) [ E, fab(r-1)=E, | a? a?
error
Total abr-1 Iy
=C.F.
(vii) {viii) The analysis of variance table with expected mean
ted M.S. ed M5, squares when the model (1) is fixed, random or
Expected M. et mixed is displayed above (Table-14),
(A fixed, B random) (A random, B fixed) The expected mean squares in the above table
reveal that in case of Model-II, the effects A and B
2 h . ]
2 2 L oaf N N should be tested against the interaction AB mean
GetragtrbE a1 o, trbao, square by F-test and interaction AB should be tested
) against error mean square by F-test. Similarly for
2 N 2. 2 ¢ Bj | Model-INl (A fixed, B random), M.S. for 4 be tested
G +raoy Or 470 +ra 232 | against AB M.S. and B M.S. and AB M.S. against
) error M.S, Again in Model-ITI (A random, B fixed),
of +rog, ol +roly M.S. for B be tested against AB M.S. and A M.S. and
) 2 AB M.S. be tested against error M.S.
%e % Q. 100 Set-up statistical model for a two-factor

where [ is the true mean effect, a, is the true effect
of the # level of A, B, is the true effect of the /* level
of B, (ap), is the true interaction effect of the &
level of A and / level of B and &y is the true effect
of the k™ experimental unit subject to (i, j) treatment

combination. Also £y~ NID (0. crf].

factorial experi ina d block design.
Also give analysis of variance table with expected
mean squares.

Ans. Suppose there are two factors A and B at
levels a and b respectively and r blocks. The
appropriate model for the two-factor factorial
experiment in randomized block design is,




Yy =H+a; Py "‘{“B]’; +Pp HEp

For i=1,2,...a
J=L2,..,b
k=1,2..,r

# @, B, (@P); carry their usual meaning and p, is
the true effect of the k€ block and €5 ~NID (0, 02).

The analysis of variance table for the above model
is presented in table-15 with additional columns for
expected mean squares under three models. (see in
the table on the last page).

Alfter making a critical view of the expected mean

q under vari dels, it is trivial to decide

when should the main effects A and B be tested
against experimental error and when against inter-
action AR mean square. Also interaction AB has to
be tested against experimental error in all sitvations.
Q. 101 Give general rules for writing the expected
mean squares in case of factorial experiments with
one observation per unit.
Ans, There is no end to models for varying number
of factors involved in factorial experimenis and the
respective ANOVA tables. Expected mean squares
are of prime importance as they enable one to decide
about an appropriate test for factors involved and
their interactions. Hence, it looks pertinent to give
general rules for writing expected mean squares.

Here we denote any main effect or an interaction
by a letter U/ in general. The method of writing the

1 mean is as foll
(1) The expected mean square for any effect U
always includes the term g? (emor mean
square) with coefficient unity.
In fixed effect model (Model-T), the expected
mean square due to a fixed effect U is c:‘
plus the sum of square due to the effect U
divided by its degrees of freedom and this
expression is multiplied by r times the levels
of all factors except itself.
(iii) In case of random effect model, the expected

(ii)
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mean square due to a factor U'is o? plus o
and add all variance terms of the interactions
with U whereas each variance excepta? is
multiplied by r times the levels of the factors
not present in U

In case of mixed effect model, expected mean
squarc due to a fixed effect U contains o2,
mean sum of square due to U multiplied by r
times the levels of all factors except U and
all variance terms of the interaction of U
with random effects only each multiplied by
r times the product of levels of factors that
do nol appear in the interaction under
consideration.

(v} In case of mixed model, expected mean

)

square due a random factor U contains o2,

the variances dve to U/ and its interactions
with random effects multiplied by r times the
product of the levels of factors that did not
appear in suffix to o2
Q. 102 What do you understand by confounding?
Ans.  We know that in randomized block design, a
block should usually not contain more than 20 plots
of medium size and a Latin square design of order
more than 10 is not commendable. Factorial
experiments are usually conducted in randomized
block design and seldom in Latin square and other
designs. In factorial experiments, the treatment
combinations increase rapidly as the number of
factors increases or levels of factors increase. Large
number of treatment combinations in factorial
experiments become incompatible to be accommo-
dated in randomized blocks as their homogeneity is
in jeopardy. Hence, there arises the need of a device
which can retain the feature of factorial arrangement
and reduce the block size so as to maintain their
homogeneity. To fulfil these objectives, there is a
device known as confounding. In confounding, each
block is subdivided into two or more blocks of
suitable size known as incomplete blocks by
sacrificing the information about a factorial effect
usually higher order interaction(s).
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Through confounding some factors, which are not
confounded, are estimated and tested with high
precision and some factor(s) which are confounded
lose their identity as they are inextricably mixed
with block differences. We know, second and higher
order interactions are of little or no importance from
their physical interpretation point of view, hence
they are primarily chosen for confounding. Con-
founding is a device of reducing block size applicable
only in factorial experiments.

Q. 103 Differentiate between complete and partial
confounding.

Ans. If the same effect is confounded in all the
replicates, it is known as complete confounding. This
effect is generally of little or no value to the
experimenter. For example, in a 3-factor factorial
experiment, the second order interaction ABC is

g Ily of least i So it is confounded in all
replications.
Again if an experi is not prepared to

sacrifice an effect totally, he chooses to confound
one cffect in one replicate and the other in other
replicate(s). In this process total information is not
lost about any effect. The effect which is confounded
in one replicate is being estimated and tested on the
basis of the replicates in which it is not confounded.
This system of confounding is known as partial
confounding. For ina2f ial, one
confounds AR in first replicate, AC in second replicate
and BC in the third replicate. The whole set may be
repeated more than once.

Q. 104 When do you call the pamal oonfoundlng as
hal and unbal { conf!

Ans. When all effects of the same order are

founded with i plete blocks differences equal
number of times, the conl'oundms is said 10 be
balanced mnfaundang or miore specifically balanced
partial confe For i AB, AC and BC
are confounded in first, d and third repli
respectively and there are three such sets of
replications.

On the other hand if the effects of certain order

are confounded an | ber of times in the
replications, this system of confounding is known as
balanced partinl confounding
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Q. 105 How can compl founding be d
in a 2" factorial to reduce the block size |o half-

replicate?

Ans. Ina 2" factorial, the block size in randomized
block design can be reduced to half by confounding
one effect which is of no interest or least interest. In
practice, one chooses the highest order inter-action.
The procedure is very simple. Write the contrast for
the effect which is 10 be confounded. All those
treatment combinations with positive sign are
randomly assigned in one half replicate (block) and
those with negative coefficients in the other half,
The same entries of the blocks are repeated in other
replications with a fresh randomization within
blocks.

We give below the layout of a 2? factorial with
factors A, B and C each at two levels 0 and 1. The
effect ABC is confounded to obtain the blocks of
size four units.

ABC =(a=1)(b=1)(c=1)
=abc+a+b+c—ab—-ac—bc—-(1)

Rep. | Rep. Il Rep. Il
B! BlL2 BL3 BL4 BLS BlL6
a O] ¢ ab b be
abe ab b ac ¢ (1)
b ac abe be a ac
€ be a [{}] abe ab

Q. 106 In what manner, can the blocks of two units
in 2* factorial in a randomized block design be
obtained through confounding?

Ans. In a 2* factorial, there are eight factorial
effects. First, we confound one effect to reduce the
blocks to the size of 4 units. Again we confound
another effect to get the blocks of two units. When
we confound second effect, we will always find that
the four entries within a block will now have two
entries with positive sign and two with negative
signs. So each block of four units will further be
splitted up into two blocks cach containing two
units.

Here one should be wary of the fact that when we
confound two treatment effects to reduce the blocks



into one-fourth size, their generalised interaction is
automatically confounded. Hence, one should not
choose two treatment effects whose generalised
interaction is a main effect or some other effect of
g i For i , if we ch to
confound first ABC then AB, then the generalized
interaction, ABC x AB = A B? C = C (powers
reduced to modulo 2), which is a main cffect, is

ically confounded. An ically
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Q. 107 Give g | rule for confounding effects in
a 2" factorial to reduce the blocks to size of 24+
units.

Ans. In a 2" factorial to have 2* blocks of 2%
units each, one has to confounding k effects subject
1o the restriction that none of them is a generalized
interaction of the others amongst themselves. In this
situation, (2 — k - 1) effects are automatically

dad

confounded effect means that the effect will be same
as the block differences in confounded design. So it
is preferable to confound two first order interactions
here say, AB and AC are confounded.

The contrast AB is,

AB ={a-D(B-1){c+1)
=agbc+c+ab+(1)~-b-a-bc-ac

Blocks reduced to half in two replications are,

Rep. 1 Rep. 11
BL (i) B (ii) B (iii) BL fiv)
abe a e be
€ b n b
m be ab ae
ab ac abe a
The contrast AC is,

AC=(@-1DMB+ D=1
=abec + (1) —¢c—ab+ b +ac-a-be
Rep. 1 Rep. I

BILI BL2 BlL.3 Bl.4| |BL5 Bl.6 BL.7 BL&

abe € b be
1))

m e
abc ab b a

ac  be

ab  ac a

Now we check up how BC is confounded. The
contrast for BC is as given below:

BC =(a+ 1)(b=-1)(c-1)
=abc+(l)-b-ac+a+bc—-c—ab
=BL1-BL3+BlL4-BlL2(Rep. D)

In this way BC is also confounded.

Q. 108 Give the layout of a partially confounded
design in 2? factorial in which the effects ABC, AC
and BC are confounded in three repli

Ans. The layout of a 2* factorial experiment in
which ABC, AC and BC are confounded in three
replicates is as given below.

The contrasts are,

ABC = (A-1)(b-D(c-1

(abc + a + b + ¢) - (ac + be + ac + (1))

AC = (@a=- 1+ 1)(c=1)
= (abc + b + ac + (1)) ~(a + ¢ + ab + bc)
BC=(@+D(h-D(c-1

= (abc+a+bec+ (1)) —(ab+ac+b+c)
Thus, the layout is,

Rep. | Rep. Il Rep. 11
BL1 BL2|IBL3 BL4||BLS BLG6
a ac abe a (1) b
abe n b ab a ab
b ab n be be €
€ be ac c abe ac
Effects confounded
ABC AC BC

Q. 109 How can we implement confounding in a 3*
factorial design?

Ans,  In 3" factorials, the effects can be confounded
with the help of modulo technique. Here we have an
additional advantage that the same interaction effect
can be subdivided into components each with two
degrees of freedom. So by confounding one
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component in one replication and the other in second
replication, etc., the confounded effect can be
estimated through its components from other
replications barring its own replication.

In 37 factorial, confounding can be carried through
modulo technique easily. Supposing that in 32
factorial experiment in randomized block design,
the interaction effect A x B is confounded to form
blocks of size 3 units. Interaction A x B has 4 d.f.
which can be subdivided into components AR and
AB?, cach with 2 d.f.

Nine treatment combinations 00, 01, 02, 10, 11,
12, 20, 21, 22 can be sorted out to confound AB in
one replication such that i + j=0mod 3,i + j= 1
mod 3 and i + j = 2 mod 3 where i represents the
level of A and j the level of B. Similarly in the
second replication, AB? is confounded where the
blocks inthetr combinations satisfying
the conditions i + 2j=0mod 3,i + 2j= | mod 3 and
i+ 2f = 2 mod 3. Following the technique, the
design is as given below:

Rep. | Rep. 1l
BLI1 BL2 BL3 BlL.4 BLS BlLé6
00 10 02 11 10 20
12 0l 20 00 21 12
21 22 1 n 02 0l
AB confounded AB? confounded
This tecl can be extended to 3" (n = 3) fac-

torials in general.

Q. 110 How can one carry out the balanced con-
founding in asymmetrical factorials?

Ans. Let us consider in general an asymmetrical
factorial with k factors at levels p;, py ... Py
respectively. Suppose that the total number of
treatment combinations p, % p, x ... X p, = P. We
want to obtain a block of size R units, Now determine
a quantity @@ which is equal to P/R such that Q is
either a prime number or a prime pawer, i.e., @ = 5™,
where 5 is a prime number and m is an integer.

All factors in the asymmetrical factorial possess-
ing 5 levels are called real factors and each factor
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having the levels other than s is called a factor of
asymmetry.

Now for the construction of a confounded
balanced design, the asymmetrical factorial is con-
verted into a symmeltrical factorial s* by adding
certain factors each at levels ‘s” to the factors of

¥ y. These additional factors are called pseudo
factors. The levels of real and pseudo factors are
denoted by the elements of the Galois field s (modulo
technique). For distinction we will denote the real
factors by A, B, C, ... and factors of asymmetry by X,
¥ Z, ... and pseudo factors corresponding to X by X,
Xy Xy ...y and for Y by ¥, ¥y, ¥y, ..., and so on,

The d about the number of pseudo factors
depends on the value of 5 and the factors having
levels other than s. Suppose the factor F| has levels
p, less than 5. Then convert the asymmetrical factorial
to symmetrical f ial as 5™ by choosing a single
pscudo factor foreach X, ¥ Z, ... as X, ¥, Z,.... For
those factors where p, is greater than s, choose as
many pseudo factors for X, ¥, etc., as required like
X, Xy ...; ¥}, Yo ..., €lc,, to convert the asymmietrical
factorial into a symmetrical factorial with factors
each having 5 levels. From the factorial combinations
delete all those combinations of pseudo factors which
are non-existing in the asymmetrical factorial experi-
ment. Now form i plete blocks of required size
by modulo technique. Also reduce the number of
pseudo factors to the number of factors of asymmetry
by jointly ¢ dering their level combi toa
single level. In this way, we get a confounded design
for an asymmetrical factorial.

Q. 111 Give the layout of a balanced confounded
design of an asymmetrical factorial 2 x 2 x 3 with
blocks of size 4 units and two replications.

Ans. No. of combinations, P=2x2x3=12

Block size, R =4

P 12
=—=—t=3
2 R 4

‘There is one real factor say, A at 3 levels and two
factors of asymmetry as X and ¥ each at 2 levels,

Since, the levels of the factors X, ¥ with levels equal
to 2 are less than 3, we convert the asymmetrical
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Rep. 11
BLS Bl 6
0000 0001
0011 0010
0101 Q100
o1io orn
1010 1000
1001 11

(X, X3 AB)y a2 (X, X5 ABY, iy
The above layout involves four factors, two real
factors A, B and two pseudo factors X, and X, for the
factor of asymmetry X. Now we amalgamate the
levels of X, X, into a single level to get the
confounded design for the factors X, A and B. For
this we recode the level combinations of X, and X,
as 0010 0,01 to 1 and 10 to 2. In this way, we get the

quired bal confounded design as given below:
Rep. | Rep. I Rep. 1l
BL1 BL2 BL3 BlL4 BLS BlLé6
000 001 000 001 000 00l
(Y] 10 o1l 010 011 010
100 101 101 100 101 100
1 10 Lo 1} 1o 1
210 200 200 201 210 200
201 211 211 210 201 211

Q. 113 Give the concept of fractional replication.
Ans. The idea of fractional replication was
propounded by D.J. Finney in 1945. Some workers
later instituted it as fractional factorials. A factorial
experiment conducted in a single replicate by utilising
a sel 1 few tr binations with the
interest of estimating only lower order effects with a

ble degree of p under the assumption
of absence of higher order interactions is known as
fractional replication.
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Q. 114 What do you understand by orthogonal
fractional factorial designs?

Ans. Regular fractional factorial plans for sym-
metrical factorials which make possible the esti-
mation of all relevant effects with zero correlation
are called orthogonal fractional factorial designs.
The regular fractions are always orthogonal but the
converse is not true.

(Box and Hunter defined the regular fraction as a
fraction whose treatment combinations form a sub-
group.)

Q. 115 Clarify the idea of fractional replication
through an example,

Ans. To clarify the idea of fractional replication,
we consider a 2 factorial experiment for the sake of
brevity and simplicity though this is not an ideal
example in the p t. Conduct the
experiment with ¥ replicate having the treatment
combinations of positive signs in the contrast for the
interaction ABC. From the experimental results, the
main effects and interactions can be delineated as
given below.

Treatment Main effects and interactions
Combinati
A B C AB AC BC ABC
a + - = = =+ o+
b - % = = 4+ = &
c - -+ 4 = = o+
abe + 0+ o+ o+ o+ o+

On the basis of above set of contrasts, we specifically
reveal the following points:

(i) The contrast(s) which isfare used 1o split a
replicate into a divisible fraction is/are called
defining contrast{s). In this example, ABC is
the defining contrast. It cannot be estimated
at all.

From the above set of contrast, it is clear that
the effect A is same as BC, B is same as AC
-and C is same as AB. In this way, the effects
A and BC, B and AC, C and AB are insepa-
rable. Hence, the effects which are estimated
by the same contrast are called aliases. Here
main effects and first order interactions are

(ii)
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ANOVA Table - 17

Source of Variation df Expected M.S. Expected M.5.
Model-1 Model-If
(A and B fixed) (A and B random)
Whale Plot
Rep. r=1 G:+¢°§+W°i 03+Q°§+N"§
1 ] £ 4
A p-1 u;+ch+jT_Elu; ol +qa}+rg ol
p-li=
Error {(a) (r=0(p=1) o+ qn: qf +qu§
Suh-Plot
B g-1 Cels It I a; +rasg+ip of
q=1i
3 r ]
AxBH (p=Nlg-1) ST ;E ;%: (eB), ol +rol,
Sub-plot error (b) plr=1(g-1) o} al
Total mg—1

Considering an experiment with two sub-units per
unit in a split plot design, the error variance of a unit
is,

E(ey, +8p,) = E(Sﬁu)"' E(“fz.}"‘ 2E (&1 "124)
=g+ o’ + 2pa?
=202 (1+p)
If there are ¢ sub-units per unil, the correspond-
ing error variance of a unit total works-out to be
o’ (1 +(g-1pl
Again, the error variance of the effect of B is equal

to the variance of the difference between two sub-
units within a unit, ie.,

2 )
E(ey, ~€n,) = E(eh,)+ E(eh,) - 2E(equ €12.)
=207 (1 - p)

This expression remains the same even if there are ¢
sub-units per unit.

Q. 122 The layout of a split plot design, in which the
irrigations (I) at four levels are assigned to main-
plots and fertilizers (F), the combination of ¥, P, X
each at 2 levels are allocated to sub-plots, is given

below. Grain yields of maize per plant in gms is also
given along with the treatment combinations:

Rep. I

Rep. I

(000) (001) (110} (100)
310 330 320 313

{010) (010) (111} (O11)
29.0 287 188 247

(011) (101) (000) (110)
23.3 25.7 250 300

(100) (110) (010) (101)
28.6 30.0 293 310

(101) (100) (001) (111)
250 246 250 270

(L0} (111) (O11) (0O01)
290 27.0 290 263

(001) (011) (100) (010)
267 280 28.0 300
(111) (000) (101) (000)
267 273 273 270

CLI0) (011 (100) (110)
26.7 323 307 315

(001) (000) (101} (000)
247 337 317 327

(010) (110) (111} (001)
252 300 293 297

(101) (010} (110) (010)
27.8 327 327 327

(O11) {111) (000) (011)
215 330 273 302

(1007 (101) (001) (100)
28.2 353 263 358

(111) (001) (010) (101)
243 327 300 108

(000) (100) (O11) (111)
27.3 350 340 357




Rep. 111

LoLL

(001) (000) (111) (011)
300 29.0 295 300
(010} {001) (00O0) (100)
293 267 28.0 290
(011) (010) (110) (101)
33.0 307 318 287
(100) (011) (0O1) (110}
29.7 29.7 29.7 283
(101) (100 101y (111
263 247 255 293
(110) (101) (010} (0O1)
31.0 293 302 287
(111) {110) (100) (000)
29.7 337 283 313
(000) (111) (011) (O10)
380 310 302 270

Analyse the experimental data and draw conclu-
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C.E = (2820.196
= 8284338
S.5.(1)= % (6936 +730.4% + 7268 + 699.3°)

-C.F.

_ 199076585

-8284338 = 105.20
24

5.5. due to Replications = 3—'2 (895.3% + 977.52
+947.3%) - CFE

I T

= 108,04

* Main-plot 8.8.= é{zlg,_ﬂ +2243% 5...+234.8°

sions. +2332) ~-CFE
- Ams. For main-plot analysis we prepare the fol- _ 66548899 8284338
lowing two way table and calculate sum of squares. = 8 -
= 74
1y I 1 I, Total 342
Error (a) §.5. = 342,74 - 105.20 - 108.04
R, 2193 2243 1273 2244 895.3 = 129,50
R, 2420 2590 2647 2117 g77.5 | For sub-plot analysis, we prepare the following table:
R, 223 2470 248 202 a3 | S duetosub-plotieats. (B)
Toml 6936 7304 7268 669.3 28201 | = % (357.6* +353.9% +...+3519% +35137) -C.F.
8.5, for factorial effects by Yates' method
1, 1 I, I, Tl (i) (i) (i) Mean S5
effect
[1)] 000 89.6 98.0 89.7 80.3 3576 7115 1433.0 2820.1 2938 82843.37
n 100 88.3 90.1 91.0 B4.5 3539 7115 13871 12.5 0.26 1.63
P 010 86.0 9%0.7 934 847 3548 6839 82 293 0.61 8.94
np 110 90.0 925 93.7 90.5 3667 T703.2 4.3 10.1 0.21 1.06
k 001 EL7 927 85.7 794 3395 =37 10.0 45.9 0.96 21.94
nk 101 85.4 828 95.6 80.6 3444 119 193 -39 -0.08 0.16
Pk o1 873 91.2 86.7 867 3519 49 156 9.3 0.19 0.50
npk 111 853 924 910 826 3513 -06 -55 =211 044 4.64
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_ 99459181
T
=39.27

—§2843.38

S.8.(1xF)= -,1;(89_6"‘ +9807 +...+91.07 +826%)

~C.F-8.5.(1)~S.5.(F)

249200.69
= ——————~B2843.38 ~ 105.20 - 39.27

=79.05
Totl 8.8. = (3107 +33.0% +...4+302% +27.0%)

-CFE
= 83648.95 — 82843.38
= B05.57
Error (b) 8.8, = B03.57 - 79.05 - 39.27 - 342,74
= 344.51
ANOVA Table
Sonrce of df. 3.5, M5, Fovalue
variation
Main-plot
Replications 2 0804 5402 250
frrigation (1) 10520 3507 1.62
Error (a) [ 12050 21.58
Sub-plot
Fertilizer (F) 7 39.27 5.61 091
N 1 1.63 1.63 0.26
P 1 8.94 8.94 145
NP 1 1.06 1.06 017
K 1 2194 2194 357
NK 1 0.16 0.16 0.03
PK 1 0.90 0.90 (115
NPK I 4.64 4.64 0.75
IxF 21 79.05 376 061
Error {b) 56 34451 615
Total 95 BO5.57
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Comparing the calculated F-values given in
ANOVA 1able below for various component factors
with the respective F-values as, Fo; o 5 =314
Fos. .= 4760 Fg 3 50= 2073 F g g 55,= 4.00;
and F = .74,

A5, (21, 56)

we find that all treatments and their interactions are
non-significant. Also there is no significant differ-
ence among the replications as well,

Q. 123 What are the variations usually exploited in
split plot design?

Ans.  Many variations in split plot design are ex-
ploited depending on the number and nature of the
treatments. A few arc given below:

(i) When there arc more than two factors and
the factors require different size experimen-
tal units, then double, triple or more splits
are utilised as per the number of factors.

{ii) In some situations if the number of replicates
are as many as the levels of the main-plot
factor A and the experimental conditions are
conducive, then the levels of A in whole plots
can be taken in a Latin square design. This
sort of arrangement has certain added advan-
lages.

(ii1) Another variation of the split plot design is
to arrange the sub-plots in a Latin square
design for the same level of the whole plot
treatment provided the number of replica-
tions is a multiple of the levels of the sub-
plot treatment.

(iv) When both the factors require large size ex-
perimental units, one has 1o choose split block
(strip plot) design.

(v} When sub-plot treatments are factorials, it is
many times beneficial o confound certain
interactions(s) within the main plots. This
helps in reducing the size of the main plot
which may otherwise be unpalatable,
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The break-up of degrees of freedom for the above
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Ans.  Let there be two factors A and B at levels p

design will be as presented below. and p respectively. The treatments are all 1 in
strips at right angles. Also assume that there are r
Source of variation af. plications. The break-up of degrees of freedom
Whole-plots due to various components is as follows:
Replications Source of variation df
A 3 Replications r=1
Error (a) 6 A p-1
Sub-plots Error (a) r=0p-=-1)
B 2 B g=1
Ax B 6 Error (b) (r=1(g-1)
Orders within plots 8 AxB pP-Dig-1
Error (b) 8 Error (¢) (r=D-DE-1
Total 35 Total pq =1

Q. 128 When two factorial treatments require large
plots, suggest a suitable experimental design and
give its layout plan.

Ans.  Suppose there are two sets of tr

Q. 130 What are the merits of a split plot design?

Ans.  There are several merits of a split plot design
which are delineated below:

say, A at 4 levels and B at 3 levels. Also both the
treatments are such that they require large size plots
due to operational problems, e.g., depth of ploughing
and irrigation, spacing and seed rate, ete. In such
cases, a design analogous to split plot design is
appropriate named as split block design or strip plot
design. In this design, the field is cut into strips for
one set of treatments superposed over the strips for
the other set of treatments at right angles. Respec-
tive treatments are allocated randomly to the strips.
The field layout of split block design with 3 replica-
tions is displayed below:

Rep. | Rep. 11 Rep. 111
ay lu, |ay |ay ay |y |ay |ay|  |ay fay o, |a
by by by
by b, by
# b, LA

Q. 129 What shall be the break-up of the degrees of
freedom of a split block design?

(i) Ti requiring large experimental units
are easily acc Jated without h i
other treatments.

(ii) Greater precision is attained on sub-plot
treatment and interaction as compared to
randomized complete block design.

(1ii) The precision of split plot design as a whole
over randomized block design can be in-
creased by taking whole plot treatment levels
in a Latin square arrangement.

(iv) The design is very convenient for agri-
cultural experiments where treatments like

loughi i irrigati etc., are

g, 1

;n\mrved.w
{v) It saves lot of area which would have other-
wise been required in any other design.
Q. 131 Mention the demerits of a split plot design.
Ans. Demerits of a split plot design are mentioned
below:
(i) The precision of whole plot treatment is less
as compared to their precision if they were
tried in randomized block design.




Basic EXPERIMENTAL DESIGNS

(ii) If there is any missing observation, the analy-
sis becomes much more complex as com-
pared to randomized block design.

(iii) The calculation of standard errors for differ-
ent pairs of treatment means is quite cumber-
some. Moreover, there are too many standard

BImors,
(iv) Thei 1 accuracy obtained on the sub-
plot and i ion is ined at

the cost of main plot treatment,
(v) The degrees of freedom for error variance
for both the sets of comparisons is less rela-
tive 10 a parallel randomized block design.
Hence, randomized block design is superior

for all sets of comparisons.
Q. 132 Give the possible lay of a

If we compare arrangements (i) and (ii) we find
that:
(1) in arrangement (i), the factorial combinations
with positive and negative signs are al the
same level of A in sub-units.

{2) arrangement (i) leads 1o more accurate esti-
mation of effect A and sub-plot treatments

except that of BCD and ABCD.

in arrangement (ii), we have gone a step fur-
ther. The sub-unit treatments which have op-
posite signs in the contrast BCD are placed
under a, and a, in the same sub-block.

in arrangement (i), ABCD is completely con-
founded with sub-blocks whereas BCD is
hogonal with sub-blocks just like A.

a3

—

1C)

-

split plot design in which the sub-unit treatments are
2} factorials and also the unit treatment has two
levels. Also compare these layouts.
Ans. The'layout of a confounded 2 x 27 split plot
design with factor A at 2 levels in main units and
factors B, C and D in sub-units confounding an
effect can possibly be arranged in two ways. Since,
thc Iugim order interaction is most preferred 1o be
ded, we confound BCD in sub-units. This
obwonsly reduces the sub-unit size from 8 units to 4
units. First we give two layouts:

(5) arrangement (ii) enables to obtain more pre-

cise estimators of A and BCD as compared to

(1) at the cost of the information of ABCD.
{6) arrangement (ii) is more appropriate than (i)

in view of the above points. .

Q. 133 What are the commonly used designs to have

incomplete blocks when no factorial treatments are

at hand.

Ans. There is a series of balanced incomplete block
(B.I.B) designs and partially balanced incomplete

Arrangement (i) Arrangement (i) block (P.B.LB.) designs which date only a
Block T Blockll Block I Block 1 limited number of treatments in a block. These de-
signs have been constructed to estimate the effects
%o % G0 4 4 4 4 and test their significance efficiently. Their construc-
¢ bd b e odl | bd 4 tion and analysis part are more complicated than

d M be bed || bed bd ay c basic experimental designs.
bed  od ed d b (D ed bed | Note. B.LB. and PB.LB. designs are kept out of the

b obe bd e 4 bel | be b scope of this chapter.
SECTION-B
Fill in the blanks

Fill in the suitable word(s)/phrase(s) in the
blanks:

1. Design of experiments is a branch of

2. The plan of an experiment which controls all
factors as far as possible except the treat-
ments in known as

3. The designs of experiments were originated
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38.

39,

40,

41.

42.

47.

48.

49.

5L

Random effect model is also called
or .

If the interest of a researcher is confined in

the treatments involved in the experiment,

the appropriate statistical model for it is a
model.

If the inferences are to be drawn about the

population of treatments of which they are

the sample, the type of statistical model is

If A is a fixed effect having p levels, then

Eﬂ is equal to
=l / ©q

A commonly used approach to test the sig-

nificance of differences between pairs of treat-

ment means is the method.

The formula for least significant difference

with usual notations is N

Student-Newman Kuel's test takes care of

the between two means in an or-

dered set of treatment means.

The chance of committing Type I error is
and of Type I error is

in Duncan’s multiple range test as compared

to least significant difference test.

. Tukey utilized or the
A linear co ion of k in which
the sum of the coefficients of the treatments
is zero, is called a or

The lincar combination T, — 37, + T, at‘
three treatments is

The linear combination - 3T,
of four treatments is a

If the sum of the cross product uf the corre-
sponding coefficients of two contrasts each
involving k treatments is zero, they are said
to be contrasts,

The idea of orthogonal contrasts emerged
from
Sum of square due to a contrast Z =
T, - T, =Ty + T, where cach treatment total
isasumot‘ninbsenauomsm .

-r,+r,+3r‘

53,

54,
55.

56.

57.

58.

59.

60.

61

62,

63

3

69,

70.
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Among k treatments, there can al most be
orthogonal contrasts.

Each contrast has d.f.
Orthogonal contrasts among three treatments

enable to and
effects.
Contrasts provide information

about treatments than F-test alone in analysis
of variance,

There are categories of experi-

mental designs,

The experlmemal designs not involving any
p are called

designs.

The esti L i from sy ic de-

signs are .

Systematic designs can cause er-

rors.

Personal biases cannot be ruled out in

designs.
Systematic designs make sampling of area

In systematic designs, the chances of drifting
of one treatment effect over the other are

The experiments in which the treatments are
allocated to the units through a random proc-
ess are called designs.
A completely randomized design is used
when all experi 1 units are .
When all experimental units are homogene-
ous, the most suitable design for an experi-
mentis .
Comp[etcly randomized design yields
gl of freedom for error.
Missing observation in a completely
randomized design creates .

If the expenmental units are likely to fail to
P is a suitable design.
Completely randomized design is not suit-

able for experiments.




71.

72

73.

4.

75.

76.

78.

9.

. If the experi

If an exact F-test for treatments, based on the
statistical model of an experiment is avail-
able in ANOVA, the model is said to be

Analysis of data of a completely randomized
design with two treatments and a t-test for
their equality are

Taking more than one observation on each
experimental unit with regard to the same
character is known as

The analysis of variance under sub-s.nmp!mg
involves two error components in ANOVA
table namely and

SITOrs,

If in ANOVA table, F-value for treatments
comes out to be less than unity, it creates
doubt on the validity of the
F-value in ANOVA table smaller than one
may occur if the observations are not distrib-
uted

1 units arc subjected to one
way variation, then one may prefer to use
design.

Each block in a randomised block design is a

Each ir occurs in a block
of randomized complete block design.

. There are as many units in a block as the

ber of
design.
When every level of a factor is tried with
every level of the other factor, then such an

in a randomized block

uTang is called classifica-
tion.

The p of reg | pling and sub-
sampling is known as _________ or

classification.
If all levels of a factor are tried at each single

level of the other factor, the later factor is
in the former factor.

8 In a randomized block design, blocks are

3

in direction to fertility
gradient.

95.

97. A Latin square design is a

PROGRAMMED STATISTICS

. Usually randomized block design in field ex-

periments is efficient than com-
pletely randomized design.

According to Cochran, the error mean square
of a randomized block design is

per cenl to that of an equivalent completely
randomized design.

. For an equal amount of information in com-

pletely randomized design

cation are equivalent to

tions in randomized block design.
In a randomized block design, too many treat-
ments fated in a block.
If there are ¢ treatments and m blocks in a
randomized block design, the error degrees

repli-

of freedom in ANOVA table be

. Statistical model for a randomized block de-

sign under Model-1 is a
Error sum of squares
tive.

model.
be nega-
The formula for one missing value in a

randomized block design with & treatments
and b blocks following usval notations is

. If there are two missing values in a

randomized block design with 4 blocks and

5 the error deg of freed
will be
Missing value in a mdom:md block design

causes an bias in the treatment
sum of square.
In case of sub-sampling in a randomized de-

sign, the pooling of sampling and experi-
mental errors depends on the result of

In case of sub-sampling in experiments, the

llulyms of data is safer if the investigator

ides for pooling rather than
pooling.

two
way classification scheme.

98. A Latin square design controls

heterogeneity.



99,

100.

101

102,

103.

104,

105.

106.

107.

108.

109,

110.

111,

112
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A Latin square design is a 114. Relative efficiency of a Latin square of order
restrictional design. k over completely randomized design with
The number of rows and col usual notation can be calculated by the for-
in a Latin square design arc mula .

Each occurs in a row 115, R:l:x:re efficiency of a hln} rum dcs;gn
or a column in a Latin square design. wit s
) block design utilizing the same material can

?‘mch row and each {Eulur:m isa be obtained by the formula
in a Latin square design. 116. To have sufficient degrees of frwdom for
The number of rows or columns denote the error from lower order Latin square, the al-

of a Latin square. ternative is to consider a Latin
Two Latin squares L, and L, arc called squares.
o if L, is superimposed over L,, 117. If we consider m Latin squares of order k in
then each pair of letters occurs only once in an experiment, the degrees of freedom for
the composile square. error is
If there is a Latin square of order p, then 118. Another name Uf cross-over  design  is
there can at most be orthog or or design.
Latin squares, 119. Cross-over design is suitable for
Error mean square in the analysis of data of a number of treatments.
Latin square is than the error  120. Change over designs is capable of estimating
mean square in case of RBD and CRD with and effects.
the same experimental material. 121. Cross-over designs are frequently used in ex-
A Latin square design of order 4 is as effi- periments on ____ g .
cient as a randomized block design with ~ 122. In cross-over design cach treatment is fol-

replications for the same treat- lowed by the other treatments
ments. number of times.
A 3 x 3 Latin square design is 123. An experiment involving two or more factors
efficient than a randomized block design with at various levels is called a ex
3 replications. pcmneml. . .
A composite Latin square design using Latin 124. :t‘ {::::1:} :Iﬂ.e"mm:f‘s ::;l'::de:u] muber
ii':-. Greek letters is called ‘de- factorial experiment.

C . ) 125. An experiment involving 5 levels of nitro-
The main assumption of a Latin square de- gen, 4 levels of phosphorous and 3 levels of
sign is that effects with potash is factorial experiment.
the row and column effects. : .

K 126. The factorial experiments were also called
?he additive model for a Latin square design experiments.
sa model. 127. The name factorial experiment is due to
The formula for estimating a missing value .
in a Latin square design having k treatments 128, In factorial experi ., one
with usual notations is and effects.
‘There is an bias in treatment sum 129, The measure of change in the response due

113

of square of a Latin square being analysed
with a missing value,

to change of level of a factor averaged over
all levels of other factors is called
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130.

131.

132

133,

134

135,

136.

137.

138,

140.

141,

142

143,

144,

The failure of a factor to give the same re-
sponse at different levels of the other factor
is known as

The additional effect due to combined effect
of two or more factors is the ef-
fect.

The interaction effect of the factors N and P
is___ as that of factors P and N.

In a 2" factorial, each main and interaction
effect can be expressed as a .

In a 2" factorial, the contrasts for main ef-
fects and interaction(s) are toeach
other.

In a 2" factorial, the lower level of a factor is
called its .

In a 2" factorial, the higher level of a factor is
known as

If A and B are two faclnrs each at 2 levels,
the simple effect of A at the first level of B is

Given two factors A and B each at 2 levels,
the simple effect B at the second level of A is

In a 22 factorial with factors A and B, the
simple effect of B, (b) = (1) is equivalent to

The interaction between two factors A and B
cach at two levels is the _________ of sim-
ple effects of A at second and first levels of
B.

Sum of squares for main effects and
interaction(s) in 2" factorial can casily be cal-

culated with the help of tech-
nique.

The sum of squares in a 3" factorial can eas-
ily be calculated with the helpof ________
technique.

In a 3" experiment with factors A and B, the
interaction A x B has df.

In a 3? factorial, the interaction A x B can
further be splitted up as and

145,

146.

147.

149,

150,

151.

152,

153.

154.

155,

156.

157,

158,

159.
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In a 3* factorial, the interaction component
A?BC is equivalent to the interaction com-
ponent .

The statistical model for a two factor facto-
rial is a model.

The technique of reducing the block size in
factorial experiments by scrificing one or
more effects is known as .

Preferably interaction is chosen
for confounding.
The method of confounding to reduce block

size is applicable only for
periments.

If the same effect is confounded in all the
replications, it is known as

If the same effect is not confounded in a]l the
replicates, it is known as

In 2" factorials, confounding can eas.lly be
carried out with the help of .

If p” factorial (p > 2), confounding can con-
veniently be carried out through

‘When the effects of the same order are con-
founded an equal number of times in all the
replications of a factorial experiment, it is
known as

In a 2* factorial, the eﬂ'ms ABC and BCD
are confounded to obtain the blocks of size 4
units, the effect is automatically
confounded with the blocks.

The product of any two interactions in a p*
factorial reduced to mod p is known as

ex-

Confounding in asy ial
ried with the help of
The additional factors required to convert the
asymmetrical factorial into a symmetrical fac-
torial for the purpose of confounding are
called factors.

‘When different factors require different size
of units, one should go for de-
sign.

The large size plots used for one factor in
split plot design are called plots.

is car-
factors.

trical f:
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Q.10

Q12

Q.15

Q.16

(¢) heterogeneity among blocks
{d) nonc of the above

Randomizations in an experiment provide:
{a) the estimate of experimental error

(b) impetus to the treatments

(c) acheck to the variation in soil fertility
(d) none of the above

Number of replications in an experiment is
based on:

(a) the pwcmun mqum:d

(b) experimental ilabl

(c) h geneity of experi | material
(d) all the above

The factors responsible for deciding the

number of replications in an experiment are:

(a) the desire of the experimenter

(b) minimum degrees of freedom required
for experimental error

(c) shape of experimental units

(d) all the above

The decision about the number of replica-

tions is taken in view of:

(a) size of experimental units

(b) competition among experimental units

{c) fraction to be sampled

(d) all the above

The formula for determining the number of

replications *r’ with usual notations is:

@) r=2125"/d?

) r=y21,5*/d

) r=1; 252 d?

(dy r=2r,s/d

Luocal control is a device lo maintain:

(a) homogeneity among blocks

(b) homogeneity within blocks

(c) both (a) and (b)

(d) neither (a) and (b)

Local control in the field is maintained

through:

(a) uniformity trials

Q.17

Q.21
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(b) randomization

{c) natural factors

(d) all the above

Local control in experimental designs is

meant to:

(a) increase the efficiency of the design

{b) reduce experimental error

{c) to form homogeneous blocks

(d) all the above

Experimental error is due to:

(a) experimenter’s mistakes

(b) extraneous factors

(c) variation in ireatment effects

(d) none of the above

Experimental error is necessarily required

for:

(a) testing the significance of treatments
effects

(b) comparing treatment effects

(c) calculating the information released
from an experiment

(d) all the above

Errors in a statistical model are always taken

1o be:

(a) independent

(b) distributed as N (0, 02)

(c) both (a) and (b)

(d) neither (a) and (b)

If 52 is the estimate of error variance in an

experiment based on i degrees of freedom,

the information gathered from the experi-

ment is equal to:
n+3 1

@ 73

n+l L

(b) n+3 s

n+3 .

n+l ¥

(n+1 I)
@ n+ld s

{c)
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Q.22

The information from an experiment stabi-
lizes when error degrees of freedom is at
least:

(a) 6

(b) 8

(c) 10

(dy 12

If u,z is the error variance of design-1 and

a} of design-2 utilizing the same experi-
ment material, the efficiency of design )
over 2 is

1 1
(@)

i/ o
LAy
01/ oi

oi/e}

(b)

(c)

(d}

If sampling is adopted from plots in an ex-

periment, the loss of information due to
pling as compared (o ¢ harvest-

ing is:

(a) negligible

(b) one-third

(c) two-third

(d) none of the above

none of the above

Analysis of experimental data means:

(a) estimation of treatment effects

(b) dividing the total variance into compo-

nent variances

testing of hypothesis about the param-

eters i 1 in the experi. | model

(d) all the above

A statistical model is a mathematical rela-

tionship between the:

(a) response measure and the factors re-

sponsible for the response
and the

{c

—

(b) ef-

foc.ls
(c) both (a) and (b)
(d) neither (a) and (b)

Q.27

Q.29

=

Q.3

Q.32

Q.33
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A statistical model is categorized into:
(a) one type
(b) two types
(c) three types
(d) four types
The ization of a s I model is
based on:
(a) assumption about the experimental
error
(b) the nature of treatments
{c) ch istics of the variable

(d) all the above

If the conclusions are to be drawn for the
in g I, then the istical

model shall be known as:

(a) analysis of variance model

(b) component of variance model

(c) mixed effect model

(d) none of the above

If the researcher’s interest is confined in the
treatments only involved in the experiment,
then the statistical model in this situation
will be categorized as:

(a) analysis of variance model

(b) component of variance model

(c) mixed effect model

(d) none of the above

If an experiment involves two or more treat-
ments in which some treatments are fixed
and the others are of random nature, one
should choose:

(a) analysis of vaniance model

(b) component of variance model

(c) mixed effect model

(d) none of the above

In a fixed effect model, the hypothesis about
the treatments under test is:

(@ o2=0

by ;=0

© Et=0

(d) none of the above

In case of a random effect model, the hy-
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Q.36

Q.37

pothesis which is to be tested with regard to
the treatments is:

@) ol=0

(b) ;=0

() 1 =0

@ Zt,=0

For a fixed effect model
yu=p+a]+,fij+(aﬂ}u+s,',
the assumptions are:

(@ Za;=0Ep;=0 E(p),=0

(b) ©3=0,0;=0andogy =0
© cr;-vN(O, uﬁ). Bj-N[O. ug) and

(aB), ~ N(0.0%)
(d) none of the above

If a model is such that it provides an exact
test about the treatments, then it is called:
(a) unspecified model

(b) incompletely specified model

{c) completely specified model

(d) none of the above

1f a statistical model fails to provide an ex-
act test about the treatment effects, the model
is classified as:

(a) unspecified model

(b) incompletely specified model

{c) completely specified model

(d) none of the above

Which of the pairs of treatment means dif-
fer significantly out of a set of treatment
means, can be ascertained by:

(a) least significant difference test

(b) student-Newman Kuel's test

(c) Duncan’s multiple range test

(d) all the above

Out of many multiple range test, the test
which is considered superior is:

(a) student-Newman Kuel's test

(b) Duncan's multiple range test

Q¥

Q.40

Q.41

Q.42
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(c) Tukeys’ test

(d) none of the above

A linear combination of treatments is said

to be a contrast iff:

(a) the sum of the treatment effects is zero

{b) all the coefficients of the treatments are
unity

{c) the sum of the coefficients of the treat-
ments is zero

(d) the number of positive and negative co-
efficients is same

Two contrasts of the same treatments are

said to be orthogonal iff:

(a) they are at right angles

(b} both of them have same coefficients of
the treatments

{c) both of them have equal coefficients
but opposite in sign

(d) the sum of the cross product of the
coefficients of the same treatments is
ZErTo

Which of the following is a contrast?

(a) 37, + T, 3T, + T,

(b) T, +37,-3T,+T,

(¢) 3T, =T+ T, +3T,

d T,+T,+T,-T,

Which of the following is not a contrast

among three treatments?
@) T, +2T,-T,
®) T,-T,

(€) T\ =-2T,+T,

@ -T,+21,-T,

The maximum possible number of
orthogonal contrasts among four treatments
is:

(a) four

(b) three

(c) two

(d) one

With the help of contrasts, one can estimate
the:

(a) lincar effect

(b) quadratic effect
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Q.59

Q. 61

Q.62

Q.63

Q.64

(c) incompletely specified

(d) none of the above

The process of determining more than one
observation on each experimental unit per-
taining to the same character is known as:
(a) multiple recording

(b) sub-sampling

(c) repeated observations

(d) none of the above

In case of sub-sampling in a completely
randomized design, the treatment mean
square is lested against:

(a) experimental error M.S.

(b) sampling error M.S.

(c) pooled error M.S,

(d) none of the above

If F-value for treatments comes out to be
less than one, it may be due to:

(a) improper randomization

(b) non-normality of response measure
(c) selection of wrong statistical model
(d} all the above

If every level of a factor is taken at every
level of the other factor in an experiment, it
is known as:

(a) crossed classification

(b) nested classification

(c) hierarchical classification

(d) all the above

‘When all levels of a factor are woven within
each level of some other factor, it is known
as:

(a) nested classification

(b) hierarchical classification

(c) both (a) and (b)

(d) neither (a) nor (b)

I a plant breeder includes s species and n
strains within each specie, he has to analyse
the data according to:

(a) fixed effect model

(b) nested model

(e) mixed model

(d) none of the above

The following layout,

617

e
P
OO
aab.

meels the requirements of a:

(a) completely randomized design
(b) randomized block design

(c) Latin square design -«

(d) none of the above

Q. 65 The layout,
A [o A B
[ B [ D
B A D A
D D B C
stands for:

Q. 66

Q.67

(a) cross-over design

(b) randomized block design

(c) Latin square design

(d) none of the above

In the field layout of a randomized block
design, the blocks are formed in the direc-
tion:

(a) parallel to fertility gradient

(b) perpendicular to fertility gradient

(c) diagonally to fertility gradient

(d) none of the above

Randomized block design is a:

(a) three restrictional design

(b) two restrictional design

(c) one restrictional design

(d) no restrictional design

A randomized block design has:

(a) two way classification

(b} one way classification

(c) three way classification

(d) no classification

In the analysis of data of a randomized block
design with b block and v treatments, the
error degrees of freedom are:

(a) b(v=-1)

b) vib-1)

© G-D-1)

(d) none of the above
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Q.70

Q.71

Q.73

Q.74

Q.75

Error sum of squares in RBD as compared
to CRD using the same material is:
(a) more
(b} less
(c) equal
(d) not comparable
According to W.G. Cochran, error mean
square in case of RBD as compared to CRD
utilising same experimental material is:
(a) 60 per cent
(b) B0 per cent
(c) 40 per cent
(d) none of the above
The ratio of the number of replications re-
quired in CRD and RBD for the same
amount of information is:
(a) 6:4
(b) 10:6
(c) 10:8
{d) 6:10
The formula for obtaining a missing value
in randomized block design by minimizing
the error mean square was given by:
(a) W.G. Cochran
(b) T. Wishart
(c) F. Yates
(d)} J.W. Tukey
The formula for estimating one missing
value in a randomized block design having
b blocks and k treatments with usual nota-
tions is:

bT' +kB' -G’
@ BIyE-1)

bB'+bT' -G
(b-1k-1
bT' +kB' - kG’
(b-1)(k-2)

(b)

(c)
bB' +kT' -G’
B=-1k-1)

In a randomized block design with 4 blocks
and 5 treatments having one missing value,

)

Q.76

Q.78

Q.81
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the error degrees of freedom will be:
(a) 12
(b) 11
{c) 10
) 9
A missing value in an experiment is esti-
mated by the method of:

(a) minimizing the error mean square

(b) analysis of covariance

(c) both (a) and (b)

(d) neither (a) and (b)

When there occurs a missing value in an
experiment, treatment sum of square has:
(a) an upward bias

(b) a downward bias

(c) no bias

(d) none of the above

In case of sub-sampling in a randomized
block design, if preliminary test reveals a
non-significant difference between experi-
mental error and sampling error, one should
prefer:

(a) to pool the two errors

(b) not 1o pool the two errors

{c) may or may not pool the two errors
{d) none of the above

The idea of preliminary test of significance
was propounded by:

(a) T.A. Bancroft

(b) A.E. Paull

(c) F Yates

(d) none of the above

In the want of preliminary test of signifi-
cance in case of sub-sampling in the analysis
of data of an experimealt, it is always prefer-
able:

(a) not to pool the two errors

(b) to pool the two error

(c) to use sdmpling error

(d) to use any one of the errors

In a Latin square design, number of rows,
columns and treatments are:

(a) all different

(b) always equal



Q.95

Q. 9%

Q.97

Q.98

Q. 100

Q. 101

(b) [(AT" + kR’ + kC* = 2G(k — 1)
k-2)P

@ {k=DT'+R+C'=-GWMk-1)
k- 2)1?

) {k=DT +kR"+ kC'=2G"itk - 1)
*k-2)P

For lower order Latin square, adequate

degrees of freedom for error can be ob-

tained by taking:

(a) a group of Latin squares at a time

(b) a Latin square at two locations

(c) both (a) and (b)

(d) neither (2) and (b)

Cross-over design is suitable for measuring:

(a) direct treatment effect

(b) treatments’ residual effect

(c) both (a) and (b)

(d) neither (a) nor (b)

Cross-over design is also named as:

{a) change over design

(b) switch back design

(c) reversal design

{d} all the above

Error degrees of freedom for a change over

design are more when the subjects are taken

jiH

(a) replicates

(b) a group of Latin squares

(c) any order

(d) all the above

The experiments, in which the effects of the

levels of a factor are considered at various

levels of the other factor are called:

(a) symmetrical experiments

(b} rotational experiments

(c) factorial experiments

(d) all the above

An experiment having several factors with

equal number of levels is known as:

(a) complex experiment

(b) symmetrical factorial experiment

(c) asymmetrical experiment

{d) all the above

Two types of effects measured in a factorial

Q. 102

Q. 103

Q. 104

Q. 105

Q. 106

Q. 107
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experiment are:

{a) main and interaction effects

{b) simple and complex effects

(c) both (a) and (b)

(d) ncither (a) nor (b)

The additional effect gained due to com-
bined effect of two or more factors is known
as:

(a) main effect

{b) interaction effect

(¢) either of (a) or (b)

(d) neither of (a) or (b)

The experiments with various factors hav-
ing unequal number of levels are called:
(a) asymmetrical factorials

(b) symmetrical factorials

(c) typical factorials

{d) none of the above

An experiments, in which all factors have
different number of levels, is known as:
(a) asymmetrical factorial

(b} typical factorial

(c) pseudo factorial

(d) real factorial

All contrast, representing the effects of a 2*
factorial, are:

(a) linear contrasts

(b) orthogonal contrasts

(c) both (a) and (b)

(d) neither (a) nor (b)

The main and interaction effects inia 2°-
factorial can easily be estimated with the
help of:

(a) simple effects .

(b) contrasts

(c) both (a) and (b)

(d) neither (a) and (b)

If the responses for treatments in a facto-
rial experiment with factors A and 8 each
at two levels from three replications are,
aghy = 18, a,b, =17, agh, =25 and
a,b, = 30, the sum of square for the inter-
action AB is equal to:

(a) 4
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Q. 133

Q. 134

Q. 135

Q. 136

Q. 137

Q. 138
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In a split plot design, more precision is at-
tained for:

(a) main plot treatment

{b) sub-plot treatment

{c) block differences

(d) all the above

In a split plot design, more error degrees of
freedom is obtained for:

(a) main plots

(b) sub-plots

(c) replicates

(d) none of the above

In a split plot design, smaller error mean
square is obtained for:

(a) main plot error

(b) sub-plot error

(c) experimental error

(d) none of the above

If there is a double split plot design, the
analysis of variance table will contain:

(a) two error components

(b) three error components

(¢) four error components

{d) one error components

In a split plot design with factor A at p levels
in main-plots, factor B at q levels in sub-
plots and r replications, the degrees of free-
dom for sub-plot error is equal to:

(@ (g-1(r-1)

® gp-D(r-1)

© -D@-Dr-1

) plg=-1(r=1)

For a split plot design with factor A in main
plots at 4 levels, factor B in sub-plots ar 3
levels and having 3 replications, sub-plot
error degrees of freedom will be:

{a) 24

(b) 27

(c) 16

(dy 12

For a split plot experiment conducted with
5 ions of an i icide in main
plots and 4 varieties of gram in sub-plots
and having 3 replications, main plot error

Q. 140

Q. 141

Q. 142

Q. 143

Q. 144

Q.145
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degrees of freedom will be:

(a) 8

(b) 10

(c) 24

d) 6

Model-I of a split plot design is:

(a) an incompletely specified model

(b) a completely specified model

(c) an unspecified model

(d) none of the above

For a double split plot design with 4 levels
of main plot treatment, 3 levels of sub-plot
treatment and 2 levels of sub-subplot treat-
ment and 2 replications, the error sub-sub-
plot error degrees of freedom is:

(a) 48

(®) 36

{c) 24

) 12

When two treatments at various levels in-
volved in an experiment require large size
plots, the appropriate experimental design
is:

(a) split plot design

(b} strip plot design

(c) Latin square design

(d) any one of the above

Split plot design for all sets of comparisons
as compared to a randomized block design
with the same experimental material is:
(a) superior

(b) inferior

(c) equally good

(d) none of the above

In a split-split plot design, maximum preci-
sion is attained on:

(a) whole plot treatment

(b) sub-plot treatment

(c) sub-subplot treatment

(d) none of the above

A split block experiment is conducted with
5 level of irrigation (f) and 4 levels of an
insecticide (M) for foliar spray. The experi-
ment contained 3 replications. The error
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Q. 146

Q. 147

Q. 148

Q. 149

Q. 150

Q. 151

degrees of freedom for the interaction effect

will be:

{(a) 24

(b) 30

(c) 32

) 40

The precision of whole-plot treatment can

be increased by assigning the treatments to

whole plots:

(a) randomly

(b) in randomized block arrangement

(c) in a Latin square arrangement

(d) all the above

The accuracy of estimates after confound-

ing in sub-plots increases:

(a) for main-plot treatments

(b} for all sub-plot treatments

(c) for all sub-plot treatments except those
which are confounded

(d) for no treatments

In a 3? factorial with factors A, B and Ceach

at 3 level, the interaction A2 BC? is same as

the interaction:

(a) ABC

(b) AB’C

(c) AB*C?

(d) A*BC

The analysis of of an experi 1

data is based on the aswmpuon(s) that:

(a) the resp i nor-
mally

(b) the errors are independent

(c) the errors are homoscedastic

(d) all the above

If in a randomized block dr.s:gn having five

and 4 repli a is

added, the increase in error degrees of free-
dom will be:

(@) 1

) 2

© 3

) 4

If in a Latin square design with five treat-
ments, a treatment is added, the increase in

Q. 152

Q.153

Q. 154

Q. 155

Q. 156
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error degrees of freedom will be:

(@ 2

(b) 4

© 6

@8

If two levels of a main plot treatment are
in d, the degrees of freedom for main-
plot error in a split plot design with three
replications will be increased by:

(a) 2

(b) 4

() 6

@ 8

If two levels of a sub-plot treatment are
increased, the main-plot error in a split plot
design with two replications will be:

(a) increased

(b) decreased

(c) same

(d) none of the above

If one level of main plot treatment is in-
creased in a split plot design having its p
levels, g levels of sub-plot treatment and »
replications, then the sub-plot error degrees
of freedom will be increased by:

(a) r

) (r-1 -1

@ (r=-Dig-1

@ E-Dig-1

If two levels of a sub-plot treatment are
increased in a split plot design, the main
plot error degrees of freedom will be in-
creased by:

(2) 0

®) 1

{c) 2

(d) none of the above

If in a split plot design with two treatments
A and B at levels 4 and 3 respectively and
three replications, a level of each treatment
is dropped, then the total degrees of free-
dom will be reduced by:

(a) 8

(b) 10
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Q. 157

Q. 158

Q. 159

Q. 160

Q. 161

(c) 12

(d) 18

If in a split plot design with treatment A at 4
levels in main-plots, B at 3 levels in sub-
plots and 3 replications, one level of both
the treatments is reduced, then the sub-plot
error degrees of freedom will be decreased
by:

(@)

b B

(c) 10

(d) 12

If in a split plot design with two factors, A in
main-plots and B in sub-plots at levels p and
q respectively and r replications, a replica-
tion is discarded, then the sub-plot error
degrees of freedom will be d 1 by:
(a) rpg

b) plg-1

© p-Dgq

@ r=D-Dig-1

If in a split plot design with two factors, A in
main plots and B in sub-plots at levels p and
4 respectively and r replications, a replica-
tion is rejected, then the main-plot error
degrees of fi will be d d by
(a) r=1

) (p-1)

) g-1

) rp-1)

I in a strip plot design with factors A and B
at levels p and g respectively and r replica-
tions, a level of both the factors is dropped,
then the total degrees of freedom will be
reduced by

@ rp-Dig-1

b rip+g-1)
(€) rip+q-2)
) ripg-1)

In randomized block design we always have:
{a) No. of blocks = No. of treatments

(b) No. of blocks > No. of treatments

(c) No. of blocks < No. of treatments

(d) none of the above

Q. 162

Q. 163

Q. 164
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Q. 166

Q. 167

Q. 168
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Local control helps to:

(a) reduce the no. of treatments
(b} increase the no. of plots

(¢} reduce the error variance
{d) increase the error d.f,

In one way classification with more than
two treatments, the equality of treatment
means is tested by:

(a) r-test

(b) x-test

(c) F-test

(d) none of the above

The degrees of freedom for F-ratio in a 6 x
6 Latin square design is: '
(a) (5, 15)

() (5,20)

(c) (6, 15)

(d) (6, 20)

Ina5 x5 Latin square with one missing
value, the totals of row, column and treat-
ment having the missing value are 25, 40,
35 respectively and the total of all the avail-
able observations is 100. The estimate of
the missing valve is:

(a) 15

(b} 20

() 25

(d) 30

The concept of fractional replication was
first expounded by:

(a) F Yates

(b) D.J. Finney

(c) C.R.Rao

(d) G.E.P. Box

Fractional replication came into existence
for the first time in the year:

(a) 1961

(b) 1950

(c) 1945

(d) 1937

Another name given to fractional replica-
tions is:

(a) balanced confounded design

(b) fractional factorial design
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Q. 182

Q. 183

Q. 184

Q. 185

Q. 186

Q. 187

(a) Resolution - IV design

(c) Resolution - V design

(b) Resolution - VI design

{d) Resolution - VII design

A fractional factorial design in which mean,
main effects and first order interactions are
estimable and second and higher order in-
teractions are presumed to be negligible is a
design of:

(a) Resolution-III

(b) Resolution-1V

(c) Resolution-V

(d) none of the above

The total of sum of squares (5.5.) due to all
orthogonal contrasts in 2"-factorial experi-
menl is equal to:

(a) replication S.S.

(b) treatment 8.5.

(c) total 8.5

(d) error 8.5.

In experi gns, randomization is
necessary to make the estimates:

(a) valid

(b) accurate

(c) precise

(d) biased

The name of the design in which main ef-
fect is confounded is:

{a) Latin square design

(b) cross-over design

{c) split plot design

(d) none of he above

The pairwise contrast among three treat-
ments is:

(&) T, +T,-2T,

(b) 2T, + T, - 3T,

(€) T,+T,-2T,

) T,-T,

A non-pairwise contrast among four treat-
ments is:

(a) 3T, + T, - T, - 3T,

(b) 3T, + T, + T, - 3T,

(€ T, +T,=-2T,+T,

) 7,-T,

1 Ansl,

Q. 188

Q. 189

Q. 190
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For two treatments there can be in all:

(a) one contrast

(b) two contrasts

(c) three contrasts

(d) no contrast

A contrast constructed while interpreting
the results will be categorised as:

(a) posteriori contrast

(b) planned contrast

(c) biased contrast

(d) orthogonal contrast

A decision of testing the quadratic, cubic
and guadratic effects of five fertilizers at the
beginning of experimentation will lead to
construction of:

(a) posteriori contrasts

(b) post hoc contrasts

(c) a priori contrasts

(d) non-orthogonal contrasts

ANSWERS

SECTION-B

(1) statistics (2) design of experiment (3) field ex-
periments (4) experimental unit (5) treatment (6)
randomization (7) human bias (#) randomization (9)

Y n+l
Lon+3

hematical (10) rand (11) randomization
(12) replications (13) experi | error (14) better
(15) replications (16} local 1 (17) fertility maps

(18) extraneous factors (19) efficient (20) more (21)
heterogeneous (22) twelve (23) competition (24)

2
more (25) (V2 1, -s/d)” (26) Faicficld Smith (27)
L (28) RA. Fisher (29) inverse (30) one-
5

third (31) component variances (32) true mean ef-
fect; error term (33) N{o, o7 ) (34) three (35) addi-

tive (36) J.W. Tukey (37) analysis of variance model;
Model-1 (38) component of variance model; Model
11(39) fixed effect (40) Model-II (41) zero (42) least

_ .
significant difference (43) ,’2% xtgs, (44) dis-
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