## Preface

The area of Order Statistics received a tremendous attention from numerous researchers during the past century. During this period, several major theoretical advances were made in this area of research. As a matter of fact, two of those have been adjudged as breakthroughs in the field of Statistics [see: Kotz, S. and Johnson, N. L. (1991). Breakthroughs in Statistics, Vols. 1 and 2, Springer-Verlag, New York]. In the course of these developments, order statistics have also found important applications in many diverse areas including life-testing and reliability, robustness studies, statistical quality control, filtering theory, signal processing, image processing, and radar target detection.

Based on this immense activity, we decided to prepare this Handbook on Order Statistics and Their Applications. We feel that we have successfully brought together theoretical researchers working on theoretical and methodological advancements on order statistics and applied statisticians and engineers developing new and innovative applications of order statistics. Altogether, there are 44 articles covering most of the important theoretical and applied aspects of order statistics. For the convenience of readers, the subject matter has been divided into two volumes, the first one (Handbook - 16) focusing on Theory and Methods and the second one (Handbook - 17) dealing primarily with Applications. Each volume has also been organized according to different parts, with each part specializing on one aspect of Order Statistics.

The articles in this volume have been classified into nine parts as follows:
Part I - Introduction and Basic Properties
Part II - Orderings and Bounds
Part III - Relations and Identities
Part IV - Characterizations
Part V - Extremes and Asymptotics
Part VI - Robust Methods
Part VII ~ Resampling Methods
Part VIII - Related Statistics
Part IX - Related Processes
We have also presented an elaborate Author Index as well as a Subject Index in order to facilitate an easy access to all the material included in the volume.

Part I contains three articles - the first one by N. Balakrishnan and C. R. Rao presents an introduction to order statistics, the second one by H. L. Harter and
N. Balakrishnan presents a historical perspective on the developments in the subject of order statistics, and the last article by P. R. Tadikamalla and N. Balakrishnan discusses the computer simulation of order statistics.

Part II contains three articles - the first one by B. C. Arnold and J. A. Villasenor discusses some results on the Lorenz ordering of order statistics, the second one by P. J. Boland, M. Shaked and J. G. Shanthikumar discusses results on the stochastic ordering of order statistics, and the last article by T. Rychlik reviews results on bounds for expectations of $L$-estimates.

Part III contains an exhaustive review article by N. Balakrishnan and K. S. Sultan on the recurrence relations and identities for moments of order statistics from arbitrary as well as many specific distributions.

Part IV contains three articles - the first one by C. R. Rao and D. N. Shanbhag discusses some recent methods used for characterizations results based on order statistics and record values, the second one by U. Gather, U. Kamps and N . Schweitzer reviews the characterization results based on identical distributions of functions of order statistics, and the last article by U. Kamps reviews the characterization results based on recurrence relations and identities for moments of order statistics.

Part V contains three articles - the first one by J. Galambos provides an exposure to the univariate extreme value theory and applications, the second article by P. K. Sen elaborates various applications of the asymptotic results, and the last article by R. J. Tomkins and H. Wang reviews the zero-one laws for large order statistics.

Part VI contains two articles - the first one by D. R. Jensen and D. E. Ramirez discussed some exact properties of Cook's distance while the other article by A. Childs and N. Balakrishnan presents some results on order statistics arising from independent and non-identically distributed Pareto random variables and illustrates their application to robust estimation of the location and scale parameters of the Pareto distribution.

Part VII contains two articles - the first one by R. L. Strawderman and D. Zelterman explains a semiparametric bootstrap method for simulation extreme order statistics while the other article by C. Ma and J. Robinson discusses some approximations to the distributions of sample quantiles.

Part VIII contains two articles - the first one by H. A. David and H. N. Nagaraja reviews the developments on concomitants of order statistics while the second article by V. Nevzorov and N. Balakrishnan provides an updated review on records.

Part IX contains two articles - the first one by B. Szyszkowicz elaborates on weighted sequential empirical type processes with their applications to changepoint problems while the second article by M. Csörgö and B. Szyszkowicz discusses sequential quantile process and Bahadur-Kiefer process.

It needs to be mentioned here that the companion volume (Handbook - 17), focusing on applications of order statistics, has been divided similarly into six parts.

While preparing this volume as well as the companion volume (Handbook 17), we have made a very clear distinction between order statistics and rank order statistics, the latter being an integral part of the area of Nonparametric Statistics. Even though there is an overlap between the two and also that order statistics play a role in Nonparametric Statistics, one of the most important uses of order statistics is in the development of parametric inferential methods, as is clearly evident from this volume. Unfortunately, some researchers still view Order Statistics as part of Nonparametric Statistics. Strangely enough, this view is also present in Mathematical Reviews.

We express our sincere thanks to Mr. Gerard Wanrooy (North-Holland, Amsterdam) for his interest in this project and for providing constant support and encouragement during the course of this project. We also thank Mrs. Debbie Iscoe for helping us with the typesetting of some parts of this volume. Thanks are also due to the Natural Sciences and Engineering Research Council of Canada and the U.S. Army Research Office for providing individual research grants to the editors which facilitated the editorial work of this volume. Our final special thanks go to all the authors for showing interest in this project and for preparing fine expository articles in their respective topics of expertise.

We sincerely hope that theoretical researchers, applied scientists and engineers, and graduate students involved in the area of Order Statistics will all find this Handbook to be a useful and valuable reference in their work.
N. Balakrishnan
C. R. Rao
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# Order Statistics: An Introduction 

N. Balakrishnan and C. R. Rao

## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ random variables. Then the corresponding order statistics are obtained by arranging these $n X_{i}$ 's in nondecreasing order, and are denoted by $X_{1: n}, X_{2: n}, \ldots, X_{n: n}$. Here, $X_{1: n}$ is the first order statistic denoting the smallest of the $X_{i}$ 's, $X_{2: n}$ is the second order statistic denoting the second smallest of the $X_{i}$ 's, ..., and $X_{n: n}$ is the $n^{\text {th }}$ order statistic denoting the largest of the $X_{i}$ 's. It is important to mention here that though this notation for order statistic is used by most authors, some other notations are also employed in the literature. For example, some authors use $X_{(i)}$ to denote the $i^{\text {th }}$ order statistic in a sample of size $n$. In situations where the sample size does not change, this notation will obviously cause no confusion. Some authors also use $X_{i, n}$ or $X_{n: i}$ or $X_{(i) n}$ to denote the $i^{\text {th }}$ order statistic. Because all these notations are prevalent in literature, we have deliberately allowed all these notations in the volume. Since any notation used by the author(s) in any specific chapter will remain consistent, and hence will not cause any confusion to the readers, we have left the notation exactly as used by all the authors.

Observe that the above definition of order statistics required neither the $X_{i}$ 's to be independent nor the $X_{i}$ 's to be identically distributed. However, a major portion of the remarkably large body of literature on order statistics has focussed on the case when the $X_{i}$ 's are independently and identically distributed. Of course, the common distribution may be continuous or discrete. Most of the early work on order statistics dealt with the continuous case assuming a probability density function $f(x)$ and a cumulative distribution function $F(x)$.

Developments on order statistics until 1962 were synthesized in the edited volume of Sarhan and Greenberg (1962) which also contained many valuable tables. The two volumes prepared by $\operatorname{Harter}(1970 \mathrm{a}, \mathrm{b})$ presented numerous tables which facilitate the use of order statistics in tests of hypotheses and in estimation methods based on complete as well as doubly Type-II censored samples from many different life-time distributions of interest. These two volumes have been recently revised and expanded by Harter and Balakrishnan (1996, 1997). An encyclopedic treatise on order statistics has been given by David (1970, 1981), while Arnold, Balakrishnan and Nagaraja (1992) presented a textbook on order
statistics at an introductory level. Galambos $(1978,1987)$ prepared a volume dealing primarily with the asymptotic theory of extreme order statistics; applications of this extreme value theory in engineering problems have been highlighted in the volume by Castillo (1988). An excellent survey of all the developments concerning outliers has been made by Barnett and Lewis (1978, 1984, 1993). Arnold and Balakrishnan (1989) synthesized in their monograph the recurrence relations, bounds and approximations for order statistics. Finally, the book by Balakrishnan and Cohen (1991) elaborated various methods of estimation based on complete and censored samples. Naturally, these volumes should be consulted if one wishes to get an authoritative treatment to any of the topics mentioned above.

In this Chapter, we simply give an elementary introduction to order statistics which should be regarded as "a bare essential description" on the topic that would facilitate the reader to follow all the other chapters present in this handbook. We present the marginal distributions, joint distributions, moments and product moments of order statistics. We also present brief details on bounds and approximations for order statistics, exact distribution results for some specific distributions, asymptotic results, and on few related statistics such as concomitant order statistics and record values.

## 2. Marginal distributions of order statistics

The cumulative distribution function of $X_{i: n}(1 \leq i \leq n)$ is given by

$$
\begin{align*}
F_{i: n}(x)=\operatorname{Pr}\left(X_{i: n} \leq x\right) & =\sum_{r=i}^{n}\binom{n}{r}\{F(x)\}^{r}\{1-F(x)\}^{n-r} \\
& =\int_{0}^{F(x)} \frac{n!}{(i-1)!(n-i)!} t^{i-1}(1-t)^{n-i} \mathrm{~d} t \tag{2.1}
\end{align*}
$$

for $-\infty<x<\infty$. Specifically, we find from (2.1) the cumulative distribution functions of $X_{1: n}$ and $X_{n: n}$ to be

$$
\begin{equation*}
F_{1: n}(x)=1-\{1-F(x)\}^{n}, \quad-\infty<x<\infty \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{n: n}(x)=\{F(x)\}^{n}, \quad-\infty<x<\infty . \tag{2.3}
\end{equation*}
$$

Instead of writing the cumulative distribution in a binomial form [as in (2.1)], one may express it in a negative binomial form as [see Pinsker, Kipnis and Grechanovsky (1986)]

$$
\begin{equation*}
F_{i: n}(x)=\sum_{r=0}^{n-i}\binom{n-1-r}{i-1}\{F(x)\}^{i}\{1-F(x)\}^{n-i-r}, \quad-\infty<x<\infty \tag{2.4}
\end{equation*}
$$

Observe that all the expressions given above hold for any arbitrary population whether continuous or discrete. For discrete populations, the probability mass function of $X_{i: n}(1 \leq i \leq n)$ may be obtained from (2.1) by differencing as

$$
\begin{align*}
f_{i: n}(x)=\operatorname{Pr}\left(X_{i: n}=x\right) & =F_{i: n}(x)-F_{i: n}(x-) \\
& =\int_{F(x-)}^{F(x)} \frac{n!}{(i-1)!(n-i)!} t^{i-1}(1-t)^{n-i} \mathrm{~d} t \tag{2.5}
\end{align*}
$$

In particular, we also have

$$
\begin{equation*}
f_{1: n}(x)=\{1-F(x-)\}^{n}-\{1-F(x)\}^{n} \tag{2.6}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n: n}(x)=\{F(x)\}^{n}-\{F(x-)\}^{n} \tag{2.7}
\end{equation*}
$$

The review paper by Nagaraja (1992) lucidly accounts all the developments on discrete order statistics.

On the other hand, if the population is absolutely continuous, then the probability density function of $X_{i: n}$ can be obtained from (2.1) by differentiation as

$$
\begin{equation*}
f_{i: n}(x)=\frac{n!}{(i-1)!(n-i)!}\{F(x)\}^{i-1}\{1-F(x)\}^{n-i} f(x), \quad-\infty<x<\infty \tag{2.8}
\end{equation*}
$$

In particular, we have

$$
\begin{equation*}
f_{1: n}(x)=n\{1-F(x)\}^{n-1} f(x), \quad-\infty<x<\infty \tag{2.9}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{n: n}(x)=n\{F(x)\}^{n-1} f(x), \quad-\infty<x<\infty . \tag{2.10}
\end{equation*}
$$

## 3. Joint distributions of order statistics

The joint distributions of order statistics can be similarly derived and will naturally look a lot more complicated. For example, the joint cumulative distribution function of $X_{i: n}$ and $X_{j: n}(1 \leq i<j \leq n)$ can be shown to be

$$
\begin{align*}
F_{i, j: n}\left(x_{i}, x_{j}\right)= & F_{j: n}\left(x_{j}\right) \quad \text { for } \quad x_{i} \geq x_{j} \\
= & \sum_{s=j}^{n} \sum_{r=i}^{s} \frac{n!}{r!(s-r)!(n-s)!}\left\{F\left(x_{i}\right)\right\}^{r}  \tag{3.1}\\
& \times\left\{F\left(x_{j}\right)-F\left(x_{i}\right)\right\}^{s-r}\left\{1-F\left(x_{j}\right)\right\}^{n-s} \quad \text { for } x_{i}<x_{j} .
\end{align*}
$$

This expression holds for any arbitrary population whether continuous or discrete.

For discrete populations, the joint probability mass function of $X_{i: n}$ and $X_{j: n}$ ( $1 \leq i<j \leq n$ ) may be obtained from (3.1) by differencing as

$$
\begin{align*}
f_{i, j: n}\left(x_{i}, x_{j}\right)= & \operatorname{Pr}\left(X_{i: n}=x_{i}, X_{j: n}=x_{j}\right) \\
= & F_{i, j: n}\left(x_{i}, x_{j}\right)-F_{i, j: n}\left(x_{i}-, x_{j}\right)  \tag{3.2}\\
& -F_{i, j: n}\left(x_{i}, x_{j}-\right)+F_{i, j: n}\left(x_{i}-, x_{j}-\right)
\end{align*}
$$

On the other hand, if the population is absolutely continuous, then the joint probability density function of $X_{i: n}$ and $X_{j: n}(1 \leq i<j \leq n)$ can be obtained from (3.1) by differentiation as

$$
\begin{align*}
f_{i, j: n}\left(x_{i}, x_{j}\right)= & \frac{n!}{(i-1)!(j-i-1)!(n-j)!}\left\{F\left(x_{i}\right)\right\}^{i-1}\left\{F\left(x_{j}\right)-F\left(x_{i}\right)\right\}^{j-i-1} \\
& \times\left\{1-F\left(x_{j}\right)\right\}^{n-j} f\left(x_{i}\right) f\left(x_{j}\right), \quad x_{i}<x_{j} \tag{3.3}
\end{align*}
$$

This expression may also be derived directly by starting with the joint density function of all $n$ order statistics given by

$$
\begin{equation*}
f_{1,2, \ldots, n: n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=n!\prod_{i=1}^{n} f\left(x_{i}\right), \quad x_{1}<x_{2}<\cdots<x_{n} \tag{3.4}
\end{equation*}
$$

and integrating out all the other variables. In fact, from (3.4) we can obtain the joint density function of $X_{i_{1}: n}, X_{i_{2}: n}, \ldots, X_{i_{k}: n}\left(1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n\right)$ by integration as

$$
\begin{align*}
f_{i_{1}, \ldots, i_{k}: n}\left(x_{i_{1}}, \ldots, x_{i_{k}}\right)= & \frac{n!}{\left(i_{1}-1\right)!\left(i_{2}-i_{1}-1\right)!\cdots\left(n-i_{k}\right)!}\left\{F\left(x_{i_{1}}\right)\right\}^{i_{1}-1} \\
& \times\left\{F\left(x_{i_{2}}\right)-F\left(x_{i_{1}}\right)\right\}^{i_{2}-i_{1}-1} \times \cdots \times\left\{1-F\left(x_{i_{k}}\right)\right\}^{n-i_{k}} \\
& \times f\left(x_{i_{1}}\right) f\left(x_{i_{2}}\right) \cdots f\left(x_{i_{k}}\right), \\
& -\infty<x_{i_{1}}<x_{i_{2}}<\cdots<x_{i_{k}}<\infty . \tag{3.5}
\end{align*}
$$

This joint density function, particularly for the cases of $k=3$ and 4, become very useful in developing Edgeworth approximate inference for some distributions; see, for example, the article by Balakrishnan and Gupta (1998) in the companion volume.

This joint distribution will be far more complicated in the discrete case due to the possibility of ties. The joint probability mass function of $X_{i_{1}: n}, X_{i_{2}: n}, \ldots, X_{i_{k}: n}$ ( $1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n$ ) in this case can be shown to be

$$
\begin{align*}
& f_{i_{1}, i_{2}, \ldots, i_{k}: n}\left(x_{i_{1}}, x_{i_{2}}, \ldots, x_{i_{k}}\right) \\
&= \frac{n!}{\left(i_{1}-1\right)!\left(i_{2}-i_{1}-1\right)!\cdots\left(n-i_{k}\right)!} \int_{B} u_{i_{1}}^{i_{1}-1}\left(u_{i_{2}}-u_{i_{1}}\right)^{i_{2}-i_{1}-1} \ldots \\
& \times\left(u_{i_{k}}-u_{i_{k-1}}\right)^{i_{k}-i_{k-1}-1}\left(1-u_{i_{k}}\right)^{n-i_{k}} \mathrm{~d} u_{i_{1}} \cdots \mathrm{~d} u_{i_{k}}, \tag{3.6}
\end{align*}
$$

where $B$ is the $k$-dimensional space given by

$$
\begin{array}{r}
B=\left\{\left(u_{i_{1}}, \ldots, u_{i_{k}}\right): u_{i_{1}} \leq u_{i_{2}} \leq \cdots \leq u_{i_{k}}, F\left(x_{r}-\right) \leq u_{r} \leq F\left(x_{r}\right)\right. \\
\text { for } \left.r=i_{1}, i_{2}, \ldots, i_{k}\right\} .
\end{array}
$$

For more details on discrete order statistics, one may refer to Chapter 3 of Arnold, Balakrishnan and Nagaraja (1992) and the review article by Nagaraja (1992).

## 4. Properties

Order statistics from an arbitrary distribution possess some interesting properties. It is important to mention here that, though there are marked similarities between order statistics from continuous and discrete distributions, some important properties satisfied by order statistics from continuous distributions do not hold for order statistics from discrete distributions.

For example, in the continuous case, it is well-known that order statistics form a Markov chain. On the other hand, order statistics from discrete distributions do not form a Markov chain in general and do so under some conditions. Reference may be made to Nagaraja (1986a,b) and Rüschendorf (1985) in this regard.

For a review of some results concerning various stochastic orderings connected with order statistics, refer to the articles by Arnold and Villasẽnor (1998) and Boland, Shaked and Shanthikumar (1998) in this volume.

Due to the fact that the cumulative distributions of order statistics are tail probabilities of a binomial distribution, and that binomial tail probabilities form a log-concave sequence, the distribution functions of order statistics form a logconcave sequence. This result has been further generalized to the case when the order statistics arise not necessarily from an i.i.d. sample; see Balasubramanian and Balakrishnan (1993a).

## 5. Moments and product moments

Let us denote the single moments of order statistics, $\mathrm{E}\left(X_{i: n}^{k}\right)$, by $\mu_{i: n}^{(k)}, 1 \leq i \leq n$. Clearly, these moments can be determined in the continuous case by

$$
\begin{align*}
\mu_{i: n}^{(k)} & =\int_{-\infty}^{\infty} x^{k} f_{i: n}(x) \mathrm{d} x  \tag{5.1}\\
& =\frac{n!}{(i-1)!(n-i)!} \int_{-\infty}^{\infty} x^{k}\{F(x)\}^{i-1}\{1-F(x)\}^{n-i} f(x) \mathrm{d} x
\end{align*}
$$

and in the discrete case by

$$
\begin{equation*}
\mu_{i: n}^{(k)}=\sum_{x} x^{k} f_{i: n}(x), \quad 1 \leq i \leq n \tag{5.2}
\end{equation*}
$$

Similarly, let us denote the product moments of order statistics, $\mathrm{E}\left(X_{i: n}^{k} X_{j: n}^{\ell}\right)$, by $\mu_{i, j: n}^{(k, \ell)}$ for $1 \leq i<j<n$. Once again, these moments can be determined in the continuous case by

$$
\begin{align*}
\mu_{i, j: n}^{(k, \ell)}= & \iint_{x<y} x^{k} y^{\ell} f_{i, j: n}(x, y) \mathrm{d} x \mathrm{~d} y \\
= & \frac{n!}{(i-1)!(j-i-1)!(n-j)!} \iint_{x<y} x^{k} y^{\ell}\{F(x)\}^{i-1}\{F(y)-F(x)\}^{j-i-1} \\
& \times\{1-F(y)\}^{n-j} f(x) f(y) \mathrm{d} x \mathrm{~d} y \tag{5.3}
\end{align*}
$$

and in the discrete case by

$$
\begin{equation*}
\mu_{i, j: n}^{(k, \ell)}=\sum_{x \leq y} \sum_{x} x^{k} y^{\ell} f_{i, j: n}(x, y), \quad 1 \leq i<j \leq n \tag{5.4}
\end{equation*}
$$

For convenience, let us denote $\mu_{i: n}^{(1)}$ by $\mu_{i: n}$ and $\mu_{i, j: n}^{(1,1)}$ by $\mu_{i, j: n}$.
The variances of order statistics, $\operatorname{Var}\left(X_{i: n}\right)$, are denoted by $\sigma_{i, i: n}(1 \leq i \leq n)$, and can be determined as

$$
\begin{equation*}
\sigma_{i, i: n}=\operatorname{Var}\left(X_{i: n}\right)=\mu_{i: n}^{(2)}-\mu_{i: n}^{2}, \quad 1 \leq i \leq n \tag{5.5}
\end{equation*}
$$

Similarly, the covariances of order statistics, $\operatorname{Cov}\left(X_{i: n}, X_{j: n}\right)$, are denoted by $\sigma_{i, j: n}$ for $1 \leq i<j \leq n$, and can be determined as

$$
\begin{equation*}
\sigma_{i, j: n}=\operatorname{Cov}\left(X_{i: n}, X_{j: n}\right)=\mu_{i, j: n}-\mu_{i: n} \mu_{j: n}, \quad 1 \leq i<j \leq n . \tag{5.6}
\end{equation*}
$$

These moments can all be derived in explicit form in the case of some distributions such as uniform, exponential, Pareto, power function, logistic, extreme value and Weibull. However, they have to be determined by numerical methods in most other cases. Reference may be made to the handbook of tables by Harter and Balakrishnan (1996) for tables of means, variances and covariances of order statistics for numerous distributions. See also the papers by Basu and Singh (1998), Balakrishnan and Chan (1998), Balakrishnan and Aggarwala (1998), and Balakrishnan and Lee (1998) in the companion volume.

By starting with the joint density function of three, four, ... order statistics and performing integration or summation, we can similarly determine third-order, fourth-order, ... moments as well. For example, see the paper by Balakrishnan and Gupta (1998) in the companion volume.

## 6. Recurrence relations and identities

From the basic identity

$$
\begin{equation*}
\left(\sum_{i=1}^{n} X_{i: n}^{k}\right)^{\ell}=\left(\sum_{i=1}^{n} X_{i}^{k}\right)^{\ell} \tag{6.1}
\end{equation*}
$$

several identities for single and product moments of order statistics can be established. For example, by choosing $\ell=1$ and taking expectations on both sides, we get the identity

$$
\begin{equation*}
\sum_{i=1}^{n} \mu_{i: n}^{(k)}=n \mathrm{E}\left(X^{k}\right)=n \mu_{1: 1}^{(k)} \tag{6.2}
\end{equation*}
$$

Similarly, by taking $k=1$ and $\ell=2$ and then using binomial expansion, we obtain

$$
\sum_{i=1}^{n} X_{i: n}^{2}+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} X_{i: n} X_{j: n}=\sum_{i=1}^{n} X_{i}^{2}+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} X_{i} X_{j}
$$

Now taking expectations on both sides, we get

$$
\sum_{i=1}^{n} \mu_{i: n}^{(2)}+2 \sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \mu_{i, j: n}=n \mathrm{E}\left(X^{2}\right)+\frac{2 n(n-1)}{2}\{\mathrm{E}(X)\}^{2}
$$

which, when used with (6.2) and simplified, yields an identity for product moments of order statistics as

$$
\begin{equation*}
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \mu_{i, j: n}=\binom{n}{2}\{\mathrm{E}(X)\}^{2}=\binom{n}{2} \mu_{1: 1}^{2} \tag{6.3}
\end{equation*}
$$

These and several more identities are reviewed in the article by Balakrishnan and Sultan (1998) in this volume.

Another topic in which considerable amount of work has been carried out is in the derivation of recurrence relations. For example, by starting from (2.1), one can establish the triangle rule for single moments of order statistics from any arbitrary distribution given by

$$
\begin{equation*}
r \mu_{r+1: n}^{(k)}+(n-r) \mu_{r: n}^{(k)}=n \mu_{r: n-1}^{(k)} \tag{6.4}
\end{equation*}
$$

A similar recurrence relation for the product moments of order statistics from any arbitrary distribution is given by

$$
\begin{equation*}
(r-1) \mu_{r, s: n}^{(k, \ell)}+(s-r) \mu_{r-1, s: n}^{(k, \ell)}+(n-s+1) \mu_{r-1, s-1: n}^{(k, \ell)}=n \mu_{r-1, s-1: n}^{(k, \ell)} \tag{6.5}
\end{equation*}
$$

These and many other recurrence relations satisfied by the product moments of order statistics from any arbitrary distribution are reviewed in the article by Balakrishnan and Sultan (1998) in this volume. These authors, in addition, also review recurrence relations satisfied by the single and the product moments of order statistics from several specific continuous distributions. The monograph by Arnold and Balakrishnan (1989) also provides an elaborate discussion on this topic.

In this context, it is important to mention here a duality result satisfied by recurrence relations and identities among order statistics established by Balasubramanian and Balakrishnan (1993b) in the most general case when $X_{i}$ 's are jointly arbitrarily distributed.

## 7. Bounds

For any continuous distribution with mean $\mu$ and variance $\sigma^{2}$, Hartley and David (1954) and Gumbel (1954) have shown that the universal bound for the mean of $X_{n: n}$ is given by

$$
\begin{equation*}
\mathrm{E}\left(X_{n: n}\right) \leq \mu+\sigma(n-1) / \sqrt{2 n-1}, \quad n=2,3, \ldots, \tag{7.1}
\end{equation*}
$$

and that this bound is attainable if and only if the population inverse cumulative distribution function is

$$
\begin{equation*}
F^{-1}(u)=\mu+\sigma \frac{\sqrt{2 n-1}}{n-1}\left(n u^{n-1}-1\right), \quad 0<u<1 \tag{7.2}
\end{equation*}
$$

Similarly, for any continuous symmetric distribution with mean $\mu$ and variance $\sigma^{2}$, a tighter universal bound can be obtained for the mean of $X_{n: n}$ and is given by

$$
\begin{equation*}
\mathrm{E}\left(X_{n: n}\right) \leq \mu+\frac{\sigma n}{\sqrt{2(2 n-1)}}\left\{1-\frac{1}{\binom{2 n-2}{n-1}}\right\}^{1 / 2}, \quad n=2,3, \ldots \tag{7.3}
\end{equation*}
$$

This bound is attainable if and only if the population inverse cumulative distribution function is given by

$$
\begin{equation*}
F^{-1}(u)=\mu+\frac{\sigma}{\sqrt{2}}\left\{\frac{2 n-1}{1-\binom{2 n-2}{n-1}^{-1}}\right\}^{1 / 2}\left\{u^{n-1}-(1-u)^{n-1}\right\}, \quad 0<u<1 \tag{7.4}
\end{equation*}
$$

Several extensions and generalizations of these results are available in the literature. There are also numerous other bounds for moments of order statistics as well as for some functions of order statistics. For a review of this topic, one may refer to David (1981) and Arnold and Balakrishnan (1989); see also the review article by Rychlik (1998) in this volume.

## 8. Approximations

Since, as mentioned earlier, the moments of order statistics are hard to compute for many distributions and particularly so for large sample sizes, it becomes highly desirable to develop some approximations for these quantities. One such approximation is due to David and Johnson (1954) and is based on the fact that

$$
\begin{equation*}
X_{i: n} \stackrel{d}{=} F^{-1}\left(U_{i: n}\right) \tag{8.1}
\end{equation*}
$$

where $U_{i: n}$ denotes the $i^{\text {th }}$ order statistic in a sample of size $n$ from the uniform $(0,1)$ distribution. Now, upon expanding $F^{-1}\left(U_{i: n}\right)$ in (8.1) in a Taylor series
around the value $\mathrm{E}\left(U_{i: n}\right)=p_{i}=\frac{i}{n+1}=1-q_{i}$, and making use of the expressions for the central moments of uniform order statistics, we can develop the necessary series approximations for the single and the product moments of order statistics $X_{i: n}$. For example, we get the series approximation for $\mu_{i: n}$ as

$$
\begin{align*}
\mu_{i: n}= & F^{-1}\left(p_{i}\right)+\frac{p_{i} q_{i}}{2(n+2)} F^{-1^{(2)}}\left(p_{i}\right) \\
& +\frac{p_{i} q_{i}}{(n+2)^{2}}\left\{\frac{1}{3}\left(q_{i}-p_{i}\right) F^{-1^{(3)}}\left(p_{i}\right)+\frac{1}{8} p_{i} q_{i} F^{-1^{(4)}}\left(p_{i}\right)\right\} \\
& +\frac{p_{i} q_{i}}{(n+2)^{3}}\left[-\frac{1}{3}\left(q_{i}-p_{i}\right) F^{-1^{(3)}}\left(p_{i}\right)+\frac{1}{4}\left\{\left(q_{i}-p_{i}\right)^{2}-p_{i} q_{i}\right\} F^{-1^{(4)}}\left(p_{i}\right)\right.  \tag{8.2}\\
& \left.+\frac{1}{6} p_{i} q_{i}\left(q_{i}-p_{i}\right) F^{-1^{(5)}}\left(p_{i}\right)+\frac{1}{48} p_{i}^{2} q_{i}^{2} F^{-1^{(6)}}\left(p_{i}\right)\right],
\end{align*}
$$

where $F^{-1^{(1)}}\left(p_{i}\right), F^{-1^{(2)}}\left(p_{i}\right), F^{-1^{(3)}}\left(p_{i}\right), \ldots$ are the successive derivatives of $F^{-1}(u)$ evaluated at $u=p_{i}$.

David and Johnson (1954) have given similar series approximations for the first four cumulants and cross-cumulants of order statistics from an arbitrary continuous distribution $F(\cdot)$. Note that these approximations are all of order $O\left(1 / n^{3}\right)$. Recently, Childs and Balakrishnan (1998a) have given a Maple program which can be used to derive such series approximations up to any specified order by accounting for as many terms as desired in the underlying Taylor series expansion in (8.1).

Some other methods of approximation are also available in the literature. One may refer to David (1981) and Arnold and Balakrishnan (1989) for elaborate reviews of these developments.

## 9. Characterizations

Over the years, several interesting characterizations of distributions have been established based on some properties of order statistics. The earliest result in this connection is the one by Hoeffding (1953) which states that the entire triangular array of means of order statistics, $\left\{\mu_{i: n}: 1 \leq i \leq n, n=1,2, \ldots\right\}$, characterizes the parent distribution. Chan (1967) established the same result with the array of just means of extreme order statistics. Several refinements on this result have been made and a good survey of all these results has been made by Huang (1989). There are numerous other characterization results based on different properties of order statistics and of some statistics based on order statistics such as spacings and records. For an authoritative treatment on all these developments, one may refer to Kagan, Linnik and Rao (1973), Galambos and Kotz (1978), Chapter 6 of Arnold, Balakrishnan and Nagaraja (1992), and Rao and Shanbhag (1993). The review articles by Gather, Kamps and Schweitzer (1998), Kamps (1998) and Rao and Shanbhag (1998) in this volume all provide updated reviews on different characterization problems involving order statistics.

## 10. Asymptotics

Following the early works of Fréchet (1927), Fisher and Tippett (1928) and von Mises (1936), Gnedenko (1943) laid a rigorous foundation for the limiting behavior of extremes by providing specifically necessary and sufficient conditions for the weak convergence of the extremes.

Assume that there exist sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}>0\right\}$ such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F^{n}\left(a_{n}+b_{n} x\right)=G(x) \tag{10.1}
\end{equation*}
$$

at all continuity points of $G(x)$. If such sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ exist, then the distribution $F$ is said to belong to the domain of maximal attraction of the nondegenerate distribution $G$. Under the condition in (10.1), the limiting cumulative distribution function $G$ of the largest order statistic (appropriately normalized) is one of the following three types:

$$
\begin{aligned}
& G_{1}(x)=\mathrm{e}^{-x^{-\alpha}}, \quad 0<x<\infty, \alpha>0 \\
& G_{2}(x)=\mathrm{e}^{-(-x)^{\alpha}}, \quad-\infty<x<0, \alpha>0
\end{aligned}
$$

and

$$
\begin{equation*}
G_{3}(x)=\mathrm{e}^{-\mathrm{e}^{-x}}, \quad-\infty<x<\infty . \tag{10.2}
\end{equation*}
$$

$G_{1}, G_{2}$ and $G_{3}$ are referred to as the Fréchet, Weibull and extreme value distributions, respectively.

Similarly, if there exist sequences $\left\{a_{n}^{*}\right\}$ and $\left\{b_{n}^{*}>0\right\}$ such that $\left(X_{1: n}-a_{n}^{*}\right) / b_{n}^{*}$ converges in distribution to a nondegenerate random variable, then its distribution function is one of the following three types:

$$
\begin{aligned}
& G_{1}^{*}(x)=1-\mathrm{e}^{-(-x)^{-\alpha}}, \quad-\infty<x<0, \alpha>0 \\
& G_{2}^{*}(x)=1-\mathrm{e}^{-x^{\alpha}}, \quad 0<x<\infty, \alpha>0
\end{aligned}
$$

and

$$
\begin{equation*}
G_{3}^{*}(x)=1-\mathrm{e}^{-\mathrm{e}^{x}}, \quad-\infty<x<\infty . \tag{10.3}
\end{equation*}
$$

There are numerous sophisticated results dealing with the asymptotic behavior of order statistics and of some functions of order statistics. For an elaborate treatment on this subject, interested readers may refer to Galambos (1987), Resnick (1987), Leadbetter, Lindgren and Rootzén (1983), Castillo (1988), Reiss (1989), Serfling (1980), and Shorack and Wellner (1986). The articles by Galambos (1998) and Sen (1998) in this volume will provide additional and up-to-date details on this topic.

## 11. Best linear unbiased estimation and prediction

Let $\boldsymbol{X}$ be the vector of order statistics obtained from either a complete sample of size $n$ or from a Type-II censored sample obtained from $n$ units. Then, if the
underlying family of distributions is a scale-parameter family of distributions with density function $\frac{1}{\sigma} f\left(\frac{x}{\sigma}\right)$, the Best Linear Unbiased Estimator (BLUE) of $\sigma$ is given by

$$
\begin{equation*}
\sigma^{*}=\frac{\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1}}{\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}} \boldsymbol{X} \tag{11.1}
\end{equation*}
$$

where $\boldsymbol{\mu}$ denotes the vector of means and $\boldsymbol{\Sigma}$ the matrix of variances and covariances of order statistics from the corresponding standard distribution. Further, the variance of this BLUE is given by

$$
\begin{equation*}
\operatorname{Var}\left(\sigma^{*}\right)=\sigma^{2} /\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right) \tag{11.2}
\end{equation*}
$$

Similarly, if $X$ is the vector of order statistics obtained from a location-scale family of distributions with density function $\frac{1}{\sigma} f\left(\frac{x-\mu}{\sigma}\right)$, then the BLUES of $\mu$ and $\sigma$ are given by [Lloyd (1952)]

$$
\begin{equation*}
\mu^{*}=-\frac{\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1}\left(\mathbf{1} \boldsymbol{\mu}^{T}-\boldsymbol{\mu} \mathbf{1}^{T}\right) \boldsymbol{\Sigma}^{-1}}{\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)-\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)^{2}} \boldsymbol{X} \tag{11.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma^{*}=\frac{\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1}\left(\mathbf{1} \boldsymbol{\mu}^{T}-\boldsymbol{\mu} \mathbf{1}^{T}\right) \boldsymbol{\Sigma}^{-1}}{\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)-\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)^{2}} \boldsymbol{X} \tag{11.4}
\end{equation*}
$$

where $\mathbf{1}$ is a column vector of 1 's of the same dimension as $\boldsymbol{X}$. Furthermore, the variances and covariances of these BLUEs are given by

$$
\begin{align*}
& \operatorname{Var}\left(\mu^{*}\right)=\frac{\sigma^{2}\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)}{\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)-\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)^{2}}  \tag{11.5}\\
& \operatorname{Var}\left(\sigma^{*}\right)=\frac{\boldsymbol{\sigma}^{2}\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)}{\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)-\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)^{2}} \tag{11.6}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{Cov}\left(\mu^{*}, \sigma^{*}\right)=\frac{-\sigma^{2}\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)}{\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \boldsymbol{\mu}\right)\left(\mathbf{1}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)-\left(\boldsymbol{\mu}^{T} \boldsymbol{\Sigma}^{-1} \mathbf{1}\right)^{2}} \tag{11.7}
\end{equation*}
$$

These formulas may be used, along with the explicit expressions for the means, variances and covariances of order statistics from some specific distributions such as the uniform, exponential, power function and Pareto, in order to derive the BLUEs of the parameters of these distributions in an explicit form. In all other cases, the formulas in (11.3)-(11.7) may be used to determine the BLUEs by means of numerical methods. The papers by Balakrishnan and Aggarwala (1998), Balakrishnan and Chan (1998), and Balakrishnan and Lee (1998) in the companion volume all provide examples for this case.

Optimal properties of BLUEs and their large-sample approximations are all discussed in great length by Balakrishnan and Cohen (1991). Some other efficient linear estimation methods based on order statistics are also discussed by these authors. The papers by Sarkar and Wang (1998), Ali and Umbach (1998), Alimoradi and Saleh (1998), and Hosking (1998) in the companion volume all present additional details on this topic. Balakrishnan and Rao $(1997,1998)$ have recently established that the BLUEs are also trace-efficient as well as determinantefficient linear unbiased estimators, and that they have complete covariance matrix dominance in the class of all linear unbiased estimators.

Having observed the first $r$ order statistics, $\left(X_{1: n}, \ldots, X_{r: n}\right)$, from a sample of size $n$, the Best Linear Unbiased Predictor (BLUP) of $X_{s: n}(s>r)$ is given by [Goldberger (1962)]

$$
\begin{equation*}
X_{s: n}^{*}=\mu^{*}+\sigma^{*} \mu_{s: n}+\boldsymbol{\omega}^{T} \boldsymbol{\Sigma}^{-1}\left(\boldsymbol{X}-\mu^{*} \mathbf{1}-\sigma^{*} \boldsymbol{\mu}\right) \tag{11.8}
\end{equation*}
$$

where $\mu^{*}$ and $\sigma^{*}$ are the BLUEs of $\mu$ and $\sigma$ based on the first $r$ order statistics, and $\boldsymbol{\omega}^{T}=\left(\sigma_{1, s: n}, \ldots, \sigma_{r, s: n}\right)$. Once again, this formula may be used along with the explicit expressions for the means, variances and covariances of order statistics from some specific distributions such as the uniform, exponential, power function and Pareto, in order to derive the BLUPs in an explicit form. For example, in the case of the exponential distribution with location parameter $\mu$ and scale parameter $\sigma$, the BLUP of $X_{s: n}$ in (11.8) reduces to

$$
\begin{equation*}
X_{s: n}^{*}=X_{r: n}+\left(\sum_{i=r+1}^{s} \frac{1}{n-i+1}\right) \sigma^{*} \tag{11.9}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma^{*}=\frac{1}{(r-1)} \sum_{i=2}^{r}(n-i+1)\left(X_{i: n}-X_{i-1: n}\right) \tag{11.10}
\end{equation*}
$$

is the BLUE of $\sigma$ based on the first $r$ order statistics. In most other cases, the BLUP may be determined by employing numerical methods in the formula in (11.8).

Recently, Doganaksoy and Balakrishnan (1997) showed an interesting and useful connection between the BLUEs and the BLUPs. For an elaborate review on the prediction of order statistics, one may refer to the article by Kaminsky and Nelson (1998) in the companion volume.

## 12. Inference under censoring

In many life-testing experiments, it is quite common not to observe complete data and only to observe some form of censored data. This may be based on cost and/ or time considerations. Of course, there are many kinds of censoring possible as described briefly below:

Type-I censoring. Suppose $n$ identical units are placed on a life test, and the experimenter decides to observe all the failures up to pre-fixed time $T$ and then stop the experimentation at time $T$ with possibly some units still surviving. Here, the number of failures is a random variable (actually a binomial random variable), and this type of censoring is called Type-I censoring. More precisely, it is called Type-I right censoring as the censoring occurs only on the right side of the sample. However, it is easy to introduce Type-I censoring on both sides of the sample by assuming that the experimenter will observe all units that fail only in the pre-fixed time interval $\left(T_{L}, T_{U}\right)$.

Type-II censoring. Suppose $n$ identical units are placed on a life-test, and the experimenter decides to observe only a pre-fixed number of failures, say $n-s$, and then stop the experiment as soon as the $(n-s)^{\text {th }}$ failure occurs (thus censoring the last $s$ units still surviving). Here, the number of failures is fixed but the termination time is random (actually the $(n-s)^{\text {th }}$ order statistic from a sample of size $n$ ), and this type of censoring is called Type-II censoring. Once again, this is only Type-II right censoring. But, it is easy to introduce Type-II censoring on both sides of the sample by assuming that the experimenter will not observe the first $r$ items to fail and also the last $s$ items still surviving.

Hybrid Censoring. Instead of choosing either Type-I or Type-II censoring, the experimenter may sometimes find it more convenient to combine the two forms of censoring and adopt a censoring method as follows. Pre-fix a time $T$ and also the number of failures as $n-s$. Then, the experimenter may observe only $n-s$ failures if they all occur before time $T$ and then terminate the experiment immediately after the $(n-s)^{\text {th }}$ failure; or observe all failures $(<n-s)$ that occur until time $T$ and terminate the experiment at the pre-fixed time $T$. Thus, the time of termination in this case is $\min \left\{X_{n-s: n}, T\right\}$. This method of censoring is called Hybrid censoring.

Random Censoring. Suppose $n$ subjects are placed on a life-test and with the $i^{\text {th }}$ subject there is a random censoring time $C_{i}$. In this case, the experimenter will observe $X_{i}=\min \left(Y_{i}, C_{i}\right)$, for $i=1, \ldots, n$, where $C_{i}$ is the censoring time and $Y_{i}$ is the failure time. It is common to assume that $Y_{i}$ and $C_{i}$ are independent, but it is not necessary. Hence, each life-time is censored by an independent time and the experimenter will have the information whether the observation is the actual failure time or its censoring time. This type of censoring, which is commonly encountered in clinical trials, is called Random censoring.

Progressive Censoring. Suppose $n$ identical units are placed on a life-test, and the experimenter decides to observe only $m$ failures and censor the remaining $n-m$ units progressively as follows: At the time of the first failure, $R_{1}$ of the $n-1$ surviving units are randomly removed from the life-test; at the time of the next failure, $R_{2}$ of the $n-2-R_{1}$ surviving units are randomly removed from the lifetest, and so on; finally, at the time of the $m^{\text {th }}$ failure, all the remaining
$n-m-R_{1}-\cdots-R_{m-1}$ surviving units are removed from the life-test. This type of censoring is called Progressive censoring. More precisely, this is called Progressive Type-II censoring. But, it is easy to introduce Progressive Type-I censoring by pre-fixing the times of censoring.

No matter what type of censoring is adopted by the experimenter, it is easy to construct the corresponding likelihood function and derive the maximum likelihood estimates of the parameters of the underlying life-time distribution. For example, in the case of Type-II right censoring described above, the likelihood function is given by

$$
L=\frac{n!}{s!}\left\{\prod_{i=1}^{n-s} f\left(x_{i: n}\right)\right\}\left\{1-F\left(x_{n-s: n}\right)\right\}^{s}, \quad x_{1: n}<\cdots<x_{n-s: n}
$$

with the first part corresponding to the $n-s$ failures observed and the second part corresponding to the $s$ censored units. Similarly, in the case of Progressive Type-II censoring described above, the likelihood function is

$$
\begin{aligned}
L= & n\left(n-R_{1}-1\right) \cdots\left(n-R_{1}-\cdots-R_{m-1}-m+1\right) \\
& \times \prod_{i=1}^{m}\left\{f\left(x_{i}\right)\left\{1-F\left(x_{i}\right)\right\}^{R_{i}}\right\}, \quad x_{1}<x_{2}<\cdots<x_{m} .
\end{aligned}
$$

The maximum likelihood estimation of parameters based on all these different types of censored data has been discussed by numerous authors; see, for example, the books by Mann, Schafer and Singpurwalla (1974), Bain (1978), Nelson (1982), Lawless (1982), Cohen and Whitten (1988), Cohen (1991), Bain and Engelhardt (1991), Balakrishnan and Cohen (1991), and Harter and Balakrishnan (1996).

## 13. Results for some specific distributions

Though the distributional properties of order statistics and some statistics based on them are quite complicated and are impossible to derive in an explicit form in the case of most distributions, they do take on a nice and pleasing form in the case of some distributions like exponential and uniform. For example, if the order statistics $X_{1: n}, \ldots, X_{n: n}$ are from the standard exponential distribution, then the normalized spacings defined by

$$
\begin{align*}
& Z_{1}=n X_{1: n}, Z_{2}=(n-1)\left(X_{2: n}-X_{1: n}\right), \ldots  \tag{13.1}\\
& \quad Z_{i}=(n-i+1)\left(X_{i: n}-X_{i-1: n}\right), \ldots, Z_{n}=X_{n: n}-X_{n-1: n}
\end{align*}
$$

are all i.i.d. standard exponential random variables [Sukhatme (1937)]. From (13.1), it readily follows that

$$
\begin{equation*}
X_{i: n} \stackrel{d}{=} \sum_{j=1}^{i} Z_{j} /(n-j+1) \tag{13.2}
\end{equation*}
$$

These results have found very important applications in developing exact inferential methods for the exponential distribution. For these and some other properties connected with order statistics from the exponential distribution, one may refer to the article by Basu and Singh (1998) in the companion volume.

Next, let us consider the order statistics $U_{1: n}, \ldots, U_{n: n}$ from the uniform $(0,1)$ distribution. In this case, it can be shown that the random variables

$$
\begin{equation*}
V_{1}=\frac{U_{1: n}}{U_{2: n}}, V_{2}=\left(\frac{U_{2: n}}{U_{3: n}}\right)^{2}, \ldots, V_{n-1}=\left(\frac{U_{n-1: n}}{U_{n: n}}\right)^{n-1}, V_{n}=U_{n: n}^{n} \tag{13.3}
\end{equation*}
$$

are all i.i.d. uniform( 0,1 ) random variables [Malmquist (1950)]. From (13.3), it readily follows that

$$
\begin{equation*}
U_{i: n}=\prod_{j=i}^{n} V_{j}^{1 / j} \tag{13.4}
\end{equation*}
$$

Once again, these results have found very important applications in developing exact inferential methods for the uniform distribution. This result has also been utilized to develop some efficient simulation algorithms for the machine generation of uniform order statistics; see the article by Tadikamalla and Balakrishnan (1998) in this volume.

If the order statistics $X_{1: n}, \ldots, X_{n: n}$ are from the normal $N\left(\mu, \sigma^{2}\right)$ population, then it can be shown that the statistic

$$
\begin{equation*}
T=\sum_{i=1}^{n} c_{i} X_{i: n} / S \tag{13.5}
\end{equation*}
$$

is independent of both $\bar{X}$ and $S$, where $\bar{X}$ denotes the sample mean, $S^{2}$ denotes the sample variance, and $\sum_{i=1}^{n} c_{i}=0$. This result has found significant applications in the tests for potential outliers in normal samples; for example, see Barnett and Lewis (1993). Another interesting property of order statistics in this case is that the sum of the elements in any row or column of the variance-covariance matrix of all $n$ order statistics is $\sigma^{2}$. In other words, when $\sigma^{2}=1$, the variance-covariance matrix is doubly stochastic. For more details on properties of order statistics from various distributions, one may refer to David (1981) and Arnold, Balakrishnan and Nagaraja (1992).

## 14. Outliers and robust inference

Order statistics enter into the areas of Outliers and Robust Inference in a very natural manner since outliers in statistical data are often expected to be a few extreme order statistics. Hence, test statistics based on extreme order statistics that measure the amount of departure of these observations from the rest of the data are used effectively to test whether those extreme order statistics are indeed outliers or not; see, for example, Barnett and Lewis (1993) for an exhaustive
treatment on this topic. The article by Jensen and Ramirez (1998) in this volume is a good example of this kind as it illustrates the role of Cook's distance in regression problems.

Due to the suspicion (and also premise) that a few extreme order statistics are indeed the outliers, robust estimates and robust inferential methods can be produced by either trimming or downweighing those extreme order statistics. Examples of this kind of estimates include trimmed means, Winsorized means, and $M$-estimates. Their properties and usage in developing various inferential procedures form the area of Robust Inference. A good review of this topic may be found in the books by Andrews et al. (1972), Huber (1981), and Tiku, Tan and Balakrishnan (1986). The article by Childs and Balakrishnan (1998b) in this volume discusses the moments of order statistics arising from a Pareto sample containing multiple outliers and uses them to examine the bias and mean square error of some linear estimators of location and scale parameters under the presence of multiple outliers, and then presents some robust estimators.

## 15. Goodness-of-fit tests

There are many subjective as well as objective statistical methods available in the literature for checking the assumption of a particular distribution for the data at hand, and most of these make use of order statistics either explicitly or implicitly. An excellent source for this area of research is the book by D'Agostino and Stephens (1986).

One of the simplest and most commonly used methods is based on $Q-Q$ plots. All this does is to plot the sample order statistics $X_{i: n}$ against the corresponding expected values (from the standard distribution) $\mu_{i: n}$. A near straight line in the plot will suggest that the model assumed for the data is an appropriate one. While this is a subjective method, one could easily propose an objective method from it by using the correlation coefficient between the two sets of values as a test statistic.

Another well-known example for the use of order statistics in goodness-of-fit tests is Shapiro and Wilk's (1965) test for normality. These authors used the ratio of the best linear unbiased estimator of $\sigma$ (the population standard deviation) and the sample standard deviation $S$ as a test statistic. The empirical distribution function statistic is another classic example illustrating the use of order statistics in goodness-of-fit tests. The papers by Lockhart and Stephens (1998) and Shapiro (1998) in the companion volume will provide additional valuable details in this direction.

## 16. Related statistics

Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with common distribution function $F$. An observation $X_{j}$ is called an upper record if it is at least as large as
the maximum of all preceding observations. Similarly, an observation $X_{j}$ is called a lower record if it is at most as large as the minimum of all preceding observations. These are referred to as classical records in the literature. In the case of absolutely continuous distributions, it is easy to show that for the $n^{\text {th }}$ upper record value $R_{n}$,

$$
\begin{equation*}
\operatorname{Pr}\left(R_{n} \geq r\right)=\{1-F(r)\} \sum_{i=0}^{n}\{-\ln (1-F(r))\}^{k} / k! \tag{16.1}
\end{equation*}
$$

from which the density function of $R_{n}$ can be readily obtained to be

$$
\begin{equation*}
f_{R_{n}}(r)=f(r)\{-\log (1-F(r))\}^{n} / n! \tag{16.2}
\end{equation*}
$$

Similar expressions can be given for the lower record values as well. Glick (1978), Nagaraja (1988), Nevzorov (1987), Arnold and Balakrishnan (1989), Arnold, Balakrishnan and Nagaraja (1992, 1998) and Ahsanullah (1995) all provide excellent reviews of all the developments on the theory and applications of records and related statistics.

Instead of keeping track of the largest $X$ yet seen, one may keep track of the $k^{\text {th }}$ largest $X$ yet seen which then gives rise to the so-called $k^{\text {th }}$ record values [Grudzien and Szynal (1985)]. There are many other record models, extensions and generalizations proposed in the literature. The article by Nevzorov and Balakrishnan (1998) in this volume provides an exhaustive up-to-date review on the subject of Records.

Suppose $\left(X_{1}, Y_{1}\right), \ldots,\left(X_{n}, Y_{n}\right)$ are $n$ i.i.d. bivariate observations from the distribution $F(x, y)$. Further, suppose the pairs are ordered by their $X$ variates and the order statistics of $X$ are denoted as usual by $X_{i: n}, 1 \leq i \leq n$. Then, the $Y$ variate associated with $X_{i: n}$ is called the concomitant of the $i^{\text {th }}$ order statistic and is usually denoted by $Y_{[:: n]}$ [David (1973)]. These concomitant order statistics become useful in some problems involving selection. The probability density function of $Y_{[i: n]}$ can be written as

$$
\begin{equation*}
f_{Y_{|: i n|}}(y)=\int_{-\infty}^{\infty} f(y \mid x) f_{i: n}(x) \mathrm{d} x \tag{16.3}
\end{equation*}
$$

where $f_{i: n}(x)$ is the density function of the $i^{\text {th }}$ order statistic in a sample of size $n$ from the marginal distribution of $X$. Similarly, the joint density function of $Y_{[i: n]}, \ldots, Y_{\left[i_{k}: n\right]}\left(1 \leq i_{1}<\cdots<i_{k} \leq n\right)$ can be written as

$$
\begin{align*}
& f_{Y_{\left[i_{1}, n\right]}, \ldots, Y_{\left[k_{k}, n\right]}}\left(y_{i_{1}}, y_{i_{2}}, \ldots, y_{i_{k}}\right) \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{x_{i_{k}}} \cdots \int_{-\infty}^{x_{i_{2}}} \prod_{r=1}^{k} f\left(y_{i_{r}} \mid x_{i_{r},}\right) f_{i_{1}, \ldots, i_{k}: n}\left(x_{i_{1}}, \ldots, x_{i_{k}}\right) \mathrm{d} x_{i_{1}} \ldots \mathrm{~d} x_{i_{k}} \tag{16.4}
\end{align*}
$$

From this expression, for example, means, variances and covariances of concomitants of order statistics can all be determined.

Many distributional properties of concomitants and asymptotics have been studied. Inferential methods have been developed for the parameters of the underlying bivariate distribution. Some other models of introducing concomitants of order statistics have also been proposed in the literature. The article by David and Nagaraja (1998) in this volume reviews all these developments.

Kamps (1993) has introduced generalized order statistics which includes order statistics as well as record values as special cases.

## 17. Generalizations

Suppose $X_{i}$ 's are independent random variables distributed as $F_{i}, i=1,2, \ldots, n$. Then, the marginal density function of the $i^{\text {th }}$ order statistic $X_{i: n}$ can be written as [Vaughan and Venables (1972)]

$$
f_{i: n}(x)=\frac{1}{(i-1)!(n-i)!}\left|\begin{array}{ccc}
F_{1}(x) & \cdots & F_{n}(x) \\
\cdots & \cdots & \cdots  \tag{17.1}\\
F_{1}(x) & \cdots & F_{n}(x) \\
f_{1}(x) & \cdots & f_{n}(x) \\
1-F_{1}(x) & \cdots & 1-F_{n}(x) \\
\cdots & \cdots & \cdots \\
1-F_{x}(x) & \cdots & 1-F_{n}(x)
\end{array}\right|^{+} i-1 \text { rows }
$$

where ${ }^{+}|A|^{+}$denotes the permanent of the matrix $A$. Similarly, the joint density function of $X_{i: n}$ and $X_{j: n}(1 \leq i<j \leq n)$ can be written as

$$
\begin{aligned}
& f_{i, j: n}(x, y)=\frac{1}{(i-1)!(j-i-1)!(n-j)!}
\end{aligned}
$$

Upon making use of these permanent expressions of order statistics and some known properties of permanents, most of the results available on the moments of order statistics from an i.i.d. sample have been generalized to the case when the order statistics arise from $n$ independent and non-identically distributed variables. For example, such a generalization of the triangle rule in (6.4) is given by [Balakrishnan (1988)]

$$
\begin{equation*}
r \mu_{r+1: n}^{(k)}+(n-r) \mu_{r: n}^{(k)}=\sum_{i=1}^{n} \mu_{r: n-1}^{[i]^{(k)}} \tag{17.3}
\end{equation*}
$$

where $\mu_{r: n-1}^{[i(k)}$ denotes the $k^{\text {th }}$ moment of the $r^{\text {th }}$ order statistic obtained from $n-1$ variables (with $X_{i}$ having been removed from the original set of $n$ variables). It is important to mention here that these results have been further generalized to the case when the order statistics arise from $n$ arbitrarily jointly distributed random variables. In this respect, many properties (such as log-concavity, duality, etc.) of order statistics and recurrence relations for moments have all been generalized to this very general case. For this purpose, different approaches have been used to establish these results, including the method of induction, probabilistic approach, indicator method, operator method, and generating function approach.
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# Order Statistics: A Historical Perspective 

H. Leon Harter and N. Balakrishnan

## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be $n$ independent and identically distributed random variables from a specified or unspecified population which, when arranged in nondecreasing order of magnitude, are denoted by $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$. Then, $X_{1: n}, X_{2: n}, \ldots, X_{n: n}$ are collectively called the order statistics of the sample and $X_{i: n}$ $(i=1,2, \ldots, n)$ is called the $i^{\text {th }}$ order statistic of the sample. In another sense of the expression, order statistics is that branch of the subject of Statistics which deals with the mathematical properties of order statistics and with statistical methods based upon them.

We make a sharp distinction, as does David (1970, 1981), between order statistics and rank order statistics, which is a branch of nonparametric statistics. Though there is considerable overlap between order statistics and nonparametric (or distribution-free) statistics, the former is not (as some authors have claimed) a branch of the latter. This is readily evident from the fact that one of the most frequently encountered applications of order statistics is in the estimation of parameters of specified distributions. Examples include best linear unbiased estimation based on all or some of the order statistics of a complete or censored sample, and maximum likelihood estimation based on a censored sample. Order statistics are also used in estimation of regression coefficients. Most of the alternatives to the method of least squares (unlike that method itself) are based on order statistics, as are methods for the treatment of outliers. Order statistics are useful not only in point estimation but also in point prediction and in determining confidence intervals, tolerance intervals, and prediction intervals.

Other applications discussed include use of the range in statistical quality control; use of the studentized range in multiple comparison tests; use of order statistics in ranking and selection procedures; use of extreme values in hydrology, meteorology, seismology, econometrics, strength of materials, and other applied fields; plotting positions on probability paper; use of ordered characteristic roots in multivariate analysis; and use of the empirical cdf and spacings in goodness-offit tests.

Order statistics were discussed more or less extensively in a number of earlier books, but the first book devoted exclusively to order statistics [other than the book on extreme values by Gumbel (1958)] was a book edited by Sarhan and Greenberg (1962), containing contributions by the editors and several other authors. Other books on the subject were the two volumes by Harter (1970a,b) on order statistics and their use in testing and estimation, and the recent revision of these two volumes by Harter and Balakrishnan $(1996,1997)$.

The first textbook on order statistics was the one by David (1970) [second edition, 1981]. More recently Arnold, Balakrishnan and Nagaraja (1992) published a textbook for advanced undergraduate courses that does not assume an advanced mathematical or statistical background.

Harter (1978b [1983], 1983b, 1991a-d, 1992, 1993) published an eight-volume chronological annotated bibliography of order statistics. The first seven volumes give substantially complete coverage up through 1969. The first two volumes contain subject and author indices and citation lists, but those for Volumes III-VII are combined in Volume VIII with a list of errata and comments by N. Balakrishnan on developments on order statistics from 1970 to date.

In addition to the above mentioned volumes, a good number of other books and monographs have appeared in the literature discussing some specific issues relating to order statistics. We have cited these in the appropriate sections of this review article.

## 2. Distribution theory and properties

Distribution theory of order statistics has received considerable attention since the early 1900s. Numerous papers appeared dealing with general properties of order statistics from continuous as well as discrete populations. Order statistics (and their moments) from several specific continuous populations including the uniform, exponential, normal, logistic, Cauchy, lognormal, Gamma, Weibull, Pareto, extreme value, Laplace, $t$, and Beta have been studied by various authors. Similar work on order statistics from specific discrete populations including the uniform, geometric, binomial, Poisson, negative binomial, and multinomial has been carried out. The dependence structure of order statistics has also been studied in great detail. It has been proved, for example, that order statistics from discrete distributions, unlike in the case of continuous distributions, need not form a Markov chain. In addition, order statistics arising from finite populations under sampling schemes such as simple random sampling and stratified random sampling have also been discussed. Nagaraja (1992) has provided a detailed review of the distribution theory and properties of discrete order statistics. See also Chapters 2 and 5 of David (1981) and Chapters 2-4 of Arnold, Balakrishnan and Nagaraja (1992).

Barlow and Proschan $(1975,1981)$ established some reliability properties of order statistics. For example, they proved that if $F$ is IFR (Increasing Failure Rate) or DFR (Decreasing Failure Rate) or IFRA (Increasing Failure Rate on

Average) or DFRA (Decreasing Failure Rate on Average) or NBU (New Better than Used) or NWU (New Worse than Used), then the distributions of order statistics from $F$ also inherit the same reliability properties. Some extensions of these results have been provided by Takahasi (1988) and Nagaraja (1990).

The article by Balakrishnan and Rao (1998) in this volume reviews various developments that have taken place on the distribution theory and properties of order statistics, while the papers of Arnold and Villaseñor (1998) and Boland, Shaked and Shanthikumar (1998) review results on some stochastic orderings of distributions of order statistics.

## 3. Measures of central tendency and dispersion

Order statistics and functions of order statistics are often used as descriptive statistics for samples and for finite populations. The most common measures of central tendency are the mean and the mode (not based on order statistics), the median and the midrange. The median of $n$ ordered observations is defined as the middle observation when $n$ is odd (i.e. $X_{0.5(n+1): n}$ ), and as the average of the two middle observations when $n$ is even (i.e. $\left(X_{0.5 n: n}+X_{0.5(n+2): n}\right) / 2$ ). The midrange is defined as the average of the two extreme observations. Less commonly used are the quasi-midranges (quasi-medians), which are defined as the midranges of the observations remaining after discarding equal numbers of largest and smallest observations. The midrange was used by the ancient Greeks and Egyptians and by the Arabs during the middle ages. The median seems not to have come into use until early in the modern era. The quasi-midranges have been used, though less frequently, for over a century.

Common measures of dispersion include the standard deviation and the average deviation from the mean (both not based on order statistics), the range, the quasi-ranges, the quartile deviation (semi-interquartile range), and the average absolute deviation from the median. The range is defined as the difference between the largest and smallest observations, and the quasi-ranges as the differences between the largest and smallest observations remaining after discarding equal numbers of largest and smallest observations. The quartile deviation (semiinterquartile range) is defined as half the difference between the first and third quartiles, which are defined by $Q_{1}=X_{0.25(n+1): n}$ and $Q_{3}=X_{0.75(n+1): n}$, where a fractional subscript indicates interpolation between adjacent order statistics. The average absolute deviation from the median is the average of the absolute values of the deviations of the observations from their median. The range has been used since ancient times, and the average absolute deviation from the median and the quartile deviation for well over 200 and 150 years, respectively; the quasi-ranges apparently were first used in this century.

Some of the above described measures of central tendency and dispersion have since become so basic and important a part of descriptive statistics that even introductory texts in Statistics (for example, see Moore and McCabe, 1993) have now incorporated these details.

## 4. Regression coefficients

The problem of determining the coefficients in the equation of the straight line which best fits (in some specific sense) three or more non-collinear points in the $(x, y)$-plane whose coordinates are pairs of associated values of two related variables, $x$ and $y$, dates back at least as far as Galileo Galilei (1632). This problem of linear regression in two variables can be generalized to non-linear regression and/or regression in more than two variables.

Over two hundred years ago, two methods based on order statistics were proposed for determining the best-fitting straight line through three or more points. Boscovich (1757) proposed a method based on two criteria:

- the sums of the positive and negative residuals (in the $y$-direction) shall be numerically equal;
- the sum of their absolute values shall be a minimum.

Boscovich (1760) presented a geometric method and Laplace (1793) an analytic method based on the above two criteria of Boscovich. Laplace (1786) gave a procedure for minimizing the maximum absolute deviation from the fitted line, a criterion suggested earlier by Euler (1749) and Lambert (1765). The method of least squares (not based on order statistics) was proposed independently by Legendre (1805), Adrain (1808) and Gauss (1809). Because of its computational simplicity and because of a mistaken belief in the universality of the normal law of error, on which it is based, it soon superseded the method of least absolute values and the minimax method in general practice. However, a few authors continued to study the two earlier methods. Fourier $(1823,1824)$ formulated both as what would now be called linear programming problems. Later authors, notably Edgeworth (1887), dropped Boscovich's first criterion, which constrains the line to pass through the mean point $(\bar{x}, \bar{y})$, and applied the second criterion without this constraint. The revival of interest in the method of least absolute values and the minimax method has continued in the present century, accelerated in the second half of the century by the development of powerful computers, which made computational simplicity less important. A summary of the history of these two methods of estimation is given in the Encyclopedia articles by Harter (1985a,b). Robustness considerations have also led to the development of many more methods (based on order statistics either explicitly or implicitly). A fuller account of the method of least squares and various alternatives, along with the related problem of the treatment of outliers, is given in a six-part article by Harter (1974-1976).

Of course, the problems of determining the best sample measures of central tendency and dispersion (for use in estimating the unknown population mean and standard deviation) and the best linear or non-linear regression equation are closely related. The solutions of all three problems depend upon the distribution of the errors or residuals (deviations of the observed values from those predicted by the regression equation). If the error distribution is normal, the maximum likelihood estimators are the sample mean and standard deviation (with $n$, not
$n-1$, in the denominator) and the least squares regression coefficients. If the error distribution is double exponential (Laplace), the maximum likelihood estimators are the sample median, $\sqrt{2}$ times the mean absolute deviation from the median, and the least absolute values regression coefficients (see, for example, Johnson, Kotz and Balakrishnan, 1995). If the error distribution is uniform, the maximum likelihood estimators are the sample midrange, the sample semirange/ $\sqrt{3}$, and the minimax regression coefficients.

## 5. Treatment of outliers and robust estimation

Another problem arises when the data may be contaminated by spurious observations (outliers) which come from distributions with different means and/or different standard deviations than the assumed distribution. Many methods have been proposed for testing outliers as well as for rejecting or modifying them (or their weights). Among the earliest criteria for rejection of outliers were those of Peirce (1852) and Chauvenet (1863). Newcomb (1886) proposed reducing the weights of extreme observations suspected of being spurious instead of discarding them entirely. Rider (1933) gave an excellent summary of methods proposed up to that time. Later methods include those of Grubbs (1950) and Dixon (1950), both of which make extensive use of extreme order statistics.

Robust estimation procedures have been developed by Huber (1964, 1972, 1973, 1977, 1981) and others for use when the underlying distribution is unknown or when the presence of spurious observations is suspected. These include trimmed and Winsorized procedures which are based on trimmed and Winsorized estimators, and also some adaptive procedures which make use of the sample data to decide what estimator to uise. These procedures were developed by Tukey and McLaughlin (1963), Dixon and Tukey (1968), Hogg (1967, 1972, 1974), Harter (1974-1976, Part V), and Harter, Moore and Curry (1979), among many others.

Further information about the treatment of outliers and robust estimation is contained in several books including those by Tukey (1970), Andrews et al. (1972), Doornbos (1976), Launer and Wilkinson (1979), Hoaglin, Mosteller and Tukey (1985), Rousseeuw and Leroy (1987), Hawkins (1980), Tiku, Tan and Balakrishnan (1986), Hampel et al. (1986), Barnett and Lewis (1994), and Maddala and Rao (1997). Reference may also be made to a series of journal articles by Harter (1974-1976) and several Encyclopedia articles by Harter (1983a, 1985a,b). In the paper by Geisser (1998) in the companion volume, the Bayesian treatment of the outlier problem has been reviewed.

## 6. Maximum likelihood estimators

Fisher (1922) laid a firm mathematical foundation for the method of maximum likelihood and gave it that name for the first time, though it had previously been used by him [Fisher (1912)] and much earlier by Lambert (1760), Daniel Bernoulli
(1778), and Gauss (1809) [see Sheynin (1966)]. Maximum likelihood estimators (MLEs) are not in general based on order statistics, but they do involve order statistics in two important cases:

- When the domain of the population is limited in one or both directions and the limit(s) must be estimated from the data. For example, given a sample of size $n$ from a uniform distribution over the interval $(a, b)$, the smallest order statistic is the MLE of $a$ and the largest order statistic is the MLE of $b$ (assuming that $a$ and $b$ are unknown, of course);
- When Type II censoring (single or double) occurs. If the sample is Type II censored from below (from above), the smallest (largest) uncensored observation plays a special role.

Among the earliest authors to consider maximum likelihood estimators from censored samples were Cohen $(1950,1957,1959)$ and Halperin (1952). During the 1960's, Harter and Moore (1965, 1966a,b, 1967a,b, 1968a,b, 1969) and Cohen ( $1961,1963,1965,1966$ ) published several papers on the maximum likelihood estimation, from censored samples, of the parameters of various populations. Each of these articles includes the derivation of the likelihood equations, a discussion of the numerical solution of these equations, and the asymptotic variances and covariances of the estimators. These results have been summarized in book form by Harter (1970b) and by Cohen (1991). A revision [Harter and Balakrishnan (1996)] of the first volume is also worth mentioning here. In addition to these volumes, numerous other books have appeared in the life-testing and reliability literature wherein details of the maximum likelihood estimation based on censored samples from different populations may be found; see, for example, Mann, Schafer and Singpurwalla (1974), Bain (1978), Kalbfleisch and Prentice (1980), Nelson (1982), Lawless (1982), Schneider (1986), Cohen and Whitten (1988), Bain and Engelhardt (1991), Balakrishnan and Cohen (1991), and Balakrishnan (1995).

## 7. Best linear unbiased estimators

The basic idea of using linear functions of sample order statistics to estimate population parameters (particularly, the location and scale parameters) goes back at least as far as papers by Daniell (1920) and Karl Pearson (1920). Interest in such procedures and others based on order statistics was heightened by landmark papers by Mosteller (1946) and Wilks (1948). Godwin (1949b) found best (minimum variance) unbiased estimators of the standard deviation of a normal population from complete samples of size $n \leq 10$. Ogawa (1951) and Lloyd (1952) made seminal contributions on the use of the Gauss-Markov theorem on least squares to derive best linear unbiased estimators (BLUEs), and applied the results to estimation of parameters of normal and other populations. Gupta (1952) found BLUEs of the mean and standard deviation of a normal population from censored samples of size $n \leq 10$. He also derived alternative linear estimators
(ALEs), which are unbiased, but not of minimum variance, and compared their efficiency with that of the BLUEs. The property of unbiasedness depends only on the expected values of order statistics, but the property of minimum variance depends on their variances and covariances. At that time, i.e. in 1952, the variances and covariances of normal order statistics were available only for $n \leq 10$ [Godwin (1949a)]; the tables were extended up through $n=20$ by Teichroew (1956), $n=30$ by Yamauti (1972), and $n=50$ by Tietjen, Kahaner and Beckman (1977) [and more accurately by Parrish (1992)]. By making use of the tables for these extended sample sizes, Balakrishnan (1991) prepared tables of BLUEs (for complete as well as Type II censored samples) for sample sizes up to 40 . A book edited by Sarhan and Greenberg (1962) summarized a wide variety of contributions to order statistics, including those of the editors and others on best linear unbiased estimators. One may also refer to the article in the companion volume by Sarkar and Wang (1998), which discusses the positivity of the BLUE of the scale parameter and also makes a comparison of this estimator with nonlinear ones.

Mann $(1965,1967 \mathrm{a}, \mathrm{b}, 1968,1969)$ advocated the use of best linear invariant estimators (minimum mean-square-error estimators which are invariant under transformations of location and scale) instead of best linear unbiased estimators. In cases of highly asymmetric censoring, the best linear invariant estimators, like the maximum likelihood estimators, may be strongly biased, but if so they also have substantially smaller mean square error than the BLUEs, of which they are simple linear functions.

Asymptotically optimum quantiles (spacings) for linear estimation and the corresponding weights (coefficients) have been tabulated by Ogawa (1951, 1962) and other authors for the normal population and by various authors for several other populations. These are especially useful for large samples, or whenever the expected values, variances, and covariances of the order statistics are not available. A summary of work on this subject has been given by Harter (1971) as part of a discussion of optimization problems in estimation of parameters. Also included in this article is a list of Air Force Institute of Technology M.S. Theses on best and nearly best linear unbiased and linear invariant estimation. Chan and Cheng (1988) provided a review on this topic of research. The book by Balakrishnan and Cohen (1991) has a chapter devoted to this topic in which work done on several other populations has been described and supplemented with a list of appropriate references. Ali and Umbach (1998), in their paper in the companion volume, have presented an elaborate review of various developments on this problem.

The book by Harter (1970b) includes tables of expected values of normal, exponential, Weibull and Gamma populations. Added in the revision [Harter and Balakrishnan (1996)] are tables of variances and covariances for those populations and of expected values, variances and covariances for several other populations, and a discussion of their use in best and nearly best linear unbiased and linear invariant estimation. Harter (1988) summarized results on Weibull, logWeibull, and Gamma order statistics and their use in point and interval estimation of parameters and plotting on probability paper.

## 8. Recurrence relations and identities

In the 1960s, several papers were published dealing with recurrence relations and identities satisfied by single and product moments of order statistics; for example, see Sillitto (1964), Govindarajulu (1963a,b), Downton (1966), Srikantan (1962), Krishnaiah and Rizvi (1966), and Shah (1966, 1970). These results were extended, generalized and improved in a number of papers that followed. For example, by generalizing one of the results of Govindarajulu (1963a), Joshi (1971) established that for symmetric continuous distributions one needs to evaluate at most one single moment if $n$ is even and at most one single moment and $(n-1) / 2$ product moments if $n$ is odd, in order to evaluate the means, variances and covariances of order statistics from a sample of size $n$ (given these quantities for all sample sizes less than $n$ ). Similar improvement was made by Joshi and Balakrishnan (1982) who established that for an arbitrary continuous distribution one needs to evaluate at most two single moments and $(n-2) / 2$ product moments if $n$ is even and at most two single moments and $(n-1) / 2$ product moments if $n$ is odd. Balakrishnan (1986) extended this result to order statistics from discrete distributions. Balakrishnan and Malik (1986), by proving that the basic identities for the moments of order statistics will be satisfied automatically if some of the recurrence relations are used in the computation of moments of order statistics, issued a warning that the basic identities should not be used for checking the computations. Two simple identities established by Joshi (1973) also led to the derivation of several general identities for single and product moments of order statistics. Malik, Balakrishnan and Ahmed (1988) and Arnold and Balakrishnan (1989) have reviewed all the recurrence relations and identities for moments of order statistics from an arbitrary distribution.

Furthermore, following on the lines of Shah (1966, 1970), who established recurrence relations for logistic order statistics, several recurrence relations were also derived for single and product moments of order statistics from specific continuous distributions such as the exponential, normal, Gamma, power function, Pareto, half logistic, log-logistic, linear-exponential, generalized logistic, and generalized half logistic, and their truncated forms. For many of these cases, the recurrence relations are also complete in the sense that they could be used systematically in a simple recursive manner in order to compute all single and product moments of order statistics for all sample sizes. These results have all been synthesized in a review article by Balakrishnan, Malik and Ahmed (1988); see also Arnold and Balakrishnan (1989).

The article by Balakrishnan and Sultan (1998) in this volume provides an updated review of various recurrence relations and identities that hold for moments of order statistics from arbitrary as well as specific distributions.

## 9. Bounds and approximations

Universal bounds for moments of order statistics were first derived by Hartley and David (1954), Gumbel (1954b), Moriguti (1951, 1953, 1954), and Ludwig
(1959, 1960). Since then, numerous papers have appeared discussing bounds for moments of order statistics (or functions of them). Arnold (1985) used the Hölder inequality (instead of the Cauchy-Schwarz inequality) to derive $p$-norm bounds. David (1986) [see also David (1988)] derived some bounds for order statistics arising from $X_{i}$ 's, where $X_{i}=Y_{i}+Z_{i}(i=1,2, \ldots, n)$, which are in terms of the order statistics arising from $Y_{i}$ 's and $Z_{i}$ 's. Imputational-type bounds, assuming that the moments are known exactly for a few sample sizes, were derived by Balakrishnan (1990) which provide simple improvements over the Hartley-DavidGumbel bounds.

An orthogonal inversion expansion method was proposed by Sugiura (1962, 1964) to derive bounds and approximations for single and product moments of order statistics, which was extended by Mathai $(1975,1976)$ to the product moments of $k$ order statistics. Joshi and Balakrishnan (1983) and Balakrishnan and Joshi (1985) improved on the results of Sugiura by deriving imputational-type bounds, while Joshi (1969) modified Sugiura's method to make it suitable for cases where the moments of extreme order statistics do not exist (like Cauchy).

Following the pioneering work of van Zwet (1964), inequalities for moments of order statistics in terms of quantiles of the distribution were discussed extensively by many authors including Barlow and Proschan $(1975,1981)$ and Gupta and Panchapakesan (1974). Dependence properties and stochastic comparisons of order statistics remains an active area of research. The paper by Boland, Shaked and Shanthikumar (1998) in this volume reviews this topic.

While most of the developments have focused on the independent case, some papers have appeared dealing with bounds for order statistics in the dependent case. Surprisingly simple and elegant results were derived in this case by Arnold and Groeneveld (1979). Since then, a number of papers have appeared on this problem; David (1988), Arnold (1988), and Arnold and Balakrishnan (1989) have provided useful reviews. More recent reviews of the various developments on this topic have been presented by Rychlik (1998) in this volume.

Series approximations for single and product moments of order statistics, which involve the derivatives of the inverse cumulative distribution function, were presented by David and Johnson (1954) and Clark and Williams (1958). Balakrishnan and Johnson (1998), in addition to reviewing these, have presented (in their article in this volume) improved series approximations for the moments of order statistics in the case of symmetric distributions. An Edgeworth-type expansion for distributions of order statistics has been discussed by Reiss (1983, 1989), who has also demonstrated its application in inference problems. The paper by Balakrishnan and Gupta (1998) in to the companion volume is also in a similar vein, but is restricted to the case of the exponential and truncated exponential distributions and utilizes exact moments and mixed moments of order up to four.

## 10. Distribution-free tolerance procedures

Wilks (1941) presented a method based on truncated sample ranges [quasi-ranges] for determining the sample size required for setting tolerance limits
[ $L_{1}=X_{r: n}, L_{2}=X_{n-r+1: n}$, where $X_{i: n}(i=1,2, \ldots, n)$ is the $i^{\text {th }}$ order statistic in a sample of size $n$ ] on a random variable $X$ having any unknown continuous density function $f(x)$ and having a given degree of stability.

Wilks (1942) defined $100 R_{\alpha} \%$ tolerance limits $L_{1}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ and $L_{2}\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ for probability level $\alpha$ of a sample $S_{1}$ of size $n$ from a population with density function $f(x)$ as two functions of the $X$ 's in $S_{1}$ such that the probability is $\alpha$ that at least $100 R_{\alpha} \%$ of the $X^{\prime}$ s of a further indefinitely large sample $S_{2}$ (i.e. the population) will lie between $L_{1}$ and $L_{2}$. He then noted that the same notion clearly applies if $S_{2}$ is a finite sample of size $N$, rather than an indefinitely large one, in which case we would be interested in the largest integer $N_{\alpha}$ such that the probability is at least $\alpha$ that at least $100 \bar{R}_{\alpha} \%\left(\bar{R}_{\alpha}=N_{\alpha} / N\right)$ of the $X$ 's in $S_{2}$ would lie between $L_{1}$ and $L_{2}$. Assuming only that $f(x)$ is a probability density function (i.e. continuous), he used order statistics of the first sample $S_{1}$, in particular the smallest order statistic $X_{1: n}$ and the largest order statistic $X_{n: n}$, to set tolerance limits satisfying the above conditions. For general values of $n, N$, and $\alpha$ (e.g., 0.99 or 0.95 ), he tabulated $N_{\alpha}$; also the limiting values of $N_{\alpha} / N=\bar{R}_{\alpha}$ as $n$ increases indefinitely. Scheffé and Tukey (1945) validated Wilks's results, which had assumed a continuous probability density function, assuming only a continuous cumulative distribution function, and then modified his results so that they are valid for any distribution function.

Let $X$ be a random variable having a density (or probability function) $f(x ; \theta)$, with $\operatorname{cdf} F(x ; \theta)$ where $\theta$ is a vector of parameters. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample from $f(x ; \boldsymbol{\theta})$, and $X_{i: n}, i=1, \ldots, n$, be the $i^{\text {th }}$ order statistic of the sample. Let $\beta$ and $\gamma$ be two constants such that $0<\beta<1$ and $0<\gamma<1$. If $\underline{L}$ and $\bar{L}$ are determined so that

$$
P\left[P_{X}(\underline{L} \leq X \leq \bar{L}) \geq \beta\right] \geq \gamma
$$

for all $\theta$, then $[\underline{L}, \bar{L}]$ is called a $\beta$-content two-sided tolerance interval at confidence level $\gamma$. A two-sided ( $\gamma, \beta$ ) tolerance interval with limits $\underline{L}$ and $\bar{L}$ based on order statistics can be obtained from

$$
P[F(\bar{L})-F(\underline{L}) \geq \beta]=\gamma
$$

where $\underline{L}=X_{r: n}, \bar{L}=X_{n-s+1: n}$. A lower $(\gamma, \beta)$ tolerance limit is given by $\underline{L}=X_{r: n}$ and an upper $(\gamma, \beta)$ tolerance limit is given by $\bar{L}=X_{n-s+1: n}$. If the cdf is not continuous, the statement of the two-sided tolerance intervals must be modified as indicated by Scheffé and Tukey (1945).

For the two-sided tolerance intervals, one chooses any $r, s>0$ such that $r+s=m$, and then finds the largest $m$ for which

$$
I_{1-\beta}(m, n-m+1) \geq \gamma
$$

where $I_{p}(a, b)$ is the incomplete Beta-function ratio. Somerville (1958) tabulated the $m$ values for selected values of $\beta, \gamma$ and $n$, and also the $\gamma$ values when $r=1, s=1$ for selected values of $\beta$ and $n$. Murphy (1948) gave charts for selected values of $\beta, m$ and $n$. When $r+s=1$, the two-sided interval reduces to a one-
sided interval $\left[-\infty, X_{n: n}\right]$ or $\left[X_{1: n}, \infty\right]$, which requires solving $\beta^{n} \leq 1-\gamma$ for $n$. When $r=s=1$, the interval becomes $\left[X_{1: n}, X_{n: n}\right]$, which requires solving $n \beta^{n-1}-(n-1) \beta^{n} \leq 1-\gamma$. Owen (1962) tabulated the smallest $n$ for selected values of $\beta$ and $\gamma$ when $m=1$ or 2. Belson and Nakano (1963) gave tables and a nomograph for one-sided tolerance intervals, and Nelson (1974) gave a nomograph for two-sided tolerance intervals for the case $m=2$. Govindarajulu (1977) gave methods for solving for any one of the four parameters $m, n, \beta$ and $\gamma$ in terms of the other three.

Wald (1943) extended Wilks' method for setting tolerance limits to the bivariate and multivariate cases. Tukey $(1947,1948)$ discussed statistically equivalent blocks and tolerance regions in the continuous and discontinuous cases, respectively. Murphy (1948) gave further results (mostly graphical) on nonparametric tolerance limits and regions. Both Wilks (1948) and Wolfowitz (1949), in survey papers, presented Wald's results on multivariate tolerance regions, and the former also dealt with Tukey's generalization. Further advances on multivariate tolerance regions were made by Fraser and Wormleighton (1951), Fraser (1951, 1953), Fraser and Guttman (1956), Kemperman (1956), Somerville (1958), Jílek and Líkař (1960), Walsh (1962), and Quesenberry and Gessaman (1968).

Further information on distribution-free tolerance procedures is given in monographs by Guttman (1970) and Guenther (1977) and review papers by Guenther (1972) and Patel (1986). Some of these authors also considered tolerance procedures for specific continuous and discrete distributions and for restricted families of distributions. Jílek (1981) prepared an extensive bibliography on statistical tolerance regions, including distribution-free results.

## 11. Prediction

Considerable work has been done on the construction of prediction intervals and point predictions. Prediction intervals, unlike confidence intervals which provide intervals for parameters of the assumed distribution, provide intervals for some statistics concerning the experiment. Consequently, point predictions and prediction intervals have been used extensively in life-testing problems.

Work has focused primarily on two types of prediction problems. In the first, referred to as the "one-sample problem", one is concerned with predicting the lifetime of a surviving unit having observed a censored sample. In the second, referred to as the "two-sample problem", one is interested in predicting the lifetime of an order statistic (often the smallest or the largest) from a future sample having already observed an independent complete or censored sample. Distributions of the pivotal quantities have been discussed for a variety of parent populations, and tables of percentage points of these pivotal quantities have also been constructed. Some approximate prediction intervals have also been proposed for some distributions. Patel (1989) provided an exhaustive review of various developments in this area of research, while Aitchison and Dunsmore (1975) consolidated the progress until the mid 70s. Hahn and Meeker (1991) have
recently discussed the usefulness of constructing such prediction intervals. Kaminsky and Nelson (1998), in a paper in the companion volume, have reviewed some developments on this topic.

## 12. Statistical quality control and range

Shewhart (1931), the father of statistical quality control, proposed the use of $\bar{X}$ and $\sigma$ charts to determine whether or not a process is in a state of statistical control. These charts have center lines at $\overline{\bar{X}}$ and $\bar{\sigma}$, the means of the means and standard deviations, respectively, of a number of small samples (rational subgroups), and 3sigma control limits at distances above and below the center lines depending upon $\bar{\sigma}$ and the subgroup size. The values of $\bar{X}$ and $\sigma$ for successive subgroups are plotted on these charts, and if any of them fall outside the control limits that is an indication of lack of control and a signal that an assignable cause of variation must be found and eliminated to bring the process into control. Shewhart considered and tentatively rejected the use of the sample range $R$ instead of the sample standard deviation $\sigma$, but Pearson (1935) justified the use of the range for small samples, and tabulated factors for the calculation of control limits, based on the mean range $\bar{R}$, for $\bar{X}$ and $R$ charts. Pearson and Haines (1935) made a study of the use of range instead of standard deviation in quality control charts. They found that the mean subgroup standard deviation is slightly more powerful in detecting the presence of assignable causes than the mean range, but the difference is small for samples (subgroups) of size $n \leq 10$. Because of the greater ease of calculating the range, it soon replaced the standard deviation in most applications of quality control. The paper by Schneider and Barbera (1998) in the companion volume highlights the role of order statistics in quality control problems.

## 13. Multiple comparisons and studentized range

If an investigator wishes to compare the means of two groups of observations, the standard procedure is to perform a Student $t$ test at an appropriate significance level $\alpha$. Suppose, however, he wishes to compare the means of $m(\geq 3)$ groups. If he were to perform $m(m-1) / 2 t$ tests, one for each pair of means, each at significance level $\alpha$, then the probability that a significant difference would be found between the largest and smallest means would be larger than $\alpha$ (much larger for large $m$ ), even if the groups all came from populations with equal means. This dilemma was recognized a century and a half ago by Cournot (1843). Some protection against too many significant differences is provided by first performing an analysis of variance on the $m$ groups and then performing $t$ tests only if an $F$ test shows overall significance of difference among means. This procedure, called the protected LSD (least significant difference) test, has often been used in practice, but it is not clear that it provides sufficient protection. During the past fifty-odd years, a number of other procedures have been proposed, including
several based on the studentized range, notably those of Newman (1939) and Keuls (1952), Tukey (1953), and Duncan (1955).

The differences LSD and WSD between any two out of $m$ means of samples of size $n$ required for significance (at the $\alpha$ level) by the LSD test and Tukey's studentized range test, respectively, are given by

$$
\begin{aligned}
\mathrm{LSD} & =t(\alpha, v) s_{\bar{d}}=q(\alpha, 2, v) s_{\bar{x}} \\
\mathrm{WSD} & =q(\alpha, m, v) s_{\bar{x}}
\end{aligned}
$$

where $v$ is the number of degrees of freedom for the error mean square, $s^{2} ; t(\alpha, v)$ is the 2 -tailed $\alpha$ point (upper $\alpha / 2$ point) of Student's $t$ with $v$ degrees of freedom; $q(\alpha, r, v)$ is the upper $\alpha$ point of the studentized range of $r$ observations with $v$ degrees of freedom for $s^{2} ; s_{\bar{x}}$ is the standard error of the mean, $s_{\bar{x}}=\sqrt{s^{2} / n}$; and $s_{\bar{d}}$ is the standard error of the difference between means, $s_{\bar{d}}=\sqrt{2 s^{2} / n}=\sqrt{2} s_{\bar{x}}$.

The critical ranges ISD and SSD for $p$ out of $m$ ordered means of samples of size $n$ required for significance (at the $\alpha$ level) by the Newman-Keuls test and Duncan's multiple range test, respectively, are given by

$$
\begin{aligned}
\mathrm{ISD} & =q(\alpha, p, v) s_{s_{\bar{x}}} \\
\mathrm{SSD} & =Q(p, \alpha, v) s_{\bar{x}}
\end{aligned}
$$

where $Q(p, \alpha, v)$ is the studentized range of $p$ observations with $v$ degrees of freedom for $s$ and protection level $\gamma_{p, \alpha}=\left(\gamma_{2, \alpha}\right)^{p-1}=(1-\alpha)^{p-1}$, and where the other symbols are defined as above. In performing these tests, one first tests the range of all $m$ means, then the ranges of ( $m-1$ ) ordered means, etc., stopping when significance is no longer found, since, by definition, if a set of means do not differ significantly, then no subset of that set differs significantly.

Harter (1957) made a study of error rates and sample sizes for the above multiple comparison tests and others, assuming an underlying normal distribution. Harter, Clemm and Guthrie (1959) published a technical report containing tables of the probability integral and percentage points of the studentized range and critical values for Duncan's multiple range test. The tables of critical values for Duncan's test and excerpts from the table of percentage points of the studentized range were published in journal articles [Harter (1960a,b)]. All of the above results (with revised tables for error rates and sample sizes) were reproduced in book form [Harter (1970a) and Harter and Balakrishnan (1997)], along with theory and tables for the range of samples from a normal population, including (1) percentage points of the ratio of two ranges and related tables and (2) probability integral, percentage points, and moments of the range. See also the revision by Harter and Balakrishnan (1997).

A fuller account of the early history of multiple comparison tests was published by Harter (1980). Volume VIII of the collected works of John W. Tukey (1994) is devoted to his work on multiple comparisons during the period 19481983, including his previously unpublished (but well-known and influential) 1953 memorandum on the problem of multiple comparisons. Also included are a biography and a bibliography of John W. Tukey, and extensive references to the work of other authors. Tukey argues cogently for the use of confidence proce-
dures rather than significance procedures in almost all cases. However, multiple range procedures, which the authors prefer, are not adapted to the construction of confidence intervals.

## 14. Ranking and selection procedures

As an alternative to significance testing, multiple decision procedures called ranking and selection procedures were developed in the 1950 's. Given $k$ populations, the problem is to select the best one (usually defined as the one with the largest mean or the one with the smallest variance) or a subset containing the best one. Two different approaches have been proposed.

Under the indifference-zone approach, the object is to select the population with the largest mean (smallest variance) when the difference (ratio) of the two largest populations means (smallest population variances) lies outside the indifference zone comprising values near $0(1)$. The procedure is to draw a random sample of size $n$ from each population and select the population corresponding to the sample with the largest mean (smallest variance), with ties broken by randomization. The selection is considered to be correct if the mean (variance) of the selected population lies within the indifference zone. The problem is to determine the common sample size $n$ such that the probability of a correct selection is at least $P^{*}$ whenever $\mu_{[k]}-\mu_{[k-1]} \geq \delta^{*}$ for specified $\delta^{*}>0,\left[\sigma_{[2]}^{2} / \sigma_{[1]}^{2} \geq r^{*}\right.$ for specified $\left.r^{*}>1\right]$, where the bracketed subscripts indicate ordering from smallest to largest. It is assumed that $P^{*}>1 / k$, the value corresponding to random selection. Bechhofer (1954) [Bechhofer, Dunnett and Sobel (1954)] developed a singlesample [two-sample] multiple decision procedure for ranking means of normal populations with known variances [unknown common variance]. Bechhofer and Sobel (1954) developed a single-sample multiple decision procedure for ranking variances of normal populations. Desu and Raghavarao (1990) summarized work on the indifference-zone approach to selecting the best normal, Bernoulli and exponential populations.

Under the subset-selection approach, the object is to select a subset containing the best population, usually defined as the one having the largest mean (or the smallest variance). Seal (1955) and Gupta (1956) developed decision procedures for selection, from a set of $(n+1)$ normal populations, of a subset containing the one with the largest mean. Gupta and Sobel (1962) developed a procedure for choosing a subset containing the population with the smallest variance.

Gupta and Panchapakesan (1988) summarized work on both the indifferencezone formulation of Bechhofer (1954) and the subset-selection approach of Gupta (1956), with emphasis on procedures that are relevant to reliability models. Gupta and Sobel (1960) and Gupta (1963) developed procedures for binomial and Gamma populations, respectively. Gupta (1965) summarized results up to that date on ranking and selection procedures, using mainly the subset-selection approach. The selection procedures select a non-empty, small, best subset such that the probability is at least equal to a specific value $P^{*}$ that the best population is
included in the selected subset. Selection of a subset to contain all populations better than a standard is also discussed. A thorough account of various developments on ranking and selection problems may be seen in the volumes by Gupta and Panchapakesan (1979) and Gibbons, Olkin and Sobel (1977).

## 15. Extreme values

While the theory of extreme values has been worked out systematically only within the past 75 years, a few probabilists, engineers, and statisticians dealt with specific extreme-value problems much earlier. Nicolas Bernoulli (1709) found the life expectancy of the last to die of $n$ men, who will all die within a year and who are equally likely to die at any instant during that time, to be $n /(n+1)$, the expected value of the largest observation in a sample of size $n$ from a uniform distribution on the interval $(0,1)$. Chaplin $(1880,1882)$ considered the relation between the tensile strengths of long and short bars. He showed that if the probability is $p$ that the tensile strength of a bar of given length and cross section exceeds a specified value, then the probability is $p^{n}$ that the strength of the weakest of $n$ such bars (or of a single bar of the same cross section but $n$ times as long) exceeds the specified value. Galton (1902) and Pearson (1902) considered what ratio, in a competition, the first of two prizes should bear to the second one, assuming that the values of the prizes should be proportional to the respective excesses of merit of the two prize-winners over the third competitor, who receives no prize.

Gumbel (1954a) dated the modern history of extreme-value theory from a fundamental paper by von Bortkiewicz (1922) on the distribution of the range and on the mean range in samples from a normal distribution. Dodd (1923) was the first to study the largest value for other than normal distributions. Tippett (1925) tabulated the probability integral of the largest value in a sample of size $n=1(1) 1000$ from a normal population, and the mean range for $n=2(1) 1000$.

Fréchet (1927) introduced the concept of a class of initial distributions, and was the first to obtain an asymptotic distribution of the largest values. He introduced the stability postulate, which states that the distribution of the largest value should be equal to the initial distribution, except for a linear transformation. Fisher and Tippett (1928) used the stability postulate and found, in addition to Fréchet's asymptotic distribution of largest values, two others valid for other initial types, along with analogous results for smallest values. R. von Mises (1936) classified the initial distributions of the largest value, and gave sufficient conditions under which the three asymptotic distributions are valid. Gnedenko (1943) gave necessary and sufficient conditions, and pointed out that the results for largest values can easily be extended to smallest values.

Gumbel (1954a) gave a concise summary of extreme-value theory and its applications, including outlying observations, Galton's problem, floods and droughts, meteorological phenomena, gust loads, breaking strength of materials, quality control, duration of human life, extinction times for bacteria, radioactive
decay, and the stock market. A fuller account was given in his book [Gumbel (1958)]. More recent advances have been presented in a book by Galambos (1978) [1987].

Extreme-value distributions, especially the Weibull distribution, which is the third asymptotic distribution of smallest values, are often used as models for device life. The Weibull distribution also plays an important role in studies of the size effect on material strength, based on the weakest-link theory proposed by Chaplin (1880, 1882). In fact, the Weibull distribution was developed in this context [Weibull (1939a,b)]. Harter (1977) published a study of statistical problems in the size effect on material strength. Harter (1978a) compiled a bibliography of over 600 publications on extreme-value theory, of which over 200 deal with applications to the size effect on material strength. In addition to this review article, the tract of de Haan (1970), the two editions of the book by Galambos (1978, 1987), and the volumes by Leadbetter, Lindgren and Rootzen (1983), Tiago de Oliveira (1984) and Resnick (1987) have provided an exhaustive coverage of this topic. Engineering applications of extreme-value theory have been highlighted, on the same lines as Gumbel (1958), by Castillo (1988). Considerable work on the asymptotic theory of central and intermediate order statistics, following the works of Daniell (1920), Chibisov (1964) and Stigler (1973a,b), has been synthesized in the books by Serfling (1980), Shorack and Wellner (1986) and Reiss (1989). Review papers by Galambos (1998) and Sen (1998) in this volume will provide an elaborate treatment of these topics.

Hydrologists, with their concern about such things as the return period of floods, have been among the chief users of extreme-value theory, and have been active in the development of various probability papers and in discussion of the proper plotting positions. While there is no consensus on the subject, Gumbel and many others contend that, at least for purposes of estimating return periods, the plotting position $i /(n+1)$ should be used for the $i^{\text {th }}$ order statistic of a sample of size $n$. This gives a return period of $(n+1)$ years for the largest of $n$ annual floods (or the smallest of $n$ annual droughts). This contrasts with a return period of $2 n$ years corresponding to the plotting position $(i-1 / 2) / n$ used by earlier authors. Further discussion of plotting positions is given in the next section.

## 16. Plotting positions on probability paper

Probability paper was used as early as 1896 , and was mentioned in the literature more than 50 times before 1950 , mainly by hydrologists, many of whom used the plotting position $(i-0.5) / n$ proposed by Hazen (1914). Gumbel (1942) considered the modal position $(i-1) /(n-1)$ and the mean position $i /(n+1)$ [the latter proposed by Weibull (1939a,b)], and chose the latter. Lebedev (1952) and others proposed the use of $(i-0.3) /(n+0.4)$, which is approximately the median position advocated by Johnson (1951). Blom (1958) suggested $(i-\alpha) /(n+1-2 \alpha)$, where $\alpha$ is a constant (usually $0 \leq \alpha \leq 1$ ), which includes all of the above plotting positions as special cases. Moreover, by proper choices of $\alpha$, one can approximate
$F\left[E\left(x_{i}\right)\right]$, the position proposed by Kimball (1946), for any distribution of interest. Gumbel (1954a) stated some postulates which plotting positions should satisfy. Chernoff and Lieberman (1954) discussed the optimum choice of plotting positions in various situations. They showed that if the plotting position $i /(n+1)$ is used to plot sample data from a normal population with unknown standard deviation, the slope of the best-fitting (least squares) regression line seriously overestimates $\sigma$. The best plotting position for estimating $\sigma$ appears to be $F\left[E\left(x_{i}\right)\right]$, which is not equal to $E\left[F\left(x_{i}\right)\right]=i /(n+1)$ for the normal distribution, or for any other distribution except the uniform. It is clear that the optimum plotting position depends upon the purpose of the investigation and may also depend upon the underlying distribution [see Harter (1984) and Harter and Wiegand (1985)]. Barnett (1975) has also discussed the critical choice of plotting positions. Fowlkes (1987) has presented an exhaustive folio of several important distributions through their theoretical quantile-quantile plots.

## 17. Simulation methods

As the role of order statistics became increasingly important in many different problems including the treatment of outliers and robustness issues, methods of simulation of order statistics also became of great interest. Schucany (1972), using the beta distribution property of uniform order statistics, suggested the "descending method" starting from the largest order statistic. Lurie and Hartley (1972) similarly presented the "ascending method" starting from the smallest order statistic, which was observed by Reeder (1972) and Lurie and Mason (1973) to be slightly slower in general than the descending method. By combining the two methods, Ramberg and Tadikamalla (1978) and Horn and Schlipf (1986) presented algorithms for the simulation of central order statistics. While Schmeiser (1978) provided a general survey of simulation of order statistics, Gerontidis and Smith (1982) discussed the "inversion method" and the "grouping method" for generating order statistics. The books by Kennedy and Gentle (1980) and Devroye (1986) present a good discussion on this topic. A simple and efficient algorithm for generating a progressively Type II censored sample has recently been given by Balakrishnan and Sandhu (1995). The article by Tadikamalla and Balakrishnan (1998) in this volume provides a review of various developments on this topic of research.

## 18. Ordered characteristic roots

Hotelling (1933), one of the pioneers in the field of multivariate analysis, was among the first to use methods based on order statistics in that field. He introduced the method of principal components, which are ordered roots of determinantal equations, in multiple factor analysis. Related work was performed by Thomson (1934), Girshick (1936), Hotelling (1936a), Aitken (1937), Bartlett
(1938), Lawley (1940) and Tintner (1945). Hotelling (1936b) studied relations between two sets of variates, and obtained distributions of canonical correlations, which are also roots of determinantal equations, and of functions of canonical correlations, arranged in order of magnitude. Other early contributors to the theory of canonical analysis were Girshick (1939), Bartlett (1947a,b, 1948), and Tintner (1946). Fisher (1938), in a fundamental paper on linear discriminant analysis, dealt with $s-1$ orthogonal comparisons of $s$ components, arranged in order of magnitude of their contributions. No fewer than four authors [Fisher (1939), Girshick (1939), Hsu (1939) and Roy (1939)] independently published fundamental results on the distribution of the ordered roots of determinantal equations, and during the next ten years further results were obtained by Roy (1940a,b, 1942a,b, 1945, 1946a,b), Hsu (1941), Wilks (1943), Anderson (1945, 1946, 1948), Bartlett (1947a,b), Geary (1948), Nanda (1948a,b), and Rao (1948). Tintner (1946) summarized some applications of four methods of multivariate analysis (discriminant analysis, principal components, canonical correlation, and weighted regression) to economic data. Tintner (1950) established formal relations among the four methods, all of which depend on ordered roots of determinantal equations.

During the decade 1950-1959, numerous authors contributed to distribution theory and/or computational methods for ordered roots and their applications to multivariate analysis. Test criteria for (i) multivariate analysis of variance, (ii) comparison of variance-covariance matrices, and (iii) multiple independence of variates when the parent population is multivariate normal were usually derived from the likelihood ratio principle until S. N. Roy (1953) formulated the unionintersection principle, on which Roy and Bose (1953) based their simultaneous test and confidence procedure. Roy and Bargmann (1958) used an alternative procedure, called the step-down procedure, in deriving a test for problem (iii), and J. Roy (1958) applied the step-down procedure to problems (i) and (ii). During the decade 1960-1969, further contributions were made to the use of ordered roots in multivariate analysis. Krishnaiah (1964) proposed an alternative test called the finite intersection test and investigated distribution problems associated with it. He showed that the confidence intervals associated with the finite intersection test are shorter than those associated with the step-down procedure. Further results on simultaneous test procedures were given by Srivastava (1966, 1969) and Krishnaiah (1969b).

Ordered roots were used in studies of serial correlation and regression analysis by Durbin and Watson (1950, 1951), Hannan (1955), Watson (1955), Watson and Hannan (1956), Theil and Nagar (1961), Henshaw (1966a,b) and Watson (1967). Zonal polynomials, which are homogeneous symmetric polynomials of the ordered characteristic roots of a symmetric matrix, were studied extensively by Constantine and James (1958), James (1960, 1961a, b), Constantine (1963), James (1964, 1966), and Constantine (1966), who applied them to a study of canonical correlations and other multivariate problems. Wigner (1959), Mehta (1960), and Dyson (1962a-c), among others, applied the theory of ordered roots to the study of the spacing of energy levels in nuclear spectra.

Further information on the theory and applications of ordered roots is given in books by Kendall (1957), Roy (1957), Anderson (1958), Pillai (1960), Lawley and Maxwell (1963), Rao (1965), Kendall and Stuart (1966), Morrison (1967), and Krishnaiah (1966, 1969a), and in review papers by Harter $(1979,1986)$.

## 19. Goodness-of-fit tests

Numerous methods have been proposed for testing the goodness of fit of a theoretical distribution to observed data. For many years the standard procedure was the chi-square test (not based on order statistics) introduced by Pearson (1900). This test involves grouping the observed data into classes with theoretical (expected) frequencies not too small ( $\geq 5$, say) and comparing the observed frequencies with the theoretical ones. The test statistic is $\hat{\chi}^{2}=\sum_{i=1}^{k}\left(O_{i}-E_{i}\right)^{2} / E_{i}$, where $k$ is the number of classes and $O_{i}$ and $E_{i}$ are the observed and expected frequencies, respectively, of the $i^{\text {th }}$ class. The null hypothesis $H_{0}$ that the observed data came from the completely or partially specified theoretical distribution is rejected if $\hat{\chi}^{2}>\chi_{\alpha, k-p-1}^{2}$, where $\alpha$ is the significance level and $p$ is the number of parameters estimated in the specification of $F_{0}(x)$ in the null hypothesis $H_{0}: F(x)=F_{0}(x)$.

Starting about 1930, several tests based on the empirical cdf were proposed. These include the Kolmogorov-Smirnov test [Kolmogorov (1933), Smirnov (1939)], the Cramér-von Mises test [Cramér (1928), von Mises (1931)], the An-derson-Darling test [Anderson and Darling (1952)], the Kuiper test [Kuiper (1960)], and the Watson test [Watson (1961)]. These tests tend to have somewhat greater power than the chi-square test, but they have a serious drawback when the population is not completely specified and one or more parameters must be estimated from the sample data. Whereas this situation can be handled very simply for the chi-square test by subtracting a degree of freedom for each parameter estimated from the data, it is much more troublesome in the case of tests based on the empirical cdf. While the critical values of such tests are distribution-free when the theoretical population is completely specified, this is no longer true when one or more parameters must be estimated from the data. In that case, it is necessary to compute separate tables of critical values for each population type, and modifications may be required to maximize the power of the tests. Lilliefors (1967) used Monte Carlo simulation to derive a modified test for normality using the Kolmorgorov-Smirnov (KS) test statistic and tabulated critical values. Lilliefors (1969) derived an analogous test for exponentiality. Green and Hegazy (1976) derived tables for modified tests for normal and other distributions using Cramér-von Mises (CvM) and Anderson-Darling (AD) statistics. Woodruff and Moore (1988) summarized work up to that time on modified tests based on the empirical cdf.

The Kolmogorov-Smirnov two-sided test statistic $D_{n}$ is defined by

$$
D_{n}=\max \left(D_{n}^{+}, D_{n}^{-}\right)
$$

where the one-sided test statistics $D_{n}^{+}$and $D_{n}^{-}$are given by

$$
\begin{aligned}
& D_{n}^{+}=l . u \cdot b_{\cdot 1 \leq i \leq n}\left[i / n-F_{i}\right] \\
& D_{n}^{-}=l \cdot u \cdot b_{1 \leq i \leq n}\left[F_{i}-(i-1) / n\right]
\end{aligned}
$$

where $F_{i}$ is the theoretical (population) cdf $F\left(x_{i}\right)$ corresponding to the $i^{\text {th }}$ order statistic of a sample of size $n: x_{1: n} \leq x_{2: n} \leq \cdots \leq x_{n: n}$. The sample cdf is defined as a step function. If the sample cdf at $x_{i: n}$ is redefined as $(i-0.5) / n$, the value midway through the jump from $(i-1) / n$ to $i / n$ that takes place there, the analogous KS test statistics are

$$
\begin{aligned}
& d_{n}^{+}=l . u . b_{1 \leq i \leq n}\left[(i-.5) / n-F_{i}\right]=D_{n}^{+}-.5 / n, \\
& d_{n}^{-}=l . u . b_{1 \leq i \leq n}\left[F_{i}-(i-.5) / n\right]=D_{n}^{-}-.5 / n,
\end{aligned}
$$

and

$$
d_{n}=l . u \cdot b_{\cdot 1 \leq i \leq n}\left|(i-.5) / n-F_{i}\right|=D_{n}-.5 / n
$$

Pyke (1959) and Brunk (1962) proposed defining the sample cdf at the $i^{\text {th }}$ order statistic of a sample of size $n$ as $i /(n+1)$, which is the unbiased estimate of the population cdf. If that is done, the test statistics analogous to the $D$ 's and $d$ 's are

$$
\begin{aligned}
& C_{n}^{+}=c_{n}^{+}=l \cdot u \cdot b_{\cdot 1 \leq i \leq n}\left[i /(n+1)-F_{i}\right] \\
& C_{n}^{-}=c_{n}^{-}=l \cdot u \cdot b_{1 \leq i \leq n}\left[F_{i}-i /(n+1)\right]
\end{aligned}
$$

and

$$
C_{n}=c_{n}=\max \left(C_{n}^{+}, C_{n}^{-}\right)=\text {l.u.b. } 1 \leq i \leq n\left|i /(n+1)-F_{i}\right| .
$$

Other possible definitions include $(i-\delta) /(n+1-2 \delta), 0 \leq \delta \leq 0.5$, as suggested by Blom (1958). Miller (1956) tabulated critical values for the $D$ 's (corresponding to $\delta=0.5$ ) and Durbin (1969) tabulated critical values for the $C$ 's (corresponding to $\delta=0$ ). Harter, Khamis and Lamb (1984) tabulated more critical values of the $C$ 's and made a Monte Carlo study of the power of the tests based on the $C$ 's and $D$ 's for several hypothetical distributions. In a number of cases they found that tests based on the $C$ 's are more powerful than those based on the $D$ 's, especially when the standard deviation is greater under the alternative than under the null hypothesis. Khamis $(1992,1993)$ has summarized results on $\delta$-corrected KS tests, including results for the case when one or more parameters are estimated. Little work has been done on the $\delta$-correction for tests other than the KS test, but there is reason to believe that similar results hold for the Kuiper test (for which the twosided test statistic is the sum, rather than the maximum, of the two one-sided test statistics) and perhaps others.

Other methods of testing goodness-of-fit include graphical techniques based on plotting on probability paper [see Wilk and Gnanadesikan (1968)], tests related to outlier tests [see Tiku (1975) and Barnett and Lewis (1978)], and tests based on spacings (differences between successive order statistics) [see Pyke (1965)]. Shapiro and Wilk (1965) introduced an analysis of variance test for normality for
complete samples, and made remarks on extensions to incomplete samples and other distributional assumptions. Jackson (1967) proposed a comparable test for exponentiality. Shapiro, Wilk and Chen (1968) made a comparative study of various tests for normality. Mardia (1980) summarized results on tests of univariate and multivariate normality.

Comprehensive studies of goodness-of-fit tests are given in a volume by Shapiro (1980) and in a book edited by D'Agostino and Stephens (1986). The articles by Shapiro (1998) and Lockhart and Stephens (1998) in the companion volume provide more details on this area of research.

## 20. Characterizations

Following the fundamental papers of Hoeffding (1953), Fisz (1958), Rossberg (1960, 1972), Govindarajulu (1966), Ferguson (1967) and Desu (1971), numerous papers appeared discussing characterizations of several discrete and continuous distributions by making use of different properties of order statistics. Some of these characterizations are based on simple distributional properties which, therefore, become quite useful in the development of goodness-of-fit tests; see, for example, Csörgő, Seshadri and Yalovsky (1975). Kagan, Linnik and Rao (1973), Patil, Kotz and Ord (1975), Mathai and Pederzoli (1977), Galambos and Kotz (1978), Kakosyan, Klebanov and Melamed (1984), Ramachandran and Lau (1991), and Rao and Shanbhag (1994) all provide very elaborate and excellent discussions on various characterization results in addition to motivations and applications of these characterization results. While Galambos and Kotz (1978) deal with numerous characterization results based on properties of order statistics from exponential and some related distributions, the books by Kagan, Linnik and Rao (1973) and Mathai and Pederzoli (1977) mainly deal with characterizations of normal and stable distributions. The recent volume by Rao and Shanbhag (1994) illustrates nicely the role of Choquet-Deny type functional equations in characterization problems and has one of its chapters devoted to characterizations via properties of order statistics and record values.

Papers by Rao and Shanbhag (1998), Kamps (1998), Gather, Kamps and Schweitzer (1998) and Nevzorov and Balakrishnan (1998), in this volume, will all provide further details on this topic of research.

## 21. Moving order statistics and applications

Following the basic work of David (1955) on moving minima and moving maxima, distributions of moving order statistics were further discussed by Siddiqui (1970), Inagaki (1980), and David and Rogers (1983). Usage of the moving medians as current estimates of the location and as "robust" alternatives to the moving averages was discussed by Tukey (1970) in his classical book on Empirical Data Analysis. These median filters have been discussed further by Kuhlmann and

Wise (1981), Gallagher and Wise (1981), and Arce, Gallagher and Nodes (1986). Filters based on general moving order statistics and also on linear functions of them have been proposed and discussed by Bovik and Restrepo (1987), Palmieri and Boncelet (1988), and David (1992a).

Papers by Arce, Kim and Barner (1998), Barner and Arce (1998), Acton and Bovik (1998), Viswanathan (1998), in the companion volume, will all provide further details on developments in this area of research.

## 22. Order statistics under non-standard conditions

Some known results for order statistics in the i.i.d. case were extended, by Young (1967) and David and Joshi (1968), to the case when order statistics arise from exchangeable variables. In this case, Bhattacharyya (1970) and Dykstra, Hewett and Thompson (1973) also derived some inequalities for distributions of order statistics, while Maurer and Margolin (1976) presented an expression for the joint distribution of order statistics.

The case when order statistics arise from independent and non-identically distributed variables has been studied at great length. Sen (1970) established inequalities between the distributions of order statistics arising from $F_{i}, i=1, \ldots, n$, and those arising from $\bar{F}=\frac{1}{n} \sum_{i=1}^{n} F_{i}$. Pledger and Proschan (1971) and Proschan and Sethuraman (1976) have provided extensions as well as some applications to reliability problems. Distributions of order statistics in this case were expressed by Vaughan and Venables (1972) in terms of permanents. These expressions were in turn used, along with some known properties of permanents, by Balakrishnan (1988, 1989), Bapat and Beg (1989), and Balakrishnan, Bendre and Malik (1992) to establish some relations for the moments of order statistics. David (1993) presented a simple probabilistic proof for some of these results. The permanent expression was also used by Bapat and Beg (1989) to prove the log-concavity of distributions of order statistics, a result for which simpler proofs as well as some extensions were given subsequently by Sathe and Bendre (1991) and Balasubramanian and Balakrishnan (1993a). Balakrishnan (1994) also discussed, in great detail, the order statistics arising from independent and non-identical exponential random variables, and illustrated their usefulness in the 'optimal' or 'robust' estimation of the exponential mean when possibly multiple outliers are present in the sample.

By relaxing even the assumption of independence, Sathe and Dixit (1990) presented a probabilistic argument to extend some of the recurrence relations to the case of order statistics arising from $n$ arbitrarily distributed variables. Balasubramanian and Balakrishnan (1992) provided a simpler method of proof (using indicators) for this result. A duality principle satisfied by order statistics in this general case was established by Balasubramanian and Balakrishnan (1993b). The equivalence of linear relationships for order statistics from i.i.d. and i.ni.d. cases, exchangeable and arbitrary cases, and i.i.d. and exchangeable cases were established by Balasubramanian and Bapat (1991), Balasubramanian and

Balakrishnan (1994) and David (1995), respectively. The last two simply imply that every linear relationship for order statistics known in the i.i.d. case also holds for the arbitrary case (with appropriate changes).

## 23. Multivariate order statistics and concomitants

Barnett (1976) presented a survey of various attempts that were made to introduce multivariate order statistics. Bivariate and multivariate extremes, in particular, received considerable attention; for example, see Tiago de Oliveira (1975) and Galambos (1978, 1987).

Concomitants of order statistics, which arise when multivariate data are ordered by one of the components, were first introduced by David (1973); see also Bhattacharya (1974), who has discussed them under the name "induced order statistics". The asymptotic and small-sample theory of concomitants of order statistics has been discussed by David and Galambos (1974), Galambos (1978, 1987), and a number of authors since then. Extensive reviews of the developments on concomitants of order statistics have been prepared by Bhattacharya (1984) and David (1992b). The paper by David and Nagaraja (1998), in this volume, provides an updated review on this topic of research.

For the order statistics arising from a multivariate normal distribution, Siegel (1993) recently proved an interesting relationship among covariances [extending a result known in the i.i.d. case due to Govindarajulu (1966)]; see also Anderson (1993). This result (dealing with the minimum of multivariate normal variables) has been extended to the $r^{\text {th }}$ order statistic by Rinott and Samuel-Cahn (1994) and Wang, Sarkar and Bai (1996). Olkin and Viana (1998) have extended Siegel's result to the case of order statistics from elliptically contoured distributions.

## 24. Records

The first paper on this topic was written by Chandler (1952), who formulated the mathematical theory for the study of records. The asymptotic theory of records was developed in detail by Resnick (1973) and Shorrock (1973). Since then, numerous papers have appeared discussing diverse issues such as characterizations, bounds and approximations, relations, prediction and inference, and generalized concepts of records such as $k^{\text {th }}$ record, records from improving populations, records from non-identical variables, and records from Markov and point processes. Review articles by Glick (1978), Nevzorov (1987), and Nagaraja (1988) have all discussed various developments on records. Further treatment has been given in the books by Galambos (1978, 1987), Resnick (1987), Ahsanullah (1988), Arnold and Balakrishnan (1989), and Arnold, Balakrishnan and Nagaraja (1992).

The paper by Nevzorov and Balakrishnan (1998), in this volume, provides an updated review of this topic of research.
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# Computer Simulation of Order Statistics 

Pandu R. Tadikamalla and N. Balakrishnan

## 1. Introduction

Recall from the earlier chapters that if $X_{1}, X_{2}, \ldots, X_{n}$ denote a random sample from a distribution with distribution function $F(x)$ and $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ are the corresponding ordered observations, then $X_{1: n}, X_{2: n}, \ldots, X_{n: n}$ are called the order statistics corresponding to $X_{1}, X_{2}, \ldots, X_{n}$. Since order statistics play an important role in statistical inference, there has been considerable interest in computer generation of order statistics for Monte Carlo simulation studies.

A straightforward method for generating these order statistics is to generate a random sample of size $n$ from the corresponding distribution and then sort the sample to obtain the desired order statistics. For medium and large values of $n$, this sorting procedure can be very time-consuming. Hence, a direct method for generating order statistics is of great value.

## 2. Direct generation of order statistics

Suppose we are interested in generating order statistics from a continuous distribution with distribution function $F(\cdot)$. If the inverse transformation method is used to generate the random sample [see Tadikamalla and Johnson (1981)], there is a direct correspondence between the order statistics of $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ and the order statistics of the associated uniform sample $\left(U_{1}, U_{2}, \ldots, U_{n}\right)$. Since $F^{-1}$ is a monotonic function, $Y_{i}=F^{-1}\left(U_{i: n}\right), i=1,2, \ldots, n$, represent the order statistics from the distribution with distribution function $F(\cdot)$, where $U_{1: n} \leq$ $U_{2: n} \leq \cdots \leq U_{n: n}$ are the order statistics from the uniform $(0,1)$ distribution. Thus, if the inverse transformation method is used to sample from the distribution $F(\cdot)$, the problem of generating order statistics reduces to the problem of generation of order statistics from the uniform $(0,1)$ distribution.

## 3. Generation of uniform( 0,1 ) ordered samples

Balakrishnan and Cohen (1991), David (1981), and Arnold, Balakrishnan and Nagaraja (1992) all discuss the marginal and joint probability densities of order
statistics from a continuous distribution with probability density function $f(x)$ and distribution function $F(x)$. These results take a simple form in the case of the uniform $(0,1)$ distribution, yielding some simple methods for sequential generation of order statistics. The $i^{\text {th }}$ order statistic from uniform $(0,1)$ has a beta density given by

$$
\begin{equation*}
f(u)=\frac{n!}{(i-1)!(n-i)!} u^{i-1}(1-u)^{n-i}, \quad 0 \leq u \leq 1 \tag{3.1}
\end{equation*}
$$

The joint density of the $i^{\text {th }}$ and $j^{\text {th }}$ order statistics $(i<j)$ from uniform $(0,1)$ is given by

$$
\begin{align*}
f\left(u_{i: n}, u_{j: n}\right)=\frac{n!}{(i-1)!(j-i-1)!(n-j)!} & u_{i: n}^{i-1}\left(u_{j: n}-u_{i: n}\right)^{j-i-1}\left(1-u_{j: n}\right)^{n-j} \\
& 0 \leq u_{i: n}<u_{j: n} \leq 1 \tag{3.2}
\end{align*}
$$

From (3.1), it can be seen that the distribution of the largest order statistic $\left(U_{n: n}\right)$ from a sample of size $n$ reduces to

$$
\begin{equation*}
f_{n: n}(u)=n u^{n-1}, \quad 0 \leq u \leq 1 . \tag{3.3}
\end{equation*}
$$

Similarly, the distribution of smallest order statistic ( $U_{1: n}$ ) from a simple of size $n$ is given by

$$
\begin{equation*}
f_{1: n}(u)=n(1-u)^{n-1}, \quad 0 \leq u \leq 1 \tag{3.4}
\end{equation*}
$$

Based on the above results and some other results pertaining to uniform and exponential spacings [Devroye (1986)], the methods for generating uniform( 0,1 ) order statistics can be summarized as follows.

### 3.1. Sorting

A naive approach is to generate i.i.d. uniform $(0,1)$ random variates and sort them. Devroye (1986) discusses several efficient sorting algorithms. Unsophisticated approach to sorting based on pairwise comparisons of the numbers would be very time consuming. The worst case and expected times taken by these algorithms are $O(n \log n)$ [see Knuth (1973)]. In the case of uniform $(0,1)$ variates, one can take advantage of truncation and bucket sort the $u_{i}$ 's in expected time $O(n)$. For example, see Devroye and Klincsek (1981) and Devroye (1986).

### 3.2. Ascending order

Lurie and Hartley (1972) gave a direct method for generating a complete set of $n$ uniform order statistics in ascending order, as follows: Let $v_{1}, v_{2}, v_{3}, \ldots$ be observations from the uniform $(0,1)$ distribution. Set

$$
\begin{aligned}
& u_{1: n}=1-v_{1}^{1 / n} \\
& u_{2: n}=1-\left(1-u_{1: n}\right) v_{2}^{1 /(n-1)} \\
& \vdots \\
& u_{i+1: n}=1-\left(1-u_{i: n}\right) v_{i+1}^{1 /(n-i)}
\end{aligned}
$$

Then $u_{1: n}, u_{2: n}, \ldots, u_{n: n}$ are order statistics from the uniform $(0,1)$ distribution.

### 3.3. Descending order

Schucany (1972) used a similar approach to generate the order statistics in descending order, without sort, as follows:

$$
\begin{aligned}
& u_{n: n}=v_{1}^{1 / n} \\
& \vdots \\
& u_{n-i: n}=u_{n-i+1: n} v_{i+1}^{1 /(n-i)}
\end{aligned}
$$

Reeder (1972) suggested that generating order statistics in descending order is faster than that in ascending order, and Lurie and Mason (1973) confirmed this claim.

### 3.4. Based on uniform spacing

If $E_{1}, E_{2}, \ldots, E_{n+1}$ are i.i.d. exponential variates and $G$ is their sum, then

$$
\begin{aligned}
& u_{1: n}=E_{1} / G \\
& u_{2: n}=u_{1: n}+\left(E_{2} / G\right) \\
& \vdots \\
& u_{j: n}=u_{j-1: n}+\left(E_{j} / G\right) \\
& \vdots \\
& u_{n: n}=u_{n-1: n}+\left(E_{n} / G\right)
\end{aligned}
$$

are $n$ order statistics from uniform $(0,1)$ distribution. Tadikamalla and Balakrishnan (1995) discuss several methods for generating exponential variates; also see Marsaglia, MacLaren and Bray (1964).

### 3.5. Subsets of order statistics

Suppose that one is interested in generating a subset of $k$ consecutive uniform $(0,1)$ order statistics from a sample of size $n$. If the required $k$ order statistics are at the upper extreme of the sample, they can be generated using Schucany's (1972) descending method. If the required subset is at the lower extreme, they can be generated using Lurie and Hartley's (1972) ascending method.

Neither of these methods is convenient if the required subset falls near the middle of the sample. For example, if we are interested in generating the middle two order statistics from a sample of size $n=50$, then both of the previously described methods require the generation of twenty six order statistics. A more efficient approach may be to generate the largest required order statistic $\left(26^{\text {th }}\right.$ in our example) directly; then generate the remaining set conditionally using the descending method. Ramberg and Tadikamalla (1978) suggest generating $u_{i n}$ as a beta variate (with parameters $i$ and $n-i+1$ ) and generating $u_{i-1: n}, u_{i-2: n}, \ldots$ using the above recursion algorithm suggested by Schucany (1972). If fast algorithms for generating beta variates are used [Schmeiser and Babu (1980) and Johnson, Kotz and Balakrishnan (1995)], this procedure may be worth the effort. This approach will probably be faster in generating a subset of order statistics when the required subset is somewhere in the middle of the sample.

Horn and Schlipf (1986) similarly discussed the simulation of the central $n-2 i+2$ order statistics from a sample of size $n$ from the uniform $(0,1)$ distribution. Their approach is first to generate $u_{n-i+1: n}$ directly as a $\operatorname{Beta}(n-i+1, i)$ variate, next to generate $u_{i: n}$ as $u_{n-i+1: n} v$ where $v$ is a $\operatorname{Beta}(i, n-2 i+1)$ variate, and finally to generate $u_{i+1: n}, \ldots, u_{n-i n}$ as order statistics from a sample of size $n-2 i$ from the uniform $\left(u_{i: n}, u_{n-i+1: n}\right)$ distribution.

Instead, if one is interested in simulating the $i$ largest and smallest order statistics from a sample of size $n$ from the uniform $(0,1)$ distribution, Horn and Schlipf (1986) proposed an algorithm by combining the ascending and descending algorithms. Specifically, their method is first to generate $u_{n-i+1: n}$ directly as a $\operatorname{Beta}(n-i+1, i)$ variate, next to generate $u_{t: n}$ as $u_{n-i+1: n} v$ where $v$ is a $\operatorname{Beta}(i, n-2 i+1)$ variate, and finally to generate $\left(u_{1: n}, \ldots, u_{i-1: n}\right)$ and $\left(u_{n-i+2: n}, \ldots, u_{n: n}\right)$ as order statistics from samples of size $i-1$ each from uniform $\left(0, u_{i: n}\right)$ and uniform $\left(u_{n-i+1: n}, 1\right)$ distributions, respectively.

## 4. Generation of progressive Type-II censored order statistics

Let us first define a progressive Type-II censored sample. Under this censoring scheme, $n$ identical items are placed on a life test; immediately after the first failure, $R_{1}$ surviving items are removed at random from the test; after the next failure, $R_{2}$ surviving items are removed at random from the test, and so on; finally, immediately after the $m^{\text {th }}$ failure, $R_{m}$ remaining surviving items are removed from the test. Under this censoring scheme, we will observe in all $m$ failures and $R_{1}+R_{2}+\cdots+R_{m}=n-m$ progressively censored items.

In the case of the uniform $(0,1)$ distribution, let us denote these progressive Type-II censored order statistics by $u_{1: m: n}, u_{2: m: n}, \ldots, u_{m: m: n}$.

Then, with

$$
v_{i}=\frac{1-u_{m-i+1: m: n}}{1-u_{m-i: m: n}} \quad \text { for } \quad i=1,2, \ldots, m-1 \quad \text { and } \quad v_{m}=1-u_{1: m: n}
$$

and

$$
w_{i}=v_{i}^{i+R_{m}+R_{m-1}+\cdots+R_{m-i+1}} \quad \text { for } \quad i=1,2, \ldots, m
$$

Balakrishnan and Sandhu (1995) have established that $w_{i}(i=1,2, \ldots, m)$ are all independent and identically distributed as uniform $(0,1)$. Incidentally, this result generalizes a distributional property of uniform order statistics established by Malmquist (1950) and stated earlier in this article. Using this result, Balakrishnan and Sandhu (1995) proposed the following algorithm for generating a progressive Type-II censored sample:

1. Generate $m$ independent uniform $(0,1)$ variates denoted by $w_{1}, w_{2}, \ldots, w_{m}$.
2. Set $v_{i}=w_{i}^{1 /\left(i+R_{m}+R_{m-1}+\cdots+R_{m-i+1}\right)}$ for $\dot{i}=1,2, \ldots, m$.
3. Set $u_{i: m: n}=1-v_{m} v_{m-1} \cdots v_{m-i+1}$ for $i=1,2, \ldots, m$.

Then, $u_{1: m: n}, u_{2: m: n}, \ldots, u_{m: m: n}$ is the required progressive Type-II censored sample from the uniform $(0,1)$ distribution. Of course, upon setting $x_{i: m: n}=F^{-1}\left(u_{i: m: n}\right)$ for $i=1,2, \ldots, m$, we can produce the required progressive Type-II censored sample from the distribution $F(\cdot)$.

Aggarwala and Balakrishnan (1998) have also proposed a similar algorithm for generating a general progressive Type-II censored sample with left censoring present.

## 5. Miscellaneous topics

### 5.1. Partitioning method for the maximum of $n$ i.i.d. random variables

Schmeiser (1978) developed a technique for generating the maximum of $n$ random variables $X_{1}, X_{2}, \ldots, X_{n}$. The technique is based on partitioning the $(0,1)$ interval and the range of $X$ so that some times not all $X_{i}$ need to be generated. He presents optimal single, optimal double and infinite partition plans. The technique is applicable for both i.i.d. and non-i.i.d. cases and yields greater savings for nonidentically distributed random variables.

### 5.2. Generating the largest order statistic

In generating $X_{n: n}=F^{-1}\left(u_{n: n}\right)$, Devroye (1980) considers the case of $u_{n: n}$ when $n$ is very large and $u_{n: n}=v_{1}^{1 / n}$ may cause numerical problems. The problem is that for a large $n, v_{1}^{1 / n}$ is close to 1 , so that in regular wordsize arithmetic, there may be an accuracy problem. This problem can be alleviated if we use $G(x)=1-F(x)$ and the algorithm will be as follows:

1. Generate an exponential variate $E$ and a gamma variate $G_{n}$ (with shape parameter $n$ ) [see Tadikamalla and Johnson (1981)].
2. Then set $X_{n: n}=G^{-1}\left(E /\left(E+G_{n}\right)\right)$.

Nagaraja (1979) has given an interesting probability result concerning this generation problem.

### 5.3. Methods for exponential order statistics

Newby (1979) presents the following algorithm based on the exponential spacings (Sukhatme, 1937). If $E_{1}, E_{2}, \ldots, E_{n}$ are $n$ i.i.d. exponential variates, then

$$
\begin{aligned}
& E_{1: n}=E_{1} / n \\
& E_{2: n}=E_{1: n}+E_{2} /(n-1) \\
& \vdots \\
& E_{i: n}=E_{i-1: n}+E_{i} /(n-i+1) \\
& \vdots \\
& E_{n: n}=E_{n-1: n}+E_{n}
\end{aligned}
$$

### 5.4. Generating order statistics from arbitrary distributions

Rabonowitz and Berenson (1974) and Gerontidis and Smith (1982) studied the so-called grouping method which is a hybrid version of the inversion method and the bucket sorting method.

The grouping method can be briefly described as follows. Given an integer $k$ (a suggested value is $n / 4$ ), divide the range of the distribution into $k$ equal probability intervals. Next, generate a multinomial vector ( $m_{1}, m_{2}, \ldots, m_{k}$ ) corresponding to the division of $n$ objects independently among $k$ equally likely cells [see Fishman (1978), Ho, Gentle, and Kennedy (1979) and Johnson, Kotz and Balakrishnan (1997)]. Then, draw $m_{j}$ variables (from the specified general distribution) from the $j^{\text {th }}$ interval for $1 \leq j \leq k$, and sort each group of $m_{j}$ variables directly and put the $k$ groups together to obtain a complete ordered sample. Gerontidis and Smith (1982) recommend the inversion method if $F^{-1}$ exists in a simple closed form as is in the case of the exponential distribution.
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# Lorenz Ordering of Order Statistics and Record Values 

Barry C. Arnold and Jose A. Villasenor

## 1. Introduction

The Lorenz order is a natural tool for the comparison of variabilities of nonnegative random variables. In certain contexts (e.g. reliability) variability comparison of order statistics is of concern. Available results in this area are surveyed. Parallel results are described for record values. The record value results are of mathematical interest but, for the moment, do not seem to enjoy ready applicability.

## 2. The Lorenz order

We begin with a brief review of key ideas relating to the Lorenz order (a convenient reference for further details is Arnold (1987)).

Let $\mathscr{L}$ denote the class of all non-negative random variables with finite positive expectations. For a random variable $X$ in $\mathscr{L}$ with distribution function $F_{X}$, we define its inverse distribution function or quantile function $F_{X}^{-1}$ by

$$
\begin{equation*}
F_{X}^{-1}(y)=\sup \left\{x: F_{X}(x) \leq y\right\} \tag{2.1}
\end{equation*}
$$

The Lorenz curve $L_{X}$ associated with the random variable $X$ is then defined by

$$
\begin{equation*}
L_{X}(u)=\int_{0}^{u} F_{X}^{-1}(y) \mathrm{d} y / \int_{0}^{1} F_{X}^{-1}(y) \mathrm{d} y, \quad u \in[0,1] \tag{2.2}
\end{equation*}
$$

(cf Gastwirth (1971)). The Lorenz partial order $\leq_{L}$ on $\mathscr{L}$ is defined by

$$
\begin{equation*}
X \leq_{L} Y \Leftrightarrow L_{X}(u) \geq L_{Y}(u) \quad \forall u \in[0,1] \tag{2.3}
\end{equation*}
$$

If $X \leq_{L} Y$ we say that $X$ exhibits no more inequality than $Y$ (in the Lorenz sense).
The following two characterizations of Lorenz ordering date back to Hardy, Littlewood and Polya (1929).

Theorem 2.1. Suppose $X \geq 0, Y \geq 0$ and $E(X)=E(Y)$. We have $X \leq_{L} Y$ if and only if $E(h(X)) \leq E(h(Y))$ for every continuous convex function $h: \mathbf{R}^{+} \rightarrow \mathbf{R}$.

Theorem 2.2. Suppose $X \geq 0, Y \geq 0$ and $E(X)=E(Y)$. We have $X \leq_{L} Y$ if and only if $E\left[(X-c)^{+}\right] \leq\left[E(Y-c)^{+}\right]$for every $c \in \mathbf{R}^{+}$.

A trivial but useful observation is that $X \leq_{L} Y$ implies and is implied by $c X \leq_{L} d Y$ for any $c, d \in(0, \infty)$. Rather than compare two random variables $X$ and $Y$ with possibly different expectations, it is sometimes convenient to compare $E(Y) X$ and $E(X) Y$ which necessarily have equal expectations.

Another interpretation of Lorenz ordered random variables is that one of them is essentially an averaging of the other. This is made precise in the following theorem.

Theorem 2.3. (Strassen (1965)). Suppose $X, Y \in \mathscr{L} . X \leq_{L} Y$ if and only if there exist random variables $Y^{\prime}, Z^{\prime}$ defined on some probability space such that $Y \stackrel{d}{=} Y^{\prime}$ and $X \stackrel{d}{=} c E\left(Y^{\prime} \mid Z^{\prime}\right)$ for some $c>0$. (Here and henceforth $\stackrel{d}{=}$ denotes "has the same distribution as").

Explicit computation of Lorenz curves is frequently difficult. Consequently, Lorenz ordering is often not identified by direct use of its definition (equation (2.3)). Moreover Theorems 2.1 and 2.2 involve evaluation of expectations of a large class of functions and thus do not provide convenient tools for identifying situations in which Lorenz ordering obtains. Theorem 2.3 occasionally is just the right tool but in general the representation alluded to in the theorem, although it is guaranteed to exist, is rarely explicitly available. What is needed and what is available is a list of relatively simple to check sufficient conditions for Lorenz ordering. The following list is adequate for our present purposes.

Definition 2.1. We say that $X$ is star-shaped with respect to $Y$, and write $X \leq_{*} Y$ if $F_{X}^{-1}(u) / F_{Y}^{-1}(u)$ is a non-increasing function of $u$.

We can use $*$-ordering to verify that Lorenz ordering obtains as a consequence of the following theorem.

Theorem 2.4. Suppose $X, Y \in \mathscr{L}$. If $X \leq_{*} Y$, then $X \leq_{L} Y$.
Definition 2.2. We will say that $X$ is sign-change ordered with respect to $Y$ and write $X \leq_{\text {s.c. }} Y$, if $\left[F_{X}^{-1}(v) / E(X)\right]-\left[F_{Y}^{-1}(v) / E(Y)\right]$ has at most one sign change (from + to - ) as $v$ ranges from 0 to 1 .

Sign change ordering is implied by but does not imply star ordering. It does however imply Lorenz ordering, i.e.,

Theorem 2.5. Suppose $X, Y \in \mathscr{L}$. If $X \leq_{\text {s.c. }} Y$ then $X \leq_{L} Y$.
If densities exist, a simple sufficient condition can be stated for sign change ordering.

Theorem 2.6. Suppose that $X$ and $Y$ are absolutely continuous members of $\mathscr{L}$ with $E(X)=E(Y)$ and densities $f_{X}$ and $f_{Y}$. A sufficient condition for $X \leq_{\text {s.c. }} Y$ and thus for $X \leq_{L} Y$ is that $f_{X}(x)-f_{Y}(x)$ changes sign twice on $(0, \infty)$ and the sequence of signs of $f_{X}-f_{Y}$ is,,-+- .

Finally we list a theorem identifying a class of random transformations which increase variability in the Lorenz sense.

Theorem 2.7. Suppose that $g$ : $\mathbf{R}^{+2} \rightarrow \mathbf{R}^{+}$is such that $g(z, x) / x \uparrow$ as $x \uparrow$ for every $z$. Suppose that $X$ and $Z$ are independent random variables with $X \in \mathscr{L}$ and $Y=g(Z, X) \in \mathscr{L}$, then $X \leq_{L} Y$.

## 3. Order statistics and record values

We focus on the absolutely continuous case corresponding to independent identically distributed observations $X_{1}, X_{2}, \ldots$ with common distribution function $F_{X}$ and density $f_{X}$. The corresponding $(i, n)^{\text {th }}$ order statistic will have density

$$
\begin{equation*}
f_{X_{t, n}}(x)=\frac{n!}{(i-1)!(n-i)!}\left\{F_{X}(x)\right\}^{i-1}\left\{1-F_{X}(x)\right\}^{n-i} f_{X}(x) . \tag{3.1}
\end{equation*}
$$

Order statistics from a uniform $(0,1)$ distribution play a special role in the discussion and will be denoted by $U_{i: n}, i=1,2, \ldots, n, n=1,2, \ldots$. For such order statistics (3.1) simplifies and one recognizes that uniform order statistics have beta distributions. Thus

$$
\begin{equation*}
U_{i: n} \sim \operatorname{Beta}(\mathrm{i}, \mathrm{n}-\mathrm{i}+1) \tag{3.2}
\end{equation*}
$$

If the $X_{i}$ 's have common distribution function $F_{X}(x)$ then a convenient representation of $X_{i: n}$ is available using the inverse distribution function (2.1). Thus

$$
\begin{equation*}
X_{i: n} \stackrel{d}{=} F_{X}^{-1}\left(U_{i: n}\right) \tag{3.3}
\end{equation*}
$$

where $U_{i: n}$ is the corresponding order statistic from a uniform $(0,1)$ sample.
In the case of record values there are two useful representations available, one involving uniform samples and one exponential samples. Consider a sequence $X_{1}, X_{2}, \ldots$ of independent identically distributed random variables with common distribution function $F_{X}$ and density $f_{X}$. Denote the $n^{\text {th }}$ upper record from this sequence by $X^{(n)}$ and the $n^{\text {th }}$ lower record by $X_{(n)}$. By convention the zero ${ }^{\text {th }}$ upper and lower record is $X_{1}$, i.e., $X^{(0)}=X_{(0)}=X_{1}$. We reserve the notation $U^{(n)}$ and $U_{(n)}$ to denote record values (upper and lower) corresponding to uniform( 0,1 ) sequences and the notation $X^{*(n)}, X_{(n)}^{*}$ to denote record values corresponding to a standard exponential sequence (i.e., $X_{i}^{*} \sim \Gamma(1,1), \quad i=1,2, \ldots$ ). It is not difficult to verify the following representations of upper and lower uniform records. For each $n$,

$$
\begin{equation*}
U^{(n)} \stackrel{d}{=} 1-\prod_{j=0}^{n} U_{j} \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{(n)} \stackrel{d}{=} \prod_{j=0}^{n} U_{j} \tag{3.5}
\end{equation*}
$$

The lack of memory property of the exponential distribution yields a simple representation of upper records from a standard exponential sequence. One finds, for each $n$,

$$
\begin{equation*}
X^{*(n)} \stackrel{d}{=} \sum_{j=0}^{n} X_{j}^{*} \tag{3.6}
\end{equation*}
$$

so that

$$
\begin{equation*}
X^{*(n)} \sim \Gamma(n+1,1) \tag{3.7}
\end{equation*}
$$

The general lower record sequence (corresponding to i.i.d. $X$ 's with common distribution function $F_{X}$ ) admits a representation involving a transformation of corresponding uniform lower records, thus

$$
\begin{equation*}
X_{(n)} \stackrel{d}{=} F_{X}^{-1}\left(U_{(n)}\right) . \tag{3.8}
\end{equation*}
$$

The general upper record sequence can be related to either uniform or exponential upper records. Thus one may write

$$
\begin{equation*}
X^{(n)} \stackrel{d}{=} F_{X}^{-1}\left(U^{(n)}\right) \tag{3.9}
\end{equation*}
$$

and

$$
\begin{equation*}
X^{(n)} \stackrel{d}{=} \psi_{X}\left(X^{*(n)}\right) \tag{3.10}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{X}(u)=F_{X}^{-1}\left(1-\mathrm{e}^{-u}\right), \quad u \geq 0 \tag{3.11}
\end{equation*}
$$

## 4. Lorenz ordering of order statistics

Representation (3.3) of the $i^{\text {th }}$ order statistic $X_{i: n}$ suggests a special role for uniform order statistics. It is then appropriate to first consider the Lorenz ordering relations which hold among various uniform order statistics. By examination of the densities of normalized uniform order statistics (i.e., of random variables of the form $V_{i: n}=\frac{n+1}{i} U_{i: n}$, having mean 1) it is possible to confirm (via Theorem 2.6) that sign change ordering occurs between certain pairs of uniform order statistics and consequently, by Theorem 2.5, Lorenz ordering occurs also. In this fashion we may verify

$$
\begin{array}{ll}
U_{i+1: n} \leq_{L} U_{i: n}, & \forall i, n \\
U_{i: n} \leq_{L} U_{i: n+1}, & \forall i, n \tag{4.2}
\end{array}
$$

$$
\begin{equation*}
U_{n-j+1: n+1} \leq_{L} U_{n-j: n}, \quad \forall j, n \tag{4.3}
\end{equation*}
$$

and

$$
\begin{equation*}
U_{n+2: 2 n+3} \leq_{L} U_{n+1: 2 n+1}, \quad \forall n \tag{4.4}
\end{equation*}
$$

Alternative arguments based on Strassen's theorem (Theorem 2.3) are possible for (4.1), (4.2) and (4.3) (Arnold and Villaseñor (1991)). Since Lorenz ordering refers to the relative variability of scaled random variables, some of the relations (4.1)-(4.4) will not be intuitive. The last relation (4.4), which may be described as "sample medians exhibit less inequality as sample size increases", perhaps is the most intuitively plausible.

It may be observed that in all cases in (4.1)-(4.4) it is the order statistic with the smaller mean which exhibits the most inequality as measured by the Lorenz order. Unfortunately, the condition $i /(n+1) \geq j /(m+1)$ is not sufficient to ensure that $U_{i: n} \leq_{L} U_{j: m}$. It would be too much to hope that relations (4.1)-(4.4) would hold for order statistics from any parent distribution. In some cases they will not hold; in other cases they will be reversed(!). It is of interest identify non-uniform parent distributions for which relations (4.1)-(4.4) or their reversal will hold. Much remains to be done in this area but some results are available. For example power-function and Pareto order statistics behave well. To this end observe that the representation $X=c U^{\delta}, 0<\delta<1$ yields a random variable with a power function distribution while $X=c U^{\delta}$. with $-1<\delta<0$ yields a Pareto random variable (we have $\delta>-1$ here in order to have $E(X)<\infty$ ). Density crossing arguments may be used to prove:

Theorem 4.1. If $X$ has a power function distribution [i.e., $F_{X}(x)=(x / c)^{y}$, $0 \leq x \leq c, \gamma>0]$ then

$$
\begin{array}{ll}
X_{i+1: n} \leq_{L} X_{i: n}, & \forall i, n \\
X_{i: n} \leq_{L} X_{i: n+1}, & \forall i, n \tag{4.6}
\end{array}
$$

and

$$
\begin{equation*}
X_{n-j+1: n+1} \leq_{L} X_{n-j: n}, \quad \forall j, n \tag{4.7}
\end{equation*}
$$

If $X$ has a Pareto distribution [i.e. $F(x)=1-(x / c)^{-\alpha}, x>0, \alpha>1$, then the Lorenz orderings in (4.5), (4.6) and (4.7) are reversed.

Density crossing arguments may be used to prove that (4.4) holds for a quite general class of distributions.

Theorem 4.2. Suppose that $X$ has a symmetric density supported on the interval [ $0, c]$ for some $c>0$, then

$$
X_{n+2: 2 n+3} \leq_{L} X_{n+1: 2 n+1}, \quad \forall n
$$

There is one distribution for which it is possible to identify all pairs $(i, n)$ and $(j, m)$ for which $X_{j: m} \leq_{L} X_{i: n}$. It is the exponential distribution. The proof relies on
the fact that it is possible to represent exponential order statistics as linear combinations of independent exponential variables. One finds

Theorem 4.3. (Arnold and Nagaraja (1991)). If $X$ has an exponential distribution (i.e., $F_{X}(x)=1-\mathrm{e}^{-\lambda x}, x>0, \lambda>0$ ), then for $i \leq j$ the following are equivalent
(i) $X_{j: m} \leq_{L} X_{i: n}$
(ii) $(n-i+1) E\left(X_{i: n}\right) \leq(m-j+1) E\left(X_{j: m}\right)$.

Thus for observations from an exponential distribution (4.3) and (4.4) hold, (4.2) is reversed while (4.1) holds for $i \leq\left(1-e^{-1}\right) n$.

Theorem 2.7 may be used to derive sufficient conditions for (4.2) to hold. We have

Theorem 4.4. Suppose $F$, the common distribution of the $X$ 's satisfies

$$
\begin{equation*}
F^{-1}(u F(x)) / x \uparrow \text { as } x \uparrow \quad \forall u \in(0,1) \tag{4.8}
\end{equation*}
$$

It follows that
(i) $X_{i+1: n} \leq_{L} X_{i: n}$ and
(ii) $X_{i: n} \leq_{L} X_{i: n+1}$.

Proof. Observe that

$$
X_{i: n} \stackrel{d}{=} F^{-1}\left(U_{i: i} F\left(X_{i+1: n}\right)\right)
$$

where the two random variables on the right are independent, then apply Theorem 2.7. This proves (i). To prove (ii), use Strassen's theorem and the fact that $X_{i: n+1} \stackrel{d}{=} F^{-1}\left(U_{n+1: n+1} F\left(X_{i: n}\right)\right)$, where the two random variables on the right are independent.

Remark. If $F$ is differentiable it is not difficult to verify that a necessary and sufficient condition for (4.8) to hold is that

$$
\begin{equation*}
x F^{\prime}(x) / F(x) \uparrow \text { as } x \uparrow \tag{4.9}
\end{equation*}
$$

Condition (4.8) holds for distribution functions which increase relatively quickly on their support. For example it is satisfied by the distribution function

$$
F(x)=\mathrm{e}^{x}-1, \quad 0 \leq x \leq \log 2 .
$$

Finally we remark that Lorenz ordering is often inherited by order statistics from their parent distributions. Thus

Theorem 4.5. (Shaked and Shanthikumar 1994, p. 108). If $X, X_{1}, \ldots, X_{n}$ are i.i.d. and $Y, Y_{1}, Y_{2}, \ldots, Y_{n}$ are i.i.d. and if $X \leq_{*} Y$ then for every $i, n$

$$
X_{i: n} \leq L Y_{i: n}
$$

Note that the hypothesis of Theorem 4.5 is stronger than the assumption $X \leq_{L} Y$. Star-ordering is however inherited by order-statistics and then the conclusion of Theorem 4.5 follows as a consequence of Theorem 2.4. The theorem does not guarantee that Lorenz ordering is inherited (unless it occurs in the stronger form of star ordering). The Shaked and Shanthikumar approach (cf Theorem 5.5, below) can also be used to argue that if for some $(j, m)$ we have $X_{j: m} \leq_{*} Y_{j: m}$ then for every $(i, n)$ we have $X_{i: n} \leq_{L} Y_{i: n}$.

## 5. Lorenz ordering of record values

First we consider two particularly well behaved record value sequences: upper exponential records and lower uniform records (for definitions refer again to Section 3). Note that for upper exponential records we have

$$
X^{*(n)} \sim \Gamma(n+1,1)
$$

and via a density crossing argument we find

$$
\begin{equation*}
X^{*(n)} \leq_{L} X^{*(n-1)} \tag{5.1}
\end{equation*}
$$

Turning to lower uniform records we have available the representation

$$
\begin{align*}
U_{(n)} & \stackrel{d}{=} \prod_{i=0}^{n} U_{i}  \tag{5.2}\\
& \stackrel{d}{=} U_{(n-1)} U_{n}
\end{align*}
$$

where the random variables appearing on the right hand side are independent. It is then a straightforward consequence of Strassen's theorem (Theorem 2.3) that

$$
\begin{equation*}
U_{(n-1)} \leq_{L} U_{(n)} \tag{5.3}
\end{equation*}
$$

To identify other parent distributions for which lower or upper records are Lorenz ordered, it is natural to turn to representations (3.8), (3.9) and (3.10). We are led to seek conditions on $F_{X}$ to ensure that

$$
\begin{equation*}
F_{X}^{-1}\left(\prod_{i=0}^{n-1} U_{i}\right) \leq_{L} F_{X}^{-1}\left(\prod_{i=1}^{n} U_{i}\right) \tag{5.4}
\end{equation*}
$$

which will guarantee that lower $X$ records are Lorenz ordered (with inequality increasing as $n$ increases). In parallel fashion we may seek conditions on $F_{X}$ to ensure that either

$$
\begin{equation*}
F_{X}^{-1}\left(1-\prod_{i=0}^{n-1} U_{i}\right) \geq_{L} F_{X}^{-1}\left(1-\prod_{i=0}^{n} U_{i}\right) \tag{5.5}
\end{equation*}
$$

or, equivalently,

$$
\begin{equation*}
\psi_{X}\left(\sum_{i=0}^{n-1} X_{i}^{*}\right) \geq_{L} \psi_{X}\left(\sum_{i=1}^{n} X_{i}^{*}\right) \tag{5.6}
\end{equation*}
$$

Conditions (5.5) and (5.6) would guarantee that upper $X$ records are Lorenz ordered (with inequality decreasing as $n$ increases).

First we consider possible extensions of (5.2) (Lorenz ordering of lower uniform records). Recall that (5.2) was an obvious consequence of Strassen's theorem. It is reasonable to ask whether there exist forms for $F_{X}^{-1}$ which will allow us to conclude Lorenz ordering of records via Strassen's theorem. Two simple examples are readily found; but only two.

Theorem 5.1. (i) If $F_{X}(x)=x^{\gamma}, 0<x<1$ for some $\gamma>0$ then

$$
X_{(n-1)} \leq{ }_{L} X_{(n)}
$$

(ii) If $\bar{F}_{X}(x)=x^{-\delta}, x>1$, for some $\delta>1$ (to ensure that $E(X)$ exists), then $X^{(n-1)} \leq_{L} X^{(n)}$.

Proof. (i) Here $X \stackrel{d}{=} U^{1 / \gamma}$ and clearly

$$
X_{(n)} \stackrel{d}{=}\left(\prod_{i=0}^{n} U_{i}\right)^{1 / \gamma}=\prod_{i=0}^{n} U_{i}^{1 / \gamma}=X_{(n-1)} U_{n}^{1 / \gamma}
$$

where the random variables on the right are independent. From Strassen's theorem we have $X_{(n-1)} \leq_{L} X_{(n)}$.
(ii) Here $X \stackrel{d}{=} 1 / U^{1 / \delta}$ and

$$
\begin{aligned}
X^{(n)} & =1 /\left(U_{(n)}\right)^{1 / \delta} \\
& =\prod_{i=0}^{n} U_{i}^{-1 / \delta}=X^{(n-1)} U_{n}^{-1 / \delta}
\end{aligned}
$$

and so by Theorem 2.3, again, $X^{(n-1)} \leq_{L} X^{(n)}$.
Thus we have Lorenz ordering for lower records from a power function distribution and for upper records from a Pareto distribution.

Next consider possible extension of (5.1), which dealt with Lorenz ordering of exponential records. It will be recalled that (5.1) was justified by a density crossing argument (though it could have been justified as a consequence of the fact that sample means are Lorenz ordered, see e.g. Theorem 4 of Arnold and Villasenor (1986)). It is reasonable to seek sufficient conditions on $\psi_{X}$ to guarantee that (5.6) holds via a density crossing argument (i.e., via Theorem 2.6).

To this end it is convenient to present the form of the density of $X^{(n)} / E\left(X^{(n)}\right)$ when $X^{(n)}$ is as defined in (3.10). (Note we must divide by $E\left(X^{(n)}\right)$, to use the
density crossing (or sign-change) ordering which assumes equal means, to conclude Lorenz ordering.) To simplify expressions we introduce the notation

$$
\begin{equation*}
\mu^{(n)}=E\left(X^{(n)}\right) \tag{5.7}
\end{equation*}
$$

and observe that $\mu^{(n)} \leq \mu^{(n+1)}$, obviously. Since $X^{*(n)} \sim \Gamma(n+1,1)$ it follows that $X^{(n)} / \mu^{(n)}$ has density of the form

$$
\begin{equation*}
f_{n}(x)=\left[h\left(\mu^{(n)} x\right)\right]^{n} \mathrm{e}^{-h\left(\mu^{(n)} x\right)} h^{\prime}\left(\mu^{(n)} x\right)\left[\mu^{(n)} / n!\right], \quad 0<x<F_{X}^{-1}(1) / \mu^{(n)} \tag{5.8}
\end{equation*}
$$

where for convenience we have introduced the notation

$$
\begin{equation*}
h(x)=\psi_{X}^{-1}(x) \tag{5.9}
\end{equation*}
$$

and have assumed $h$ to be differentiable. In order to conclude that $X^{(n)} \leq_{L} X^{(n-1)}$, it will suffice to require conditions on $h$ which will ensure that the function

$$
\log f_{n}(x)-\log f_{n-1}(x)
$$

changes sign twice on the interval $\left(0, F_{X}^{-1}(1) / \mu^{(n-1)}\right)$ and that the sequence of signs is,,$-+ \ldots$. One case in which this is relatively straightforward is the case in which $h(x)=x^{\delta}, \delta>0$ which corresponds to Weibull random variables.

Theorem 5.2. If $\bar{F}_{X}(x)=\exp -(x / \sigma)^{1 / \delta}$ for some $\sigma>0$ and $\delta>0$ (i.e., $X$ has a Weibull distribution) then

$$
X^{(n)} \leq_{L} X^{(n-1)}
$$

Proof. Here $h(x)=\sigma x^{\delta}$ and $\log f_{n}(x)-\log f_{n-1}(x)$ is of the form $c+\gamma \log (x / b)-$ $x / b$ for certain constants $b$ and $c$ and the sign sequence,,-+- on $(0, \infty)$ will be evident.

If the support of $X$ is bounded above, i.e. if $F_{X}^{-1}(1)=M<\infty$, then it is evident since $\mu^{(n)} \geq \mu^{(n-1)}$ that $\log f_{n}(x)-\log f_{n-1}(x)$ will be $-\infty$ on the interval $\left(M / \mu^{(n)}, M / \mu^{(n-1)}\right)$ and it will suffice that on the interval $\left(0, M / \mu^{(n)}\right)$ it exhibit either two sign changes $(-,+,-)$ or just one with sign sequence,-+ . From this observation we may conclude that a sufficient condition for $X^{(n)} \leq_{L} X^{(n-1)}$ when $F_{X}^{-1}(1)=M<\infty$, is that $\log f_{n}(x)-\log f_{n-1}(x)$ be monotone increasing on $\left(0, M / \mu^{(n)}\right)$. We may formalize this as follows.

Theorem 5.3. (Arnold and Villasenor (1995)). If $F_{X}^{-1}(1)=M<\infty$ then a sufficient condition to ensure that $X^{(n)} \leq_{L} X^{(n-1)}$ is

$$
\begin{equation*}
\left[(n-1) \frac{h^{\prime}(u)}{h(u)}-h^{\prime}(u)+\frac{h^{\prime \prime}(u)}{h^{\prime}(u)}\right] u \uparrow \text { as } u \uparrow \tag{5.10}
\end{equation*}
$$

on $(0, M)$ where $h(u)=\psi_{X}^{-1}(u)=-\log \left(1-F_{X}(u)\right)$.

Proof. Consider $\frac{\mathrm{d}}{\mathrm{d} x}\left[\log f_{n}(x)-\log f_{n-1}(x)\right] \triangleq \Lambda(x)$ where $f_{n}$ is as given in (5.8). This will be always positive if $x A(x)$ is always positive. The given condition readily follows.

Perhaps the most important application of Theorem 5.3 involves uniform upper records. In order to have $X \sim$ uniform $(0,1)$ we must have $\psi_{X}(u)=1-\mathrm{e}^{-u}$ and consequently $h_{X}(u)=-\log (1-u)$. In such a case we have

$$
h_{X}^{\prime}(u)=\frac{1}{1-u}
$$

and

$$
h_{X}^{\prime \prime}(u)=\frac{1}{(1-u)^{2}} .
$$

It follows that

$$
\left[(n-1) \frac{h^{\prime}(u)}{h(u)}-h^{\prime}(u)+\frac{h^{\prime \prime}(u)}{h^{\prime}(u)}\right] u=\frac{(n-1) u}{(1-u)[-\log (1-u)]}
$$

and by differentiation we can readily verify that this is an increasing function on $(0,1)$. Thus, reverting to our $U^{(n)}$ notation for upper uniform records, we conclude from Theorem 5.3 that

$$
\begin{equation*}
U^{(n)} \leq_{L} U^{(n-1)} \tag{5.11}
\end{equation*}
$$

Analogous computations may be used to verify that (5.10) holds for both of the following examples

$$
h_{X}(u)=-\log [(1-u)]^{\delta}, \quad 0<u<1 \text { where } 0<\delta \leq 1
$$

and

$$
h_{X}(u)=\left[-\log \left(1-u^{\delta}\right)\right], \quad 0<u<1 \text { where } \delta>0
$$

The first of these corresponds to a distribution function of the form

$$
F_{X}(x)=1-(1-x)^{\delta}, \quad 0<x<1
$$

where $\delta \in(0,1]$, while the second corresponds to a power function distribution, i.e.,

$$
F_{X}(x)=x^{\delta}, \quad 0<x<1 .
$$

For both such distributions we have Lorenz ordered upper records, i.e.

$$
X^{(n)} \leq_{L} X^{(n-1)}
$$

It may be observed that conditions (such as those in Theorem 5.3) on $h_{X}$ may be rephrased in terms of conditions on $F_{X}$ and its corresponding density $f_{X}$ since $h_{X}(x)=-\log \left(1-F_{X}(x)\right)$. Thus Theorem 5.3 admits the following alternative phrasing.

Theorem 5.3A. (Arnold and Villasenor, 1995). If $F_{X}^{-1}(1)=M<\infty$ then a sufficient condition for $X^{(n)} \leq_{L} X^{(n-1)}$ is that

$$
\begin{equation*}
x\left[\frac{f_{X}^{\prime}(x)}{f_{X}(x)}+\frac{n f_{X}(x)}{\left[1-F_{X}(x)\right]\left[-\log \left(1-F_{X}(x)\right)\right]}\right] \uparrow \text { as } x \uparrow \tag{5.12}
\end{equation*}
$$

For this, a sufficient condition is that

$$
\begin{equation*}
x f_{X}^{\prime}(x) / f_{X}(x) \uparrow \text { as } x \uparrow \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
x f_{X}(x) / F_{X}(x) \uparrow \text { as } x \uparrow \tag{5.14}
\end{equation*}
$$

Proof. (5.10) and (5.12) are readily seen to be equivalent since $h_{X}(x)=$ $-\log \left(1-F_{X}(x)\right)$. To verify that (5.13) and (5.14) imply (5.12) we need only observe that $a /\{(1-a)[-\log (1-a)]\} \uparrow$ as a $\uparrow$ and so consequently $F_{X}(x) /$ $\left(\left[1-F_{X}(x)\right]\left[-\log \left(1-F_{X}(x)\right]\right) \uparrow\right.$ as $x \uparrow$.

As an example in which conditions (5.13) and (5.14) are satisfied, consider

$$
\begin{equation*}
F_{X}(x)=\frac{1}{2}\left(x+x^{\delta}\right), \quad 0<x<1 \tag{5.15}
\end{equation*}
$$

where $\delta>1$. Upper records from this distribution are consequently Lorenz ordered.

It is of course possible to have upper records that are Lorenz ordered in the reverse direction, i.e. to have $X^{(n-1)} \leq_{L} X^{(n)}$. Theorem 2.7 provides us with the following sufficient condition for such Lorenz ordering of upper records.

Theorem 5.4. Suppose that for each $z>0, \psi_{X}(z+w) / \psi_{X}(w) \uparrow$ as $w \uparrow$ then $X^{(n-1)} \leq_{L} X^{(n)}$.

Proof. Since we can write

$$
X^{(n)}=\psi_{X}\left(X_{n}^{*}+\psi_{X}^{-1}\left(X^{(n-1)}\right)\right)
$$

where $X_{n}^{*}$ and $X^{(n-1)}$ are independent, then a sufficient condition to ensure that $X^{(n-1)} \leq_{L} X^{(n)}$ is, by Theorem 2.7, that $\psi_{X}\left(z+\psi_{X}^{-1}(x)\right) / x \uparrow$ as $x \uparrow$ for each $z$. But, writing $w=\psi_{X}^{-1}(x)$, this is equivalent to $\psi_{X}(z+w) / \psi_{X}(w) \uparrow$ as $w \uparrow$ for each $z$.

Example. If we consider $\psi_{X}(x)=\exp \sqrt{1+x}$ it is readily verified that $\psi_{X}(z+w) / \psi_{X}(w) \uparrow$ as $w \uparrow$ for each $z$.

Remark. If we assume that $F_{X}$ is differentiable then a sufficient condition for $\psi_{X}(z+w) / \psi_{X}(w) \uparrow$ as $w \uparrow \forall z$ and hence for $X^{(n-1)} \leq_{L} X^{(n)}$ is that $z F_{X}^{\prime}(z) / \bar{F}_{X}(z) \downarrow$ as $z \uparrow$.

A result parallel to that described for order statistics at the end of section 4, is true for record values. Thus Lorenz ordering for record values is often inherited from the parent distributions.

Theorem 5.5. If $X, X_{1}, X_{2}, \ldots$ are i.i.d. and $Y, Y_{1}, Y_{2}, \ldots$, are i.i.d. and if $X \leq_{*} Y$ then for every $n$

$$
X^{(n)} \leq_{L} Y^{(n)}
$$

Proof. Referring to Eq. (3.9) we may write

$$
F_{X^{(n)}}^{-1}(u) / F_{Y^{(n)}}^{-1}(u)=F_{X}^{-1}\left(F_{U^{(n)}}^{-1}(u)\right) / F_{Y}^{-1}\left(F_{U^{(n)}}^{-1}(u)\right)
$$

and conclude that this ratio is a non-increasing function of $u$ since $F_{U^{(n)}}^{-1}(u)$ is an increasing function and, by hypothesis, $F_{X}^{-1}(u) / F_{Y}^{-1}(u)$ is a non-increasing function of $u$. Thus $X^{(n)} \leq_{*} Y^{(n)}$ and consequently $X^{(n)} \leq_{L} Y^{(n)}$.

Note that the hypotheses of the theorem is stronger than the assumption that $X \leq_{L} Y$. A parallel argument confirms that if for some $m, X^{(m)} \leq_{*} Y^{(m)}$ then for every $n, X^{(n)} \leq_{*} . Y^{(n)}$ and hence $X^{(n)} \leq_{L} Y^{(n)}$.

## 6. Remarks

It will be observed that most of the explicit results obtained deal with exponential, Weibull, uniform, power-function and Pareto distributions. This is disappointing but perhaps not surprising. These are indeed the distributions on the positive halfline which have the most analytically tractable distribution functions. They reasonably are most easily dealt with. Open questions abound in this area. For example, it is intriguing that the non-standard example displayed in equation (5.15) for which Lorenz ordering of records obtained, is a mixture of two distributions for each of which the Lorenz ordering of records obtains. Further insight into the structure of the class of distributions for which $X^{(n)} \leq_{L} X^{(n-1)}$, is needed. Similarly it would be desirable to characterize the classes of distributions for which respectively (4.5), (4.6) or (4.7) (or their reversals) hold.
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# Stochastic Ordering of Order Statistics 

Philip J. Boland, Moshe Shaked and J. George Shanthikumar

## 1. Introduction

There are many ways in which one might say that the random variable $X$ is smaller than the random variable $Y$. In the "usual" stochastic ordering, one says that $X$ is stochastically smaller than $Y$ (and write $X \leq_{\mathrm{st}} Y$ ) if $F_{X}(t) \geq F_{Y}(t)$ for all $t$. That is $X \leq_{\text {st }} Y$ if the distribution function $F_{Y}$ of $Y$ is everywhere dominated by that of $X$. If $X_{1}, X_{2}, \ldots, X_{n}$ is a set of random variables, then $X_{(1)} \leq$ $X_{(2)} \leq \cdots \leq X_{(n)}$ will denote the corresponding order statistics. When it is important to emphasize the number $n$ of observations, then $X_{(1: n)} \leq$ $X_{(2: n)} \leq \cdots \leq X_{(n: n)}$ will be used. It is clear from the definition of order statistics that they are ordered in the usual stochastic ordering, that is $X_{(i)} \leq_{\mathrm{st}} X_{(j)}$ for any $i<j$. However there are many other stochastic orders which are of interest in various settings. The hazard rate (or failure rate) ordering is of particular interest in reliability and survival analysis situations. The likelihood ratio ordering is a powerful ordering of random variables which is possessed by many one parameter families of distributions. Other orders which are considered here are dispersive ordering, convex transform ordering, starshaped ordering and superadditive ordering. In this chapter an attempt is made to summarize many of the known results on stochastic ordering of order statistics in a compact way. The text "Stochastic Orders and Their Applications" by Shaked and Shanthikumar (1994) is a comprehensive treatment on stochastic orderings. Indeed further characterizations of the orders discussed here together with proofs of many of the results may be found in this treatise. In section 2 the definitions and some characterizations of the stochastic orders mentioned above are given. Various notions of positive dependence between two random variables $X$ and $Y$ are also reviewed.

In section 3 we give results on stochastic comparisons of order statistics based on one set of observations $X_{1}, X_{2}, \ldots, X_{n}$. Furthermore the bivariate dependence between order statistics $X_{(i)}$ and $X_{(j)}$ is treated, with implications for conditional ordering of order statistics. In section 4 the emphasis is on comparisons of order statistics from two independent sets of observations $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$.

## 2. Stochastic orderings

In this section we give definitions of many of the commonly used stochastic orders for comparing random variables. We also summarize some of the equivalent characterizations and properties of these orderings which we will find useful for our discussion of stochastic ordering of order statistics in sections 3 and 4.
$F_{X}$ will denote the distribution function and $\bar{F}_{X}=1-F_{X}$ the survival function of the random variable $X$. If $X$ is absolutely continuous (discrete), $f_{X}$ will denote its density (mass function). We say that a function $g$ is increasing if it is nondecreasing, and $a / 0$ is interpreted as $\infty$ for $a>0$.

The random variable $X$ is smaller than the random variable $Y$ in the usual stochastic order $\left(X \leq_{s t} Y\right)$ if $F_{X}(t) \geq F_{Y}(t)$ or equivalently $\bar{F}_{X}(t) \leq \bar{F}_{Y}(t)$ for all $t$. A very useful characterization of this stochastic order is $X \leq_{\text {st }} Y \Longleftrightarrow$ $\mathrm{E}(g(X)) \leq \mathrm{E}(g(Y))$ for all increasing $g$ whenever the expectations exist. Although our interest here is principally on univariate orderings, we mention the natural extension of the usual stochastic order to random vectors given this characterization of the univariate order. The random vector $\boldsymbol{X}=\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ is smaller than the random vector $\boldsymbol{Y}=\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)$ in (the usual) stochastic order (and written $\left.\boldsymbol{X} \leq_{\mathrm{st}} \boldsymbol{Y}\right)$ if $\mathrm{E}(g(\boldsymbol{X})) \leq \mathrm{E}(g(\boldsymbol{Y}))$ for all increasing functions $g$ whenever the expectations exist. It is easy to see that it is closed under mixtures in the sense that if $\boldsymbol{X}, \boldsymbol{Y}$, and $\Theta$ are random vectors where $[\boldsymbol{X} \mid \Theta=\theta] \leq_{s t}[\boldsymbol{Y} \mid \Theta=\theta]$ for all $\theta$, then $X \leq_{s t} Y$. The usual stochastic order is closed under convolutions whereby if $X_{1}, X_{2}, Y_{1}$, and $Y_{2}$ are independent and $X_{i} \leq_{\mathrm{st}} Y_{i}$ for $i=1,2$, then $X_{1}+X_{2} \leq_{\mathrm{st}}$ $Y_{1}+Y_{2}$.

The hazard rate ordering is an ordering for random variables which compares lifetimes with respect to their hazard rate functions. If $X$ is an absolutely continuous nonnegative random variable with density $f_{X}$, then we define $r_{X}(t)=f_{X}(t) / \bar{F}_{X}(t)$ to be its hazard rate (or failure rate) function. If $X$ and $Y$ with respective hazard rate functions $r_{X}$ and $r_{Y}$ satisfy $r_{X}(t) \geq r_{Y}(t)$ for all $t>0$, then we say that $X$ is smaller than $Y$ in the hazard rate ordering and write $X \leq_{\text {hr }} Y$. Since the hazard rate function at time $t$ represents the instantaneous rate of failure given survival to time $t, X \leq_{\mathrm{hr}} Y$ means intuitively that given the lifetimes $X$ and $Y$ exceed $t$ (for any fixed $t$ ), then $X$ is more likely to fail than $Y$ in the 'immediate' future. The hazard rate ordering is particularly useful in reliability theory and survival analysis due to the importance of the hazard rate function in these areas. The hazard rate ordering can of course be extended to nonnegative random variables. The condition $r_{X}(t) \geq r_{Y}(t)$ for all $t$ is equivalent to the requirement that $\bar{F}_{Y}(t) / \bar{F}_{X}(t)$ is increasing in $t$, and this later condition can be used to define the hazard rate ordering in more generality (when for example densities don't exist). We will use this definition here, and hence say that $X$ is smaller than $Y$ in the hazard rate ordering (and write $X \leq_{\mathrm{hr}} Y$ ) if $\bar{F}_{Y}(t) / \bar{F}_{X}(t)$ is increasing in $t$. Keilson and Sumita (1982) used this definition to define an order termed "uniform stochastic order in the positive direction". It is easy to verify that $\bar{F}_{Y}(t) / \bar{F}_{X}(t)$ is increasing in $t \Longleftrightarrow P[X>t+s \mid X>t] \leq P[Y>t+s \mid Y>t]$ for all $s>0$ and $t \Longleftrightarrow[X \mid X>t] \leq_{\mathrm{st}}[Y \mid Y>t]$ for all $t$. Hence $X \leq_{\mathrm{hr}} Y \Longleftrightarrow$ conditional
on survival of both $X$ and $Y$ to $t$ (for any $t$ ), $X$ is less than $Y$ in the usual stochastic order. This makes it clear that the hazard rate ordering is a stronger ordering than the usual stochastic ordering. A nonnegative random variable $X$ with hazard function $r_{X}$ is IFR (increasing failure or hazard rate) if $r_{X}$ is increasing (equivalently $\bar{F}_{X}$ is log concave on its support). Similarly $X$ is DFR (decreasing failure or hazard rate) if $r_{X}$ is decreasing. The hazard rate ordering is not necessarily closed under convolutions since if $X_{1}, X_{2}$ are independent and $Y_{1}, Y_{2}$ are independent where $X_{i} \leq_{\mathrm{hr}} Y_{i}$ for $i=1,2$, then it does not necessarily follow that $X_{1}+X_{2} \leq_{\mathrm{hr}} Y_{1}+Y_{2}$. However it can be shown that $X_{1}+X_{2} \leq_{\mathrm{hr}} Y_{1}+Y_{2}$ if $X_{1}, X_{2}, Y_{1}$ and $Y_{2}$ are IFR. See Keilson and Sumita (1982) and Shanthikumar and Yao (1991) for more on the hazard rate ordering and convolutions. Finally the hazard rate ordering is not necessarily closed under mixtures, although if $X, Y$, and $\Theta$ are random variables where $[X \mid \Theta=\theta] \leq_{\mathrm{hr}}\left[Y \mid \Theta=\theta^{\prime}\right]$ for all $\theta$ and $\theta^{\prime}$, then $X \leq_{\mathrm{hr}} Y$ (Shaked and Shanthikumar (1994)).

If $X$ and $Y$ are continuous random variables with respective densities or mass functions $f_{X}$ and $f_{Y}$, then we say $X$ is smaller than $Y$ in the likelihood ratio ordering $\left(X \leq_{1 \mathrm{r}} Y\right)$ if $f_{Y}(t) / f_{X}(t)$ is increasing in $t$ over the union of supports of $X$ and $Y$. If $\left\{X_{\theta}: \theta \in \Theta \subseteq R\right\}$ is a family of random variables where $X_{\theta} \leq_{\operatorname{lr}} X_{\theta^{\prime}}$ for any $\theta<\theta^{\prime}$, then we say $\left\{X_{\theta}: \theta \in \Theta\right\}$ has the monotone likelihood ratio property. This is equivalent to saying that $f_{\theta}\left(t_{1}\right) f_{\theta^{\prime}}\left(t_{2}\right) \geq f_{\theta}\left(t_{2}\right) f_{\theta^{\prime}}\left(t_{1}\right)$ whenever $t_{1}<t_{2}$ and $\theta<\theta^{\prime}$, or that the function $h(\theta, t)=f_{\theta}(t)$ is $\mathbf{T P}_{2}$ (totally positive of order 2) in $\theta$ and $t$. The family of exponential distributions is but one with the monotone likelihood ratio property. It is well known that the likelihood ratio order is stronger than the hazard rate order. The likelihood ratio order is not in general closed under convolutions, but if $X_{1}, X_{2}$ are independent and $Y_{1}, Y_{2}$ are independent where $X_{1} \leq_{\operatorname{lr}} Y_{1}, X_{2} \leq_{\operatorname{lr}} Y_{2}$ and the densities or mass functions of $X_{2}, Y_{2}$ are $\log$ concave, then $X_{1}+X_{2} \leq_{\text {lr }} Y_{1}+Y_{2}$ (Shanthikumar and Yao (1991)). The likelihood ratio order has a closure property for mixtures like that of the hazard rate order, that is if $X, Y$, and $\Theta$ are random variables where $[X \mid \Theta=\theta] \leq_{\mathrm{lr}}\left[Y \mid \Theta=\theta^{\prime}\right]$ for all $\theta$ and $\theta^{\prime}$, then $X \leq_{\operatorname{lr}} Y$. The following Fig. 1 gives the implications between the three stochastic orders discussed up to this point.

$$
X \leq_{\mathrm{lr}} Y \Longrightarrow X \leq_{\mathrm{hr}} Y \Longrightarrow X \leq_{\mathrm{st}} Y
$$

Fig. 1.
The dispersive ordering is a variability comparison between two random variables. Let $F_{X}^{-1}$ and $F_{Y}^{-1}$ be the right continuous inverses of $F_{X}$ and $F_{Y}$ respectively. We say that $X$ is smaller than $Y$ in the dispersive order $\left(X \leq_{\text {disp }} Y\right)$ if $F_{X}^{-1}(\beta)-F_{X}^{-1}(\alpha) \leq F_{Y}^{-1}(\beta)-F_{Y}^{-1}(\alpha)$ for all $0 \leq \alpha<\beta \leq 1$. This is a variability or tail like ordering as it requires the difference of any two quantiles of $X$ to be smaller than the difference of the corresponding quantiles of $Y$ in order for $X \leq_{\text {disp }} Y$. Unlike any of the orderings so far discussed, the dispersive order is closed under shifts, that is $X \leq_{\text {disp }} Y \Longleftrightarrow X+c \leq_{\text {disp }} Y$ for any $c$. An equivalent definition of $X \leq_{\text {disp }} Y$ is to require that $F_{Y}^{-1}\left(F_{X}(t)\right)-t$ be increasing in $t$. It is easy to see that for example if $U_{i}$ is uniform on $\left(a_{i}, b_{i}\right)$ for $i=1,2$, then $U_{1} \leq_{\text {disp }} U_{2}$ if
$b_{1}-a_{1} \leq b_{2}-a_{2}$. Also if $X_{2}$ is exponential with mean $1 / \hat{\lambda}$, then $\lambda_{1}>\lambda_{2} \Longrightarrow X_{\lambda_{1}} \leq_{\text {disp }} X_{\lambda_{2}}$. The dispersive order is not closed under convolutions. A random variable $Z$ is dispersive if $X+Z \leq_{\text {disp }} Y+Z$ whenever $Z$ is independent of $X, Y$ and $X \leq_{\text {disp }} Y$. It can be shown (Lynch, Mimmack and Proschan (1983), Lewis and Thompson (1981), and Shaked and Shanthikumar (1994)) that $Z$ is dispersive $\Longleftrightarrow Z$ has a $\log$ concave density ( $Z$ is strongly unimodal). Furthermore $X \leq_{\text {disp }} X+Y$ for any $Y$ independent of $X \Longleftrightarrow X$ has a log concave density (Droste and Wefelmeyer (1985)).

Finally we define three orderings which we refer to as the transform orders: the convex, the star, and the superadditive orders (see Shaked and Shanthikumar (1994)). They are also dealt with extensively in Barlow and Proschan (1981). Let us now suppose $X$ and $Y$ are nonnegative random variables where $X$ has interval support. One says that $X$ is less than $Y$ in the convex transform order $\left(X \leq_{c} Y\right)$ if $F_{Y}^{-1} F_{X}(t)$ is convex on the support of $X$. If $X$ and $Y$ are Weibull random variables with the same scale parameter but with shape parameters $\alpha_{X}$ and $\alpha_{Y}$ respectively, then $X \leq_{c} Y \Longleftrightarrow \alpha_{Y} \leq \alpha_{X}$. If $Y$ is exponential with $F_{Y}(t)=1-\mathrm{e}^{-\lambda t}$, then $F_{Y}^{-1} F_{X}(t)=-\frac{1}{2} \ell n \bar{F}_{X}(t)$ has derivative $r_{X}(t) / \lambda$. Hence $X$ is IFR (has increasing failure rate) $\Longleftrightarrow X \leq_{c} \operatorname{Exp}(\lambda)$, and this observation is one motivation for the definition of the convex transform ordering (which was introduced by van Zwet (1964)). We say that $X$ is less than $Y$ in the star order $\left(X \leq_{*} Y\right)$ if $F_{Y}^{-1} F_{X}(t)$ is starshaped (that is $F_{Y}^{-1} F_{X}(t) / t$ is increasing in $t$ ). It is well known to reliabilists that $X \leq_{*} \operatorname{Exp}(\lambda) \Longleftrightarrow X$ is IFRA (increasing failure rate average). Shaked and Shanthikumar (1994) show that the star order and the dispersive order are related by: $X \leq_{*} Y \Longleftrightarrow \ln X \leq_{\text {disp }} \ln Y$. We say that $X$ is less than $Y$ in the superadditive order $\left(X \leq_{\mathrm{su}} Y\right)$ if $F_{Y}^{-1} F_{X}(s+t) \geq F_{Y}^{-1} F_{X}(s)+F_{Y}^{-1} F_{X}(t)$ for all $s, t>0$ (that is $F_{Y}^{-1} F_{X}$ is superadditive on the support of $X$ ). Theorists in reliability know that $X \leq_{\mathrm{su}} \operatorname{Exp}(\lambda)$ is equivalent to saying that $X$ is NBU (new better than used). Any increasing convex function on $[0, \infty)$ is starshaped, and every increasing starshaped function on $[0, \infty)$ is also superadditive. Figure 2 shows the implications between the last four stochastic orders which have been introduced.


Fig. 2.
There are many notions of positive dependence between two random variables $X$ and $Y$. The reader would do well to consult Jogdeo (1982), Barlow and Proschan (1981), and Tong (1980) for more extensive treatments of this subject. Perhaps the strongest notion of dependence between two random variables $X$ and $Y$ is $\mathrm{TP}_{2}$ (totally positive of order 2) dependence. $X$ and $Y$ are $\mathrm{TP}_{2}$ dependent if
their joint density or mass function $f(x, y)$ is totally positive of order 2 in $x$ and $y$, or more precisely if

$$
\left|\begin{array}{ll}
f\left(x_{1}, y_{1}\right) & f\left(x_{1}, y_{2}\right) \\
f\left(x_{2}, y_{1}\right) & f\left(x_{2}, y_{2}\right)
\end{array}\right| \geq 0
$$

for any $x_{1}<x_{2}, y_{1}<y_{2}$. We say that the random variables $X$ and $Y$ are right corner set increasing (RCSI) if for any fixed $x$ and $y, P[X>x, Y>y$ $\left.\mid X>x^{\prime}, Y>y^{\prime}\right]$ is increasing in $x^{\prime}$ and $y^{\prime}$. One says that $Y$ is stochastically increasing in $X$ if $P[Y>y \mid X=x]$ is increasing in $x$ for all $y$, and write $\operatorname{SI}(Y \mid X)$. Lehmann (1966) uses the term positively regression dependent to describe SI.

We say that $Y$ is right tail increasing in $X$ if $P[Y>y \mid X>x]$ is increasing in $x$ for all $y$, and write $\operatorname{RTI}(Y \mid X)$. Similarly $Y$ is left tail decreasing in $X$ if $P[Y>y \mid X<x]$ is decreasing in $x$ for all $y$, and we denote this by $\operatorname{LTD}(Y \mid X)$. The random variables $X$ and $Y$ are associated (written $\mathrm{A}(\boldsymbol{X}, \boldsymbol{Y})$ ) if $\operatorname{Cov}[\Gamma(X, Y), \Delta(X, Y)] \geq 0$ for all pairs of increasing binary functions $\Gamma$ and $\Delta$. Finally we say $X$ and $Y$ are positively quadrant dependent if

$$
P[X \leq x, Y \leq y] \geq P[X \leq x] P[Y \leq y]
$$

for all $x, y$, and write $\operatorname{PQD}(\boldsymbol{X}, \boldsymbol{Y})$. The various implications between these notions of dependence, at least for continuous random variables are summarized in the following Fig. 3 (Barlow and Proschan (1981)).


Fig. 3. Implications among notions of bivariate dependence.

## 3. Stochastic order for order statistics from one sample

In this section we discuss stochastic order relations between the order statistics $X_{(i)}$ and $X_{(j)}$ based on one set of observations $X_{1}, X_{2}, \ldots, X_{n}$. The first two results concerning the usual stochastic order and the hazard rate order hold in considerable generality. We next consider the case where $X_{1}, X_{2}, \ldots, X_{n}$ are independent and identically distributed, and then proceed to the situation where $X_{1}, X_{2}, \ldots, X_{n}$ are independent but otherwise arbitrarily distributed. The case when $X_{1}, X_{2}, \ldots, X_{n}$ represent a random sample taken without replacement from a finite population is also mentioned. Most of the results are for the situation where $X_{1}, X_{2}, \ldots, X_{n}$ are absolutely continuous with density functions.

It should be clear from the definition of the order statistics $X_{(i)}$ and $X_{(j)}$ (where $i<j)$ that $P\left[X_{(j)}>t\right] \geq P\left[X_{(i)}>t\right]$ when $X_{1}, X_{2}, \ldots, X_{n}$ is any set of random variables. Therefore in general one has the following result.

Theorem 3.1. Let $X_{1}, X_{2}, \ldots, X_{n}$ be random variables. Then for $i<j$, $X_{(i)} \leq{ }_{\text {st }} X_{(j)}$.

The next Theorem shows that for any independent random variables $X_{1}$, $X_{2}, \ldots, X_{n}$, the order statistics are ordered with respect to the hazard rate ordering. The proof for the case when $X_{1}, X_{2}, \ldots, X_{n}$ are absolutely continuous was given in Boland, El-Neweihi and Proschan (1994). The proof given here is new but is similar in nature to that of the main result in Shaked and Shanthikumar (1995).

Theorem 3.2. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables. Then for $i<j, X_{(i)} \leq_{\mathrm{hr}} X_{(j)}$.

Proof. For any $t$, let $N_{t}=\sum_{i=1}^{n} I\left(X_{i}>t\right)$. Now $I\left(X_{i}>t\right)$ has log concave density, and it is easy to see that as $t$ increases $I\left(X_{i}>t\right)$ decreases in the likelihood ratio ordering. Using the aforementioned result on preservation of the likelihood ratio order under convolutions (see also Theorem 1.C. 5 of Shaked and Shanthikumar (1994), or Shanthikumar and Yao (1991)), it follows that $N_{t}$ decreases in the likelihood ratio order as $t$ increases. Since the likelihood ratio order is stronger than the hazard rate order, it follows that $N_{t}$ is decreasing (with $t$ ) in the hazard rate order. Note now that $P\left(N_{t}>n-j+1\right)=P\left(X_{(j)}>t\right)$. Hence for any $s>0$ and $i<j$, one has that

$$
\begin{aligned}
& \frac{P\left(N_{t}>n-j+1\right)}{P\left(N_{t+s}>n-j+1\right)} \leq \frac{P\left(N_{t}>n-i+1\right)}{P\left(N_{t+s}>n-i+1\right)} \\
& \text { or } \quad \frac{P\left(X_{(j)}>t\right)}{P\left(X_{(j)}>t+s\right)} \leq \frac{P\left(X_{(i)}>t\right)}{P\left(X_{(i)}>t+s\right)} \\
& \text { or } \quad \frac{P\left(X_{(i)}>t+s\right)}{P\left(X_{(i)}>t\right)} \leq \frac{P\left(X_{(j)}>t+s\right)}{P\left(X_{(j)}>t\right)} \\
& \text { or } \quad X_{(i)} \leq \mathrm{hr} X_{(j)}
\end{aligned}
$$

Figure 4 illustrates the hazard rate functions of the order statistics $X_{(1)}, X_{(2)}, X_{(3)}$ and $X_{(4)}$ (denoted respectively by $r_{(1)}(t), r_{(2)}(t), r_{(3)}(t)$ and $r_{(4)}(t)$ ) when $X_{1}, X_{2}, X_{3}, X_{4}$ are independent exponential random variables with respective parameters $1,2,3$ and 4.

Now suppose $X_{1}, X_{2}, \ldots, X_{n}$ are independent identically distributed random variables with common density $f$. The density function of the $i^{\text {th }}$ order statistic is given by

$$
f_{(i)}(t)=\frac{n!}{(i-1)!(n-i)!} F^{i-1}(t) f(t) \bar{F}^{n-i}(t)
$$

Therefore the ratio of the density functions of $X_{(j)}$ and $X_{(i)}$ for $i<j$ is given by

$$
\frac{f_{(j)}(t)}{f_{(i)}(t)}=c\left(\frac{F(t)}{\bar{F}(t)}\right)^{j-i} \quad \text { which is increasing in } t
$$

This yields the following result (see Chan, Proschan and Sethuraman (1991)).
Theorem 3.3. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent identically distributed random variables with common density. Then $X_{(i)} \leq \operatorname{lr} X_{(j)}$ for $i<j$.

Another likelihood ratio order result for maximums and minimums is given by Shaked and Shanthikumar (1994). Their result compares the maximum (mini-


Fig. 4. Hazard rate functions of exponential order statistics.
mum) of $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ with the maximum (minimum) of $\left\{X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}\right\}$ in the independent identically distributed (i.i.d.) case where $X$ is either absolutely continuous or discrete.

Theorem 3.4. Let $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$ be independent identically distributed random variables which are either absolutely continuous or discrete. Then

$$
X_{(n: n)} \leq_{\operatorname{lr}} X_{(n+1: n+1)} \quad \text { and } \quad X_{(1: n)} \geq_{\operatorname{lr}} X_{(1: n+1)}
$$

We consider now the dispersive ordering in the i.i.d. case. Although we expect the $j^{\text {th }}$ order statistic $X_{(j)}$ to be larger than $X_{(i)}(i<j)$ in many senses, it is not clear if we should expect $X_{(j)}$ to be more "dispersed" than $X_{(i)}$. It is true however in the case where $X_{1}, X_{2}, \ldots, X_{n}$ are exponentially distributed with parameter $\lambda$. In this situation it is well known that $X_{(j)}=X_{(i)}+\left(X_{(j)}-X_{(i)}\right)$ where $X_{(i)}$ and $\left(X_{(j)}-X_{(i)}\right)$ are independent, and $X_{(j)}-X_{(i)}$ is the sum of $j-i$ independent exponential random variables. $X_{(j)}-X_{(i)}$ has log concave density since the sum of independent random variables with log concave densities has log concave density, and therefore it follows from our discussion of the convolution properties of the dispersive order in Section 2 that $X_{(i)} \leq_{\text {disp }} X_{(j)}$. Bagai and Kochar (1986) (or see Theorem 2.B. 13 in Shaked and Shanthikumar (1994)) have shown that if $X \leq_{\mathrm{hr}} Y$ and either $X$ or $Y$ are DFR, then $X \leq_{\text {disp }} Y$. We know (Theorem 3.2) that when $X_{1}, X_{2}, \ldots, X_{n}$ are independent then $X_{(i)} \leq_{\mathrm{hr}} X_{(j)}$ for any $i<j$, and hence if either $X_{(i)}$ or $X_{(j)}$ is DFR it follows that $X_{(i)} \leq \leq_{\operatorname{disp}} X_{(j)}$.

The following example shows that in spite of the above situation for exponential random variables, there is not much hope for the dispersive ordering of order statistics in general. In this example we see that the minimum $X_{(1)}$ and the maximum $X_{(2)}$ from a sample of size 2 of uniform random variables on $[0,1]$ are not ordered in the dispersive order.

Example 3.5. Let $X_{1}$ and $X_{2}$ be independent random variables uniformly distributed on $[0,1]$. If $X_{(1)}$ and $X_{(2)}$ are the minimum and maximum of $\left\{X_{1}, X_{2}\right\}$, we have that $F_{(1)}(t)=1-(1-t)^{2}$ and $F_{(2)}(t)=t^{2}$. Hence

$$
\begin{align*}
& F_{(1)}^{-1}(\beta)-F_{(1)}^{-1}(\alpha) \leq F_{(2)}^{-1}(\beta)-F_{(2)}^{-1}(\alpha)  \tag{3.1}\\
\Longleftrightarrow & \sqrt{1-\alpha}+\sqrt{\alpha} \leq \sqrt{\beta}+\sqrt{1-\beta} \quad \text { for } \quad 0 \leq \alpha<\beta \leq 1 .
\end{align*}
$$

The function $g(t)=\sqrt{1-t}+\sqrt{t}$ on $[0,1]$ is symmetric around $\frac{1}{2}$ and increasing on [ $0, \frac{1}{2}$ ]. Hence (3.1) is valid if $\alpha<\beta \leq \frac{1}{2}$ and the reverse holds if $\frac{1}{2} \leq \alpha<\beta \leq 1$. In particular $X_{(1)}$ is not less than $X_{(2)}$ in the dispersive ordering, although one might be tempted to say that $X_{(1)}$ is less dispersed than $X_{(2)}$ for lower quantiles (and the reverse for higher quantiles).

It seems natural to expect some degree of positive dependence between the order statistics $X_{(i)}$ and $X_{(j)}$ from any set of observations $X_{1}, X_{2}, \ldots, X_{n}$. In the independent identically distributed case where $i<j$ and $f$ is the common density function, then the joint density $f_{(i),(j)}$ of $X_{(i)}$ and $X_{(j)}$ is given by

$$
f_{(i),(j)}(s, t)=\left\{\begin{array}{l}
c(i, j, n) F^{i-1}(s)[F(t)-F(s)]^{j-i-1}[\bar{F}(t)]^{n-j} f(s) f(t) \quad s \leq t \\
0 \quad \text { otherwise }
\end{array}\right.
$$

where $c(i, j, n)$ is a constant. Algebraically it is easy to see that $f_{(i),(j)}$ is $\mathbf{T P}_{2}$ in $s$ and $t$ is equivalent to

$$
\left[F\left(t_{1}\right)-F\left(s_{1}\right)\right]\left[F\left(t_{2}\right)-F\left(s_{2}\right)\right] \geq\left[F\left(t_{2}\right)-F\left(s_{1}\right)\right]\left[F\left(t_{1}\right)-F\left(s_{2}\right)\right]
$$

which is always true. This proves the following result:
Theorem 3.6. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent identically distributed random variables which are absolutely continuous. Then $X_{(i)}$ and $X_{(j)}$ are $\mathrm{TP}_{2}$ dependent.

Note then in particular that for any $i<j, P\left[X_{(j)}>t \mid X_{(i)}=s\right]$ is increasing in $s$, and that as a result the family of conditional random variables $\left\{X_{(j)} \mid X_{(i)}=s: s \in \operatorname{Support} X\right\}$ is increasing in the usual stochastic order.

The next two Theorems of Boland, El-Neweihi and Proschan (1994) provide results for the hazard rate ordering when comparing order statistics from $X_{1}, \dot{X}_{2}, \ldots, X_{n}$ with those from $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$. Hence we use the notation $X_{(i: n)}$ and $X_{(i: n+1)}$ to denote the $i^{\text {th }}$ order statistic from $X_{1}, X_{2}, \ldots, X_{n}$ and $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$ respectively. In the first of these results we assume that $r_{n+1}(t) \leq r_{k}(t)$ for all $t$ and $k=1, \ldots, n$, while for the second we assume that $r_{n+1}(t) \geq r_{k}(t)$ for all $t$ and $k=1, \ldots, n$.

Theorem 3.7. Let $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$ be independent random variables where $X_{k} \leq_{\mathrm{hr}} X_{n+1}$ for $k=1, \ldots, n$. Then $X_{(i-1: n)} \leq_{\mathrm{hr}} X_{(i: n+1)}$ for $i=2, \ldots, n+1$.

Theorem 3.8. Let $X_{1}, X_{2}, \ldots, X_{n}, X_{n+1}$ be independent random variables where $X_{n+1} \leq_{\mathrm{hr}} X_{k}$ for $k=2, \ldots, n$. Then $X_{(i: n)} \geq_{\mathrm{hr}} X_{(i: n+1)}$ for all $i=1, \ldots, n$.

Note that the continuous version of Theorem 3.4 is a special case of Theorems 3.7 and 3.8.

One might expect the order statistics to be ordered in the independently distributed case with respect to the (even stronger) likelihood ratio order. Surprisingly enough we will see in the following example that this is not the case in general (even for $n=2$ ), although we know it is true if the $X_{i}$ 's are identically distributed. It will also provide us with an example of two random variables $X$ and $Y$ where $X \leq_{\mathrm{hr}} Y$ but $X \leq_{\mathrm{lr}} Y$.

Example 3.9. Let $f_{i}$ and $\bar{F}_{i}=1-F_{i}$ be the density and survival function of $X_{i}, i=1,2$. The densities of $X_{(2)}$ and $X_{(1)}$ are given respectively by: $f_{1}(t)\left(1-\bar{F}_{2}(t)\right)+f_{2}(t)\left(1-\bar{F}_{1}(t)\right)$ and $f_{1}(t) \bar{F}_{2}(t)+f_{2}(t) \bar{F}_{1}(t)$. Now $X_{(2)}$ is greater in the likelihood ratio ordering than $X_{(1)} \Longleftrightarrow\left(f_{1}(t)\left(1-\bar{F}_{2}(t)\right)+f_{2}(t)\right.$ $\left.\left(1-\bar{F}_{1}(t)\right)\right) /\left(f_{1}(t) \bar{F}_{2}(t)+f_{2}(t) \bar{F}_{1}(t)\right)$ is increasing in $t$. Equivalently by taking the derivative of the right-hand side and performing simple algebraic manipulations we must have

$$
\begin{align*}
& {\left[f_{1}(t) f_{2}^{\prime}(t)-f_{2}(t) f_{1}^{\prime}(t)\right]\left[\bar{F}_{2}(t)-\bar{F}_{1}(t)\right]}  \tag{3.2}\\
& \quad+2\left[f_{1}(t) f_{2}^{2}(t)+f_{2}(t) f_{1}^{2}(t)\right] \geq 0 \text { for all } t \geq 0
\end{align*}
$$

Clearly one can construct $f_{1}, f_{2}$ such that the left-hand side of (3.2) is negative for at least one $t>0$. Here is such a choice: let

$$
f_{1}(t)= \begin{cases}\frac{3}{2} & 0 \leq t \leq \frac{2}{3} \\ 0 & \text { otherwise }\end{cases}
$$

and let

$$
f_{2}(t)= \begin{cases}1 & 0 \leq t \leq .50 \\ 1-25(t-.50) & .50 \leq t \leq .52 \\ .50 & .52 \leq t \leq 1.49\end{cases}
$$

Now the right hand limit of the left side of (3.2) as $t$ approaches .50 is equal to

$$
\left[\frac{3}{2}(-25)-0\right]\left[\frac{1}{2}-\frac{1}{4}\right]+2\left(\frac{3}{2}+\frac{9}{4}\right)=-\frac{150}{16}+\frac{15}{2}<0
$$

and hence $X_{(1)}$ is not smaller than $X_{(2)}$ in the likelihood ratio order.
Although the order statistics from an independent set of random variables are not necessarily increasing in the likelihood ratio ordering, Bapat and Kochar (1994) have proved that this is true under mild conditions if the independent random variables are themselves ordered according to the likelihood ratio order. Their result is the following theorem, which is proved using the theory of permanents. Note that Theorem 3.10 seems to be more general than Theorem 3.3 since identically distributed random variables are likelihood ratio ordered, however the proof of Theorem 3.10 requires differentiable densities with common interval support.

Theorem 3.10. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables with respective differentiable density functions $f_{1}, f_{2}, \ldots, f_{n}$ which have common interval support. If $X_{1} \leq_{\operatorname{lr}} X_{2} \leq_{\operatorname{lr}} \cdots \leq_{\operatorname{lr}} X_{n}$, then

$$
X_{(1)} \leq_{\operatorname{lr}} X_{(2)} \leq_{\operatorname{lr}} \cdots \leq_{\operatorname{lr}} X_{(n)}
$$

Note that in particular if $X_{1}, X_{2}, \ldots, X_{n}$ are independent exponential random variables with respective parameters $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, then it follows from the above that $X_{(1)} \leq_{\operatorname{lr}} X_{(2)} \leq_{\operatorname{lr}} \cdots \leq_{\operatorname{lr}} X_{(n)}$. Another example is where $X_{1}, X_{2}, \ldots, X_{n}$ are independent normal random variables with variance $\sigma^{2}$ and respective means $\mu_{1}, \mu_{2}, \ldots, \mu_{n}$.

In the independent (but not necessarily identically distributed) case of random variables $X_{1}, X_{2}, \ldots, X_{n}$, it is not necessarily true that $X_{(i)}$ and $X_{(j)}$ are $\mathrm{TP}_{2}$ dependent. In fact even in the case where $X_{1}$ and $X_{2}$ are independent exponentials with respective means 1 and $.5, X_{(1)}$ and $X_{(2)}$ are not $\mathrm{TP}_{2}$ dependent (in fact they
do not even satisfy the weaker condition of RCSI - see Boland, Hollander, JoagDev and Kochar (1994)). The following result (Boland et al., 1994) does show however that in general $X_{(j)}$ is right tail increasing in $X_{(i)}$ whenever $i<j$.

Theorem 3.11. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independently distributed random variables. Then for any $i<j, \operatorname{RTI}\left(X_{(j)} \mid X_{(i)}\right)$.

Theorem 3.11 implies that as $s$ varies, the family of conditional order statistics $\left\{\left(X_{(j)} \mid X_{(i)}>s\right)\right\}$ is stochastically increasing in $s$ in the usual stochastic order whenever $i<j$.

Now let us suppose that $X_{1}, X_{2}, \ldots, X_{n}$ represent a random sample of size $n$ taken without replacement from a finite population. Then $X_{1}, X_{2}, \ldots, X_{n}$ are identically distributed discrete random variables which are clearly dependent. The following result of Boland et al. (1994) shows a strong dependence between order statistics in this situation.

Theorem 3.12. Let $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ represent the observations of a random sample taken without replacement from a finite population. Then for any $i$ and $j$, $X_{(i)}$ and $X_{(j)}$ have a $\mathrm{TP}_{2}$ joint mass function.

A consequence of the above result is that in this finite population sampling situation, for any $i<j, \operatorname{SI}\left(X_{(j)} \mid X_{(i)}\right)$. Hence in particular the family of conditional random variables $\left\{X_{(j)} \mid X_{(i)}=s\right\}$ is increasing in $s$ in the usual stochastic order.

Now suppose that $[X \mid \Theta=\theta]$ is a random variable for each value of the random variable $\Theta$. Then $X$ itself is a mixture with respect to $\Theta$. Let $\left(X_{1}, X_{2}, \ldots, X_{n}\right)$ be a sample of size $n$ from this mixture. Then although the $X_{i}$ 's are identically distributed they are dependent through $\Theta$. Boland and El-Neweihi (1995) show the following dependence result for consecutive order statistics.

Theorem 3.13. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a sample of size $n$ from a mixture distribution with respect to $\Theta$, where the family of density functions $\left\{f_{\theta}(t): \theta \in \Theta\right\}$ has the monotone likelihood ratio property. Then for any $i, X_{(i)}$ and $X_{(i+1)}$ are $\mathrm{TP}_{2}$ dependent.

## 4. Stochastic order for order statistics from two samples

In this section we assume that $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ are two sets of random variables of size $n$, and we will make various stochastic comparisons between the order statistics $X_{(i)}$ and $Y_{(i)}$ for $i=1,2, \ldots, n$.

If $X_{1}, X_{2}, \ldots, X_{n}$ is a set of $n$ independent random variables and likewise $Y_{1}, Y_{2}, \ldots, Y_{n}$ where $X_{i} \leq_{s t} Y_{i}$ for $i=1, \ldots, n$, then it is easy to verify that (Ross (1983)) $\boldsymbol{X}=\left(X_{1}, X_{2}, \ldots, X_{n}\right) \leq_{s t}\left(Y_{1}, Y_{2}, \ldots, Y_{n}\right)=\boldsymbol{Y}$. Using the fact that $g_{(i)}\left(x_{1}, x_{2}, \ldots, x_{n}\right)=x_{(i)}$ is increasing, we have the following result for the usual stochastic order.

Theorem 4.1. Let $X_{1}, X_{2}, \ldots, X_{n}$ be one set of independent random variables, and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be another set where $X_{i} \leq_{\text {st }} Y_{i}$ for each $i=1,2, \ldots, n$. Then $X_{(i)} \leq_{s t} Y_{(i)}$ for $i=1,2, \ldots, n$.

In order to give further results on stochastic comparisons of order statistics from two samples we introduce the concept of majorization of two vectors $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\boldsymbol{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$. We say $\boldsymbol{a}$ is majorized by $\boldsymbol{b}$ (and write $\boldsymbol{a} \prec \boldsymbol{b})$ if $\sum_{i=1}^{m} a_{(i)} \leq \sum_{i=1}^{m} b_{(i)}$ holds for $m=1,2, \ldots, n-1$ and $\sum_{i=1}^{n} a_{(i)}=$ $\sum_{i=1}^{n} b_{(i)}$. If $\boldsymbol{a}$ is majorized by $\boldsymbol{b}$, then in particular $\boldsymbol{a}$ is less dispersed or spread out than $\boldsymbol{b}$ is. The interested reader should consult Marshall and Olkin (1979), for more on majorization and its applications.

Now suppose $X_{1}, X_{2}, \ldots, X_{n}, Y_{1}, Y_{2}, \ldots, Y_{n}$ are independent random variables with proportional hazard (or failure rate) functions with $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, $\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{n}^{\prime}$ as the respective constants of proportionality. The situation where all of the random variables are exponentially distributed is but one example. The following result of Proschan and Sethuraman (1976) compares the vector of order statistics of $\boldsymbol{X}$ with the corresponding vector of order statistics of $\boldsymbol{Y}$, and generalizes earlier work of Pledger and Proschan (1971), and Sen (1970) on individual order statistics.

Theorem 4.2. Let $X_{1}, X_{2}, \ldots, X_{n}, Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent random lifetimes with proportional hazard functions where $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}, \lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{n}^{\prime}$ are the constants of proportionality. Suppose $\lambda=\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right) \prec\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}, \ldots, \lambda_{n}^{\prime}\right)=\lambda^{\prime}$. Then $\left(X_{(1)}, X_{(2)}, \ldots, X_{(n)}\right) \leq_{\text {st }}\left(Y_{(1)}, Y_{(2)}, \ldots, Y_{(n)}\right)$ and in particular $X_{(i)} \leq_{\text {st }} Y_{(i)}$ for all $i=1, \ldots, n$.

The following example shows that Theorem 4.1 for the usual stochastic order does not generalize to the hazard rate ordering.

Example 4.3. If $X_{1}, X_{2}\left(Y_{1}, Y_{2}\right)$ are independent exponential random variables with parameters or hazards $\lambda_{1}, \lambda_{2}\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}\right)$, then $X_{(2)}\left(Y_{(2)}\right)$ is the lifetime of the parallel system formed from $X_{1}$ and $X_{2}\left(Y_{1}\right.$ and $\left.Y_{2}\right)$. We let $r_{\lambda_{1}, \lambda_{2}}\left(r_{\lambda_{1}^{\prime}, \lambda_{2}^{\prime}}\right)$ be the hazard rate function of $X_{(2)}\left(Y_{(2)}\right)$. If $\left(\lambda_{1}, \lambda_{2}\right)=(.5,15)$ and $\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}\right)=(.5,5)$, then since $X_{i} \leq_{\text {st }} Y_{i}$ for $i=1,2$ it follows from Theorem 4.1 that $X_{(2)} \leq_{\mathrm{st}} Y_{(2)}$. However it is not true (as seen from Fig. 5 below) that $X_{(2)}$ is smaller than $Y_{(2)}$ in the hazard rate ordering.

The following result (see Lynch, Mimmack and Proschan (1987) or Shaked and Shanthikumar (1994)) gives reasonable conditions under which the order statistics from two samples are comparable under the hazard rate ordering. A slightly more general result (with technical conditions) is given in Shaked and Shanthikumar (1995).

Theorem 4.4. Let $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be two sets of independent random variables where $X_{i} \leq_{\mathrm{hr}} Y_{i}$ for all $i$ and $j,(i, j=1,2, \ldots, n)$. Then $X_{(i)} \leq_{\mathrm{hr}} Y_{(i)}$ for $i=1,2, \ldots, n$.

Suppose now that $X_{(2)}=\max \left(X_{1}, X_{2}\right)$ where $X_{1}$ and $X_{2}$ are independent exponential random variables with respective parameters $\lambda_{1}$ and $\lambda_{2}$. The following result (see Boland, El-Neweihi and Proschan (1994)) shows that the more spread out $\left(\lambda_{1}, \lambda_{2}\right)$ is in the sense of majorization, the greater $X_{(2)}$ is in the hazard rate ordering.

Example 4.5. Let $X_{1}, X_{2}, Y_{1}$ and $Y_{2}$ be independent exponential random variables with respective parameters $\lambda_{1}, \lambda_{2}, \lambda_{1}^{\prime}$ and $\lambda_{2}^{\prime}$. Then $\left(\lambda_{1}, \lambda_{2}\right) \prec\left(\lambda_{1}^{\prime}, \lambda_{2}^{\prime}\right) \Longrightarrow$ $X_{(2)} \leq \leq_{h r} Y_{(2)}$.

The above result suggests that perhaps an analogue of Theorem 4.2 for the hazard rate ordering might be valid. However Boland, El-Neweihi and Proschan (1994) show that this is not the case even when comparing the maxima of two samples of independent exponential random variables of size 3. In particular they show that if $X_{1}, X_{2}, X_{3}, Y_{1}, Y_{2}$, and $Y_{3}$ are independent exponentials with respective parameters $0.1,4,6,0.1,1$, and 9 , then although $(0.1,4,6) \prec(0.1,1,9)$ it is not true that $X_{(3)}$ is smaller than $Y_{(3)}$ in the hazard rate ordering (although $X_{(3)} \leq_{\text {st }} Y_{(3)}$ from Theorem 4.2).

Chan, Proschan and Sethuraman (1991) prove the analogue of Theorem 4.4 for the likelihood ratio order, as given below.

Theorem 4.6. Let $X_{1}, X_{2}, \ldots, X_{n}$ and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be two sets of independent absolutely continuous random variables where $X_{i} \leq_{\text {lr }} Y_{j}$ for all $i$ and $j$ $(i, j=1,2, \ldots, n)$. Then $X_{(i)} \leq_{\operatorname{lr}} Y_{(i)}$ for $i=1,2, \ldots, n$.


Fig. 5. Hazard rate functions for the maximum of 2 exponentials.

Now suppose $X_{1}, X_{2}, \ldots, X_{n}$ is a set of independent identically distributed random variables each with distribution equal to that of $X$. Then it is well known (see Barlow and Proschan (1981)) that the distribution function of the $i^{\text {th }}$ order statistic $X_{(i)}$ is given by

$$
F_{X_{(i)}}(t)=B_{(i)}^{n}\left(F_{X}(t)\right)
$$

where

$$
B_{(i)}^{n}(p)=\frac{n!}{(i-1)!(n-i)!} \int_{0}^{p} u^{i-1}(1-u)^{n-i} \mathrm{~d} u \quad \text { for } 0 \leq p \leq 1 .
$$

Suppose also that $Y_{1}, Y_{2}, \ldots, Y_{n}$ is another set of independent random variables with the same distribution as that of $Y$. Then it follows from the above representation that for any $i=1,2, \ldots, n$,

$$
F_{Y_{(i)}^{-1}}^{-1}\left(F_{X(i)}\right)=F_{Y}^{-1}\left(F_{X}\right) .
$$

This observation allows one to prove without much difficulty the following stochastic comparisons for order statistics in the dispersive and transform orders.

Theorem 4.7. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independently distributed random variables with the same distribution as $X$, and similarly $Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent random variables with the same distribution as $Y$.
(a) If $X \leq_{\text {disp }} Y$, then $X_{(i)} \leq_{\text {disp }} Y_{(i)}$ for $i=1,2, \ldots, n$.
(b) If $X \leq_{c} Y$, then $X_{(i)} \leq_{c} Y_{(i)}$ for $i=1,2, \ldots, n$.
(c) If $X \leq_{*} Y$, then $X_{(i)} \leq_{*} Y_{(i)}$ for $i=1,2, \ldots, n$.
(d) If $X \leq_{\text {su }} Y$, then $X_{(i)} \leq_{\text {su }} Y_{(i)}$ for $i=1,2, \ldots, n$.

Theorem 4.7 a is due to Bartoszewicz (1986), while the idea for Theorem 4.7b-d is in Barlow and Proschan (1981). As indicated earlier many of the results in this paper can be found in the extensive treatment of stochastic orders by Shaked and Shanthikumar (1994).
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# Bounds for Expectations of $L$-Estimates 

Tomasz Rychlik

## 1. Introduction

An original sample of a given size, say $n$, will be denoted by $X_{1}, \ldots, X_{n}$. The respective order statistics will be written as $X_{1: n} \leq \cdots \leq X_{n: n}$. For a given sequence $\left(c_{i}\right)_{i=1}^{n} \in \mathscr{R}^{n}$, the $L$-estimate will be defined as $\sum_{i=1}^{n} c_{i} X_{i: n}$. Our objective is to present accurate bounds on the expectation of the $L$-estimates under various assumptions on the distribution of the original sample, with indicating the distributions for which the bounds are attained. Usually, we focus the attention on deriving upper bounds. Some lower ones can be immediately obtained by simple transformations, e.g. inf $\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n}=-\sup \mathrm{E} \sum_{i=1}^{n}\left(-c_{i}\right) X_{i: n}$. The special attention will be devoted to the case of single order statistics. In principle, we consider two types of assumptions:

- $X_{i}, i=1, \ldots, n$, are identically distributed, but can be dependent in an arbitrary way (i.d case),
- $X_{i}, i=1, \ldots, n$, are identically distributed and independent (i.i.d case).

In Section 2 we shall study the expectations of $L$-estimates in the case of dependent random variables with a given common distribution function (for the i.i.d sample, there are well known formulas). For single order statistics, we present a method of obtaining extremes of the expectation and variance of an arbitrary integrable function of the order statistic. Also, we consider the case of nonidentically distributed samples. In Section 3 we present some bounds for both the i.d and i.i.d cases in terms of natural location and scale parameters of the marginal parent distribution, including the expectation and an absolute central moment, the left end point and the length of the support. The results for the i.d case enable us to find some sharp deterministic bounds which hold true for arbitrary samples. In Section 4 we obtain inequalities for the expectations of order statistics based on variables coming from restricted families of distributions: life distributions with monotone failure probability and rate, symmetric and symmetric unimodal. The inequalities will be expressed in terms of the first and second moments of the original variables. The bounds given in Sections 3 and 4 were obtained by means of projecting the quantile and related functions onto convex cones. In Section 5 we apply the Jensen inequality to derive bounds for
expected order statistics coming from the restricted families in terms of quantiles of the parent marginal distribution.

Some bounds presented in the paper were discussed in the monographs by David (1981, Chapter 4, mainly the i.i.d case), Arnold and Balakrishnan (1989, Chapter 3), Arnold et al. (1992, Chapters 5, 6). However, a significant part of the paper content have been obtained quite recently and is reviewed for the first time here. Also, some results have not been published by now.

## 2. Distribution bounds

2.1. I.d case. Assume that $X_{1}, \ldots, X_{n}$ are arbitrarily dependent and have a common fixed distribution function $F$. Let $Q_{F}(x)=\sup \{t: F(t) \leq x\}$ denote the respective right continuous quantile function and let $\mu=\mathrm{E} X_{1}=\int_{0}^{1} Q_{F}(x) \mathrm{d} x$ be finite. Consider an arbitrary $L$-estimate with coefficients $c_{i}, i=1, \ldots, n$, and define $C$ as the greatest convex function on $[0,1]$, vanishing at 0 , and satisfying

$$
C\left(\frac{j}{n}\right) \leq \sum_{i=1}^{j} c_{i}, \quad j=1, \ldots, n
$$

Theorem 1 (Rychlik, 1993a). With $D$ standing for the right derivative of $C$, we have

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq \int_{0}^{1} Q_{F}(x) D(x) \mathrm{d} x \tag{1}
\end{equation*}
$$

The bound is best possible.
Observe that both the $C$ and $D$ depend merely on the coefficients of $L$-estimates, which is ignored in notation, for brevity. Each $D$ is a nondecreasing right continuous jump function which jumps at some multiplicites of $\frac{1}{n}$. This clearly allows us to write the right-hand side of (1) as a combination of subintegrals

$$
\begin{equation*}
\int_{0}^{1} Q_{F}(x) D(x) \mathrm{d} x=\sum_{i=1}^{n} d_{i} \int_{\frac{i-1}{n}}^{\frac{i}{n}} Q_{F}(x) \mathrm{d} x \tag{2}
\end{equation*}
$$

where

$$
\begin{equation*}
d_{i}=D\left(\frac{i-1}{n}\right)=n\left(C\left(\frac{i}{n}\right)-C\left(\frac{i-1}{n}\right)\right), \quad i=1, \ldots, n \tag{3}
\end{equation*}
$$

In fact, $\left(d_{i}\right)_{i=1}^{n}$ is the $l_{2}$-projection of $\left(c_{i}\right)_{i=1}^{n}$ onto the convex cone of nondecreasing sequences in $\mathscr{R}^{n}$. In the special case of single $m^{\text {th }}$ order statistic $D=D_{m: n}=\frac{n}{n+1-m} \mathbf{1}_{\left[\frac{m-1}{n}\right)}$, and, in consequence, (1) becomes

$$
\begin{equation*}
\mathrm{E} X_{m: n} \leq \frac{n}{n+1-m} \int_{\frac{m-1}{n}}^{1} Q_{F}(x) \mathrm{d} x \tag{4}
\end{equation*}
$$

We now turn to describing the conditions for which (1) becomes equality. We express them in terms of distribution functions of order statistics. It can be shown that $F_{i: n}, i=1, \ldots, n$, are the distribution functions of $X_{i: n}, i=1, \ldots, n$, respectively, based on some possibly dependent $F$-distributed random variables iff

$$
\begin{equation*}
\sum_{i=1}^{n} F_{i: n}=n F \tag{5}
\end{equation*}
$$

and, clearly,

$$
\begin{equation*}
F_{i: n} \geq F_{i+1: n}, \quad i=1, \ldots, n-1 . \tag{6}
\end{equation*}
$$

There are various ways of constructing ordered variables $X_{i: n}, i=1, \ldots, n$, with distributions satisfying (5) and (6) (the simplest one consists in taking $Q_{F_{i n}}(U)$, $i=1, \ldots, n$, for $U$ being a standard uniform random variable). Also, there are many ways of constructing identically distributed parent variables $X_{i}, i=1, \ldots, n$, whose order statistics have given distributions (the simplest one consists in the random reordering of $\left.X_{1: n}, \ldots, X_{n: n}\right)$. Let $0=i_{0}<i_{1}<\cdots<i_{v}=n$ be the integers for which $\left(\frac{i_{j}}{n}, \sum_{i=1}^{i_{j}} c_{i}\right), j=1, \ldots, v$, belong to the graph of $C$. Some of $\frac{i_{j}}{n}$ are the break points of $C$. Then (1) becomes equality iff

$$
\begin{equation*}
\mathrm{P}\left(Q_{F}\left(\frac{i_{j^{\prime}}}{n}\right) \leq X_{i_{j-1}+1: n}=X_{i_{j}: n} \leq Q_{F}\left(\frac{i_{j^{\prime}}}{n}\right), j=1, \ldots, v\right)=1 \tag{7}
\end{equation*}
$$

holds together with (5) and (6). Here $\left[\frac{i_{j}^{\prime}}{n}, \frac{i^{\prime \prime}}{n}\right]$ is the interval of linearity of $C$ that contains both the $\frac{i_{j-1}}{n}$ and $\frac{i_{j}}{n}$. In particular, if all $\frac{i_{j}}{n}, j=1, \ldots, v$, are the break points of $C$, then the respective $F_{i: n}, i=1, \ldots, n$, are determined uniquely:

$$
\begin{align*}
F_{i: n}=\max \{ & \left.\min \left\{\frac{n F-i_{j-1}}{i_{j}-i_{j-1}}, 1\right\}, 0\right\}  \tag{8}\\
& i=i_{j-1}+1, \ldots, i_{j}, j=1, \ldots, v
\end{align*}
$$

On the other hand, for the special case of sample mean, yields $C(x)=x, v=n$, and so (7) becomes trivial. Indeed, we see that $\mathrm{E} \frac{1}{n} \sum_{i=1}^{n} X_{i: n}=\int_{0}^{1} Q_{F}(x) \mathrm{d} x=\mu$ for any type of interdependence among the variables.

Inequality (1) can be deduced from the representation

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n}=\int_{-\infty}^{+\infty} x \sum_{i=1}^{n} c_{i} F_{i: n}(\mathrm{~d} x)
$$

and the solution of the linear programming problem

$$
\begin{equation*}
\min \sum_{i=1}^{n} c_{i} F_{i: n}(x)=C(F(x)), \quad x \in \mathscr{R} \tag{9}
\end{equation*}
$$

where the minimum is taken over all $\left(F_{i: n}(x)\right)_{i=1}^{n}$ satisfying (5)-(6), and from a basic property of the stochastic order. This asserts that

$$
\begin{equation*}
\int_{a}^{b} g(x) G(\mathrm{~d} x) \leq \int_{a}^{b} g(x) H(\mathrm{~d} x) \tag{10}
\end{equation*}
$$

for all nondecreasing functions $g$ if $G \geq H$ on $(a, b)$ and $G=H$ at the ends (see, e.g. Marshall and Olkin, 1979, p. 444). At each point $x$, the minimum in (9) is attained by a vector $\left(F_{i: n}^{\star}(x)\right)_{i=1}^{n}$, whose coordinates form distribution functions, as $x$ varies, with properties equivalent to (7).

As a consequence of Theorem 1, we get the best possible lower bounds

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \geq \int_{0}^{1} Q_{F}(x) \bar{D}(x) \mathrm{d} x
$$

where $\bar{D}:[0,1) \mapsto \mathscr{R}$ is the right derivative of the smallest concave function $\bar{C}$ satisfying $\bar{C}\left(\frac{\lambda}{n}\right) \geq \sum_{i=1}^{j} c_{i}, j=0, \ldots, n$.

Example 1. Trimmed mean (single order statistic)

$$
\begin{align*}
\frac{n}{k} \int_{0}^{\frac{k}{n}} Q_{F}(x) \mathrm{d} x & \leq \mathrm{E} \frac{1}{k+1-j} \sum_{i=j}^{k} X_{i: n}  \tag{11}\\
& \leq \frac{n}{n+1-j} \int_{\frac{i-1}{n}}^{1} Q_{F}(x) \mathrm{d} x
\end{align*}
$$

$1 \leq j \leq k \leq n$. The same bounds hold for the expectation of the Winsorized mean $\mathrm{E}_{n}^{\frac{1}{n}}\left[j X_{j: n}+\sum_{i=j+1}^{k-1} X_{i: n}+(n+1-k) X_{k: n}\right]$.

Example 2. Difference of two order statistics

$$
0 \leq \mathrm{E}\left(X_{j: n}-X_{i: n}\right) \leq \frac{n}{n+1-j} \int_{\frac{j-1}{n}}^{1} Q_{F}(x) \mathrm{d} x-\frac{n}{i} \int_{0}^{\frac{i}{n}} Q_{F}(x) \mathrm{d} x
$$

It is worth noting that

$$
\begin{equation*}
\int_{0}^{1} h\left(Q_{F}(x)\right) \bar{D}(x) \mathrm{d} x \leq \mathrm{E} \sum_{i=1}^{n} c_{i} h\left(X_{i: n}\right) \leq \int_{0}^{1} h\left(Q_{F}(x)\right) D(x) \mathrm{d} x \tag{12}
\end{equation*}
$$

for every nondecreasing function such that $\mathrm{E} h\left(X_{1}\right)$ is finite, and equality in (1) implies that in (12).

Let us now concentrate on single order statistics $X_{m: n}, m=1, \ldots, n$, (cf (11)). In this case $C$ has a single break at $\frac{m-1}{n}, C\left(\frac{j}{n}\right)=\sum_{i=1}^{j} c_{i}, j=1, \ldots, m-1, n$, and

$$
\mathrm{P}\left(X_{m-1: n} \leq Q_{F}\left(\frac{m-1}{n}\right) \leq X_{m: n}=X_{n: n}\right)=1,
$$

and

$$
\begin{equation*}
F_{m: n}^{\star}=\max \left\{\frac{n F+1-m}{n+1-m}, 0\right\} \tag{13}
\end{equation*}
$$

by (7)-(8), respectively. Plugging $h_{t}=-\mathbf{1}_{(-\infty, t]}$ into (12) yields $\mathrm{P}\left(X_{m: n} \leq t\right) \geq$ $F_{m: n}^{*}(t)$.

Theorem 2 (Caraux and Gascuel, 1992a, Rychlik, 1992a). For every sequence of dependent identically $F$-distributed random variables $X_{1}, \ldots, X_{n}$, we have

$$
\begin{equation*}
\max \left\{\frac{n F(x)+1-m}{n+1-m}, 0\right\} \leq \mathrm{P}\left(X_{m: n} \leq x\right) \leq \min \left\{\frac{n}{m} F(x), 1\right\} \tag{14}
\end{equation*}
$$

For each lower and upper bound, for each $n \in \mathscr{N}$, and $m=1, \ldots, n$, there exists a sequence of random variables satisfying the bound on the whole real axis.

Accordingly, the joint distributions, which maximize (minimize) the expectation of a given order statistic, minimize (maximize) uniformly the respective distribution function. There are numerous methods of constructing distributions with this property. The first example was presented by Mallows (1969) who constructed an $n$-dimensional density with uniform marginals for which $\mathrm{E} X_{1: n}$ is minimal. Lai and Robbins (1976) extended the Mallows example to the case of arbitrary, possibly nonidentical marginals (the results were expressed in terms of the supremum of expected sample maximum), and noticed the existence of stochastically extreme distribution of the maximum. Lai and Robbins (1978) constructed a sequence of i.d variables (deterministic functions of a single uniform variable) such that every element of the sequence of maxima has the maximal expectation. They proved that these maxima and those of i.i.d sequence tend in distribution to the upper end-point of the support of $F$ at the same rate. Distributions of other extreme order statistics exhibit the analogous asymptotic behavior (see Rychlik, 1992b).

We now describe a method of calculating the accurate lower and upper bounds for the expectation and variance of an arbitrary measurable function $h$ of a given order statistic, presented in Rychlik (1994). To omit trivial solutions we assume that $\mathrm{E} h\left(X_{1}\right)$ and $\operatorname{Var} h\left(X_{1}\right)$ are finite. A first useful result, which is of an intrinsic interest, is the characterization of the all distributions of a given order statistic for the all possible dependent $F$-distributed samples. Distribution function $F_{m: n}$ of some $X_{m: n}$ is characterized by two conditions: one is that the increase of $F_{m: n}$ does not exceed the increase of $n F$, and the other is (14). In other words, each $F_{m: n}$ has a density function $f_{m: n}$ with respect to $F$, not greater than $n F$-almost surely and such that its indefinite integral

$$
\begin{equation*}
F_{m: n}(x)=\int_{-\infty}^{x} f_{m: n}(t) F(\mathrm{~d} t) \quad \text { satisfies (14) for all } x \in \mathscr{R} \tag{15}
\end{equation*}
$$

Therefore

$$
\begin{align*}
\mathrm{E} h\left(X_{m: n}\right)= & \int_{-\infty}^{+\infty} h(x) f_{m: n}(x) F(\mathrm{~d} x)  \tag{16}\\
\operatorname{Varh} h\left(X_{m: n}\right)= & \int_{-\infty}^{+\infty} h^{2}(x) f_{m: n}(x) F(\mathrm{~d} x) \\
& -\left(\int_{-\infty}^{+\infty} h(x) f_{m: n}(x) F(\mathrm{~d} x)\right)^{2} \tag{17}
\end{align*}
$$

and, in consequence, the original problem can be replaced by calculating the extremes of the right-hand side functionals in (16) and (17) for $f_{m: n}$ from the convex set of functions, say $\mathscr{F}_{m: n}$, satisfying $0 \leq f_{m: n} \leq n$ and (15). Embedding $\mathscr{F}_{\text {m:n }}$ into a properly chosen topological space, we can prove that the extreme values of (16) and (17) are attained by some extreme points of $\mathscr{F}_{m: n}$. In the case of continuous $F$, a density $f_{m: n}$ is extreme in $\mathscr{F}_{m: n}$ iff

$$
\begin{align*}
f_{m: n}= & \text { either } 0 \text { or } n \text { on } \\
& \left\{x: \max \left\{\frac{n F(x)+1-m}{n+1-m}, 0\right\}<F_{m: n}<\min \left\{\frac{n}{m} F(x), 1\right\}\right\}, \tag{18}
\end{align*}
$$

which an open set, i.e. a countable, finite, or empty union of disjoint open intervals. For general $F$, extreme $f_{m: n}$ may have at most one value between 0 and $n$ on each subinterval of (18) (for the precise definition, see Rychlik, 1994).

Being confined to such a simple class of densities, we can easily guess the form of solution for typical functions $h$. E.g., for $h$ nondecreasing, the expectation is maximized by the density maximally moved to the right, i.e. $f_{m: n}^{*}=\frac{n}{n+1-m}$ on $\left[Q_{F}\left(\frac{m-1}{n}\right),+\infty\right)(\mathrm{cf}(12)$ and (13)). The variance can be maximized if we maximally disperse the density in the both directions so that we obtain $f_{m: n}^{\star \star}=\frac{n}{m}$ on $(-\infty, a]$ and $\frac{n}{n+1-m}$ on $[b,+\infty)$ for some $a<b$, determined by conditions $\int_{-\infty}^{+\infty} f_{m: n}^{\star \star}(x) F(\mathrm{~d} x)=1$ and parametric maximization of (17).

Example 3. (Rychlik, 1994). Let $X_{1}, \ldots, X_{n}$ be uniformly distributed on $[-1,1]$. Then

$$
\frac{m}{n}-1 \leq \mathrm{E} X_{m: n} \leq \frac{m-1}{n}
$$

with the notation $k=\max \{m, n+1-m\}$

$$
\begin{aligned}
& \left.\begin{array}{rl}
\frac{\left(\frac{2 k}{n}-1\right)^{3}-(2 k-1)^{-2}}{6 \frac{k}{n}} \leq \mathrm{E} X_{m: n}^{2} \leq & {\left[1-\frac{m(n+1-m)}{n(n+1)}\right]^{2}} \\
& +\frac{1}{3}\left[\frac{m(n+1-m)}{n(n+1)}\right]^{2} \\
\frac{1}{3 n^{2}} \leq & \operatorname{Var} X_{m: n} \leq 1+\frac{m^{2}+(n+1-m)^{2}}{6 n^{2}}-\frac{2 n(n+1)}{3 m(n+1-m)} \\
\quad \times & {\left[\sqrt{\frac{4}{(n+1-2 m)^{2}}+1}+\sqrt{\frac{(n+1-2 m)^{2}}{4}+1}-\frac{2}{|n+1-2 m|}\right.}
\end{array}\right]
\end{aligned}
$$

2.2. Related results. We shortly mention the case of order statistics of possibly dependent, nondentically distributed random variables $X_{1}, \ldots, X_{n}$, with distribution functions $F_{1}, \ldots, F_{n}$, respectively. It is easy to generalize (14) to

$$
\begin{equation*}
\max \left\{\frac{\sum_{i=1}^{n} F_{i}(x)+1-m}{n+1-m}, 0\right\} \leq \mathrm{P}\left(X_{m: n} \leq x\right) \leq \min \left\{\frac{1}{m} \sum_{i=1}^{n} F_{i}(x), 1\right\} \tag{19}
\end{equation*}
$$

so that

$$
\begin{equation*}
\frac{1}{n+1-m} \int_{m-1}^{n} Q_{\sum F_{i}}(x) \mathrm{d} x \geq \mathrm{E} X_{m: n} \geq \frac{1}{m} \int_{0}^{m} Q_{\sum F_{i}}(x) \mathrm{d} x \tag{20}
\end{equation*}
$$

Generally, the bounds are not always attainable. Rychlik (1995) presented the necessary and sufficient conditions for $F_{i}, i=1, \ldots, n$, so that each inequality in (19) and (20) becomes equality. E.g., the right-hand side bounds are attained if the all densities of $F_{i}, i=1, \ldots, n$, with respect to $\sum_{i=1}^{n} F_{i}$ are not greater than $\frac{1}{m}$ on $\left(-\infty, Q_{\sum F_{i}}(m)\right]$. If $\sum_{i=1}^{n} F_{i}$ has a jump at $Q_{\sum_{F_{i}}}(m)$, then the condition can be weakened for this point. Observe that for $m=1$, the condition is satisfied and the bounds are sharp for arbitrary marginals, which was obtained by Lai and Robbins (1976). Tchen (1980) proved that there exists an infinite sequence of dependent random variables $\left(X_{i}\right)_{i=1}^{\infty}$ with arbitrarily chosen respective distribution functions $\left(F_{i}\right)_{i=1}^{\infty}$ such that $\mathrm{E} X_{n: n}=\int_{n-1}^{n} Q_{\sum_{F_{i}}}(x) \mathrm{d} x$ (equivalently, $\mathrm{E} X_{1: n}=$ $\left.\int_{0}^{1} Q_{\sum_{F_{i}}}(x) \mathrm{d} x\right)$ for all $n \in \mathscr{N}$.

As we can see, various problems for the case arbitrarily dependent random variables have surprisingly nice solutions. Serious difficulties arise when we make some assumptions on the interdependence of variables. Kemperman (1993) considered bounds for the expectations of $L$-estimates of variables with given $k$-dimensional marginals, $1<k<n$, and derived interesting lower and upper estimates of the bounds for expected order statistics from $k$-independent samples. In cooperation with Ott and Loh, he established that

$$
0.213421 \approx \frac{297+5 \sqrt{5}}{1444} \leq \inf \mathrm{E} X_{1: 3}<\frac{77}{360} \approx 0.213889
$$

for the pairwise independent standard uniform variables $X_{1}, X_{2}, X_{3}$, which improved a result of Mallows (1969)

$$
0.208333 \approx \frac{5}{24} \leq \inf \mathrm{E} X_{1: 3} \leq \frac{3}{14} \approx 0.214286
$$

Gravey (1985) presented the following inequality for identically distributed ( $n+1-m$ )-exchangeable random variables:

$$
\mathrm{E} X_{m: n} \leq\binom{ n}{m-1} \int_{1-(m-1)}^{1} Q_{F_{1: n+1-m}}(x) \mathrm{d} x
$$

2.3. I.i.d case. In this case, we have explicit formulas for the distribution functions of order statistics

$$
F_{m: n}(x)=\sum_{i=m}^{n}\binom{n}{i} F^{i}(x)(1-F(x))^{n-i}
$$

and for the expectation of arbitrary $L$-estimate

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n}=\int_{0}^{1} Q_{F}(x) \sum_{i=1}^{n} c_{i} N_{i: n}(x) \mathrm{d} x \tag{21}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{i: n}(x)=n\binom{n-1}{i-1} x^{i-1}(1-x)^{n-i}, \quad i=1, \ldots, n \tag{22}
\end{equation*}
$$

is the Bernstein basis of the polynomials of degree not exceeding $n-1$. For abbreviation, we write $N$ instead of a combination $\sum_{i=1}^{n} c_{i} N_{i: n}$, remembering the dependence of $N$ on the coefficients of the $L$-estimate. For the $m^{\text {th }}$ order statistic $N=N_{m: n}$, which is the density function of $m^{\text {th }}$ order statistic of standard uniform sample of size $n$.

Example 3 (continued). Let $X_{1}, \ldots, X_{n}$ be independent uniformly distributed on $[-1,1]$. Then

$$
\begin{aligned}
\mathrm{E} X_{m: n} & =\frac{2 m}{n+1}-1 \\
\mathrm{E} X_{m: n}^{2} & =1-4 \frac{m(n+1-m)}{(n+1)(n+2)} \\
\operatorname{Var} X_{m: n} & =\frac{4 m(n+1-m)}{(n+1)^{2}(n+2)}
\end{aligned}
$$

## 3. Moment and support bounds

3.1. I.d case. Suppose now that $X_{i}, i=1, \ldots, n$, are dependent and identically distributed, but we merely know a pair of location and scale parameters of the parent distribution. Because dropping either of the parameter constraints would enable us to increase trivially the expectation of $L$-estimates beyond any bounds, these are the minimal reasonable assumptions on the marginal distribution.

Suppose first that the expectation $\mathrm{E} X_{1}=\mu$ and the $p^{\text {th }}$ absolute central moment $\mathrm{E}\left|X_{1}-\mu\right|^{p}=\sigma_{p}^{p}$ are given, where $1<p<\infty$ is fixed. Applying (1) and the Hölder inequality, we can write

$$
\begin{aligned}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) & \leq \int_{0}^{1}\left(Q_{F}(x)-\mu\right) D(x) \mathrm{d} x \\
& =\int_{0}^{1}\left(Q_{F}(x)-\mu\right)(D(x)-a) \mathrm{d} x \\
& \leq\|D-a\|_{q} \sigma_{p}
\end{aligned}
$$

for an arbitrary real $a$, and $q=\frac{p}{p-1}$. If we choose $a_{q}$ that minimizes $\|D-a\|_{q}$, (in other words, $a_{q}$ is the coefficient of $l_{q}$-projection of $\left(d_{i}\right)_{i=1}^{n}$ onto vectors with identical coordinates (cf (3)), we obtain the sharp bound. Indeed, for the nondecreasing right continuous function

$$
\begin{equation*}
Q_{F^{\star}}=\mu+\frac{\sigma_{p}}{\left\|\sqrt[p-1]{\left|D-a_{q}\right|}\right\|_{p}} \sqrt[p-1]{\left|D-a_{q}\right|} \operatorname{sgn}\left(D-a_{q}\right) \tag{23}
\end{equation*}
$$

yields

$$
\int_{0}^{1}\left(Q_{F^{\star}}(x)-\mu\right) D(x) \mathrm{d} x=\left\|D-a_{q}\right\|_{q} \sigma_{p} .
$$

Theorem 3 (Rychlik, 1993b). If $X_{i}, i=1, \ldots, n$, are identically distributed, and $\mathrm{E} X_{1}=\mu$, and $\mathrm{E}\left|X_{1}-\mu\right|^{p}=\sigma_{p}^{p}, 1<p<+\infty$, then

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|D-a_{q}\right\|_{q} \sigma_{p}=\left\|\left(d_{i}-a_{q}\right)_{i=1}^{n}\right\|_{q} \sigma_{p} \tag{24}
\end{equation*}
$$

(cf (3)), which is equality iff the joint distribution of $X_{1}, \ldots, X_{n}$ satisfies (5)-(7), and the common distribution function $F^{\star}$ has the quantile function defined in (23).

Observe that for the mean-variance bound ( $p=q=2$ ), formula (23) can be significantly simplified so more that $a_{2}=\frac{1}{n} \sum_{i=1}^{n} d_{i}=\sum_{i=1}^{n} c_{i}$.

It was Arnold (1980) who adopted the application of the Hőlder inequality for establishing bounds on expected order statistics from the i.i.d samples to the dependent case. Using the Lai-Robbins distribution bound (13) for $m=n$ and the Schwarz inequality, he determined the mean-variance bounds for the sample maximum and range (analogous results for $p \neq 2$ are given in Arnold, 1985, see also Arnold, 1988). Other special cases of Theorem 3 are the mean-variance bounds for the expectations of order statistics:

$$
\begin{equation*}
\mu-\sqrt{\frac{n-m}{m}} \sigma_{2} \leq \mathrm{E} X_{m: n} \leq \mu+\sqrt{\frac{m-1}{n+1-m}} \sigma_{2} \tag{25}
\end{equation*}
$$

given in Caraux and Gascuel (1992b). Arnold and Groeneveld (1979) proved (25) as well as the respective bounds for trimmed means and differences of order statistics, using the Schwarz inequality to the left-hand side of (24).

Caraux and Gascuel (1992b) presented a version of (25) for nonidentically distributed variables, with $\mu$ and $\sigma_{2}^{2}$ replaced by $\bar{\mu}=\frac{1}{n} \sum_{i=1}^{n} \mathrm{E} X_{i}$ and $\frac{1}{n} \sum_{i=1}^{n}\left[\operatorname{Var} X_{i}-\left(\mathrm{E} X_{i}-\bar{\mu}\right)^{2}\right]$, respectively, where the equality cannot be reached for any mean and variance conditions, though. The necessary implicit condition is that all given moments come from marginal distributions satisfying the assumptions of Rychlik (1995). Aven (1985) proved two bounds on the expected maximum, dependent on means, variances, and variances of differences (or, equivalently, covariances):

$$
\begin{aligned}
& \mathrm{E} X_{n: n} \leq \bar{\mu}+\sqrt{\frac{n-1}{n}}\left(\sum_{i=1}^{n}\left[\operatorname{Var}\left(X_{i}-X_{j}\right)+\left(\mathrm{E} X_{i}-\bar{\mu}\right)^{2}\right]\right)^{\frac{1}{2}} \\
& \mathrm{E} X_{n: n} \leq \max _{1 \leq i \leq n} \mathrm{E} X_{i}+\sqrt{\frac{n-1}{n}} \min _{1 \leq j \leq n}\left(\sum_{i=1}^{n} \operatorname{Var}\left(X_{i}-X_{j}\right)\right)^{\frac{1}{2}} .
\end{aligned}
$$

The former one was extented to all $L$-estimates by Lefèvre (1986)

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq & {\left[\sum_{j=1}^{n}\left(c_{j}-\frac{1}{n} \sum_{i=1}^{n} c_{i}\right)^{2}\right]^{\frac{1}{2}} }  \tag{26}\\
& \times \min _{1 \leq j \leq n}\left[\sum_{i=1}^{n}\left[\operatorname{Var}\left(X_{i}-X_{j}\right)+\left(\mathrm{E} X_{i}-\bar{\mu}\right)^{2}\right]\right]^{\frac{1}{2}}
\end{align*}
$$

Repeating the proof from David (1988) and applying the fact that $\left(\frac{d_{i}}{n}\right)_{i=1}^{n}$ is the $l_{2}$-projection of $\left(c_{i}\right)_{i=1}^{n}$ onto nondecreasing sequences, we can essentially improve (26) for non-nondecreasing $\left(c_{i}\right)_{i=1}^{n}$ in the i.d case if we replace $\left\|\left(c_{j}-\frac{1}{n} \sum_{i=1}^{n} c_{i}\right)_{j=1}^{n}\right\|_{2}$ by $\frac{1}{n}\left\|\left(d_{j}-\sum_{i=1}^{n} c_{i}\right)_{j=1}^{n}\right\|_{2}$.

We now extend Theorem 3 to the case $p=1$.
Theorem 4 (Rychlik, 1993b). For the i.d case, with $\mathrm{E} X_{1}=\mu$ and $\mathrm{E}\left|X_{1}-\mu\right|=\sigma_{1}$, we have

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|D-a_{1}\right\|_{\infty} \sigma_{1}=\frac{1}{2}\left(d_{n}-d_{1}\right) \sigma_{1} \tag{27}
\end{equation*}
$$

With $0<\frac{i_{j}}{n} \leq \frac{i_{k}}{n}<1$ denoting the first and last jump points of $D$, (27) becomes equality iff

$$
\begin{align*}
& \mathrm{P}\left(X_{i_{j}+1: n}=X_{i_{k}: n}=\mu\right)=1 \\
& \mu-\sum_{i=1}^{i_{j}} \mathrm{E} X_{i: n}=\mu+\sum_{i=i_{k}+1}^{n} \mathrm{E} X_{i: n}=\frac{n}{2} \sigma_{1} \tag{28}
\end{align*}
$$

and (7) hold.
Theorem 5 (Rychlik, 1993b). If $X_{i}, i=1, \ldots, n$, are i.d, $\mathrm{E} X_{1}=\mu$, and $\mathrm{P}\left(a \leq X_{1} \leq b\right)=1$, then

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq(b-\mu) \sum_{i=1}^{n} c_{i}-(b-a) C\left(\frac{b-\mu}{b-a}\right) \tag{29}
\end{equation*}
$$

Let $\frac{i_{j}}{n}$ and $\frac{i_{n}}{n}$ be the nearest left and right to $\frac{b-\mu}{b-a}$ jump points of $D$, respectively. Then equality in (29) is attained iff

$$
\begin{gather*}
\mathrm{P}\left(X_{i_{:}: n}=a\right)=\mathrm{P}\left(X_{i_{k}+1: n}=b\right)=1  \tag{30}\\
\sum_{i=i_{j}+1}^{i_{k}} \mathrm{P}\left(X_{i: n}=a\right)=n \frac{b-\mu}{b-a}-i_{j}  \tag{31}\\
\sum_{i=i_{j}+1}^{i_{k}} \mathrm{P}\left(X_{i: n}=b\right)=i_{k}-n \frac{b-\mu}{b-a} \tag{32}
\end{gather*}
$$

and (7) hold.

The case $p=\infty$ (ess sup norm) is derived for $\mu-a=b-\mu=\sigma_{\infty}$. Fixing $b-a$, and minimizing the right-hand side of (29) with respect to $b$, we derive an accurate bound under given expectation and support length.

Corollary 1. Under the hypotheses of Theorem 5 for some $a, b$ satisfying $b-a=\lambda$, and for $\frac{i_{k}}{n}$ and $\frac{i_{j}}{n}$ being the smallest jump point of $D$ satisfying $d_{i_{k}} \geq \sum_{i=1}^{n} c_{i}$, and the preceding one, respectively, yields

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left[\frac{i_{k}}{n} \sum_{i=1}^{n} c_{i}-\sum_{i=1}^{i_{k}} c_{i}\right] \lambda . \tag{33}
\end{equation*}
$$

If $d_{i_{k}}<\sum_{i=1}^{n} c_{i}$, we have the equality in (33) iff

$$
\mathrm{P}\left(X_{1: n}=X_{i_{k}: n}=\mu-\left(1-\frac{i_{k}}{n}\right) \lambda, X_{i_{k}+1: n}=X_{n: n}=\mu+\frac{i_{k}}{n} \lambda\right)=1
$$

Otherwise, it suffices that (30)-(32) and (7) hold for some $b, \mu+\frac{i_{j}}{n} \lambda \leq b \leq \mu+\frac{i_{5}}{n} \lambda$ and $a=b-\lambda$.

Example 4. In the notation of Theorems 4-5, and Corollary 1,

$$
\begin{align*}
& \mathrm{E} X_{m: n} \leq \mu+\frac{n}{2(n+1-m)} \sigma_{1} \\
& \mathrm{E} X_{m: n} \leq b+\mu-\frac{\max \{(b-\mu) n-(m-1)(b-a), 0\}}{n+1-m}  \tag{34}\\
& \mathrm{E} X_{m: n} \leq \mu+\frac{m-1}{n} \lambda
\end{align*}
$$

We can replace the mean by another location parameter: either of the support endpoints (assumed finite). It would be natural and convenient to consider nonnegative random variables ( $a=0$ ), with given either an ordinary $p^{\text {th }}$ moment $\mathrm{E} X_{1}^{p}=\mu_{p}^{p}, p \geq 1$, or the right support endpoint $\mu_{\infty}$.

Theorem 6. If $X_{i}, i=1, \ldots, n$, are nonnegative i.d random variables, then

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} & \leq\|\max \{D, 0\}\|_{\infty} \mu=\max \left\{d_{n}, 0\right\} \mu  \tag{35}\\
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} & \leq\|\max \{D, 0\}\|_{q} \mu_{p} \\
& =\sqrt[4]{\sum_{i=1}^{n}\left(\max \left\{d_{i}, 0\right\}\right)^{q}} \mu_{p}, \quad 1<p \leq \infty \tag{36}
\end{align*}
$$

The bounds are the best possible.
We do not indicate here for which joint distributions bounds (35)-(36) are attained (see Rychlik, 1993b). Observe that we can similarly obtain the sharp
inequalities for the expectations of $L$-estimates of arbitrary i.d $X_{i}, i=1, \ldots, n$, with a known absolute $p^{\text {th }}$ moment $m_{p}^{p}=\mathrm{E}\left|X_{1}\right|^{p}, p \geq 1$ or $m_{\infty}=\inf \left\{M: \mathrm{P}\left(\left|X_{1}\right| \leq\right.\right.$ $M)=1\}$ :

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq\left\|\left(d_{i}\right)_{i=1}^{n}\right\|_{q} m_{p}, \quad 1 \leq p \leq \infty \tag{37}
\end{equation*}
$$

3.2. Deterministic bounds. We first analyze the quantile function (23). This is stepwise, $v(\leq n)$-valued, with jumps at some of $\frac{i}{n}, i=1, \ldots, n-1$. It will be convenient to write the respective marginal distribution as

$$
\begin{equation*}
\mathrm{P}\left(X_{1}=x_{i: n}^{\star}=\mu+\frac{\sqrt[p-1]{\left|d_{i}-a_{q}\right|}}{\left\|\left(\sqrt[p-1]{\left|d_{i}-a_{q}\right|}\right)_{i=1}^{n}\right\|_{q}} \operatorname{sgn}\left(d_{i}-a_{q}\right) \sigma_{p}\right)=\frac{1}{n} \tag{38}
\end{equation*}
$$

for $i=1, \ldots, n$. If it happens that some $x_{i: n}^{\star}$ coincide, then we simply add their probabilities and obtain a well defined probability distribution. Combination of (38) with (5)-(7), ensuring the equality in (24), can be replaced by the following one:

$$
\begin{equation*}
\mathrm{P}\left(X_{i: n}=x_{i: n}^{\star}, \quad i=1, \ldots, n\right)=1 \tag{39}
\end{equation*}
$$

On the other hand, let $X_{i}, i=1, \ldots, n$, be defined as the $i^{\text {th }}$ coordinate of a random permutation of given numbers $x_{1}, \ldots, x_{n}$ (intuitively, this is the outcome of exhaustive drawing without replacement of $n$ balls labelled $x_{1}, \ldots, x_{n}$ from an urn). It is easy to verify that $X_{i}, i=1, \ldots, n$, are dependent identically distributed with the expectation $\bar{x}=\frac{1}{n} \sum_{i=1}^{n} x_{i}$, and $p^{\text {th }}$ absolute central moment $s_{p}^{p}=$ $\frac{1}{n} \sum_{i=1}^{n}\left|x_{i}-\bar{x}\right|^{p}$, and deterministic order statistics $x_{i: n}, i=1, \ldots, n$. By Theorem 3,

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i}\left(x_{i: n}-\bar{x}\right) \leq\left\|\left(d_{i}-a_{q}\right)_{i=1}^{n}\right\|_{q} s_{p} \tag{40}
\end{equation*}
$$

Setting $x_{i}=x_{i: n}^{\star}, i=1, \ldots, n$, with $\mu$ and $\sigma_{p}$ replaced by their sample counterparts, we obtain the random sample with the distribution satisfying (38) and (39), and so (40) becomes equality. From inequality (24), concerning the expectations of $L$-estimates of i.d samples, we have concluded its deterministic counterpart (40), which holds for samples from arbitrary populations.

It is easy to verify that for the other results obtained hitherto in this Section, except of Theorem 5, there exist jump marginal distribution functions with values in the set $\left\{\frac{i}{n}, i=0, \ldots, n\right\}$ for which the respective upper bounds are attained. Repeating the above reasoning leading to (40), we obtain the sharp deterministic counterparts of (27), (33), (35), (36), and (37):

$$
\begin{align*}
& \sum_{i=1}^{n} c_{i}\left(x_{i: n}-\bar{x}\right) \leq \frac{1}{2}\left(d_{n}-d_{1}\right) s_{1}  \tag{41}\\
& \sum_{i=1}^{n} c_{i}\left(x_{i: n}-\bar{x}\right) \leq\left(\frac{i_{k}}{n} \sum_{i=1}^{n} c_{i}-\sum_{i=1}^{i_{k}} c_{i}\right)\left(x_{n: n}-x_{1: n}\right) \tag{42}
\end{align*}
$$

( $i_{k}$ is defined in Corollary 1),

$$
\begin{align*}
\sum_{i=1}^{n} c_{i}\left(x_{i: n}-x_{1: n}\right) & \leq \max \left\{d_{n}, 0\right\}\left(\bar{x}-x_{1: n}\right)  \tag{43}\\
\sum_{i=1}^{n} c_{i}\left(x_{i: n}-x_{1: n}\right) & \leq\left\|\left(\max \left\{d_{i}, 0\right\}\right)_{i=1}^{n}\right\|_{q}\left[\frac{1}{n} \sum_{i=1}^{n}\left(x_{i}-x_{1: n}\right)^{p}\right]^{\frac{1}{p}} \\
\sum_{i=1}^{n} c_{i}\left(x_{i: n}-x_{1: n}\right) & \leq \sum_{d_{i}>0} d_{i}\left(x_{n: n}-x_{1: n}\right) \\
\sum_{i=1}^{n} c_{i} x_{i: n} & \leq \max \left\{-d_{1}, d_{n}\right\} \sum_{i=1}^{n}\left|x_{i}\right| \\
\sum_{i=1}^{n} c_{i} x_{i: n} & \leq\left\|\left(d_{i}\right)_{i=1}^{n}\right\|_{q}\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{\frac{1}{p}} \\
\sum_{i=1}^{n} c_{i} x_{i: n} & \leq \sum_{i=1}^{n}\left|d_{i}\right| \max \left\{-x_{1: n}, x_{n: n}\right\}
\end{align*}
$$

Rychlik (1992c) proved that the $p$-norms, $1 \leq p \leq+\infty$, can be replaced by any symmetric norm $\|\cdot\|$ on $\mathscr{R}^{n}$, so that,

$$
\begin{equation*}
\sum_{i=1}^{n} c_{i}\left(x_{i: n}-\bar{x}\right) \leq\left\|\left(d_{i}-a_{\star}\right)_{i=1}^{n}\right\|_{\star}\left\|\left(x_{i}-\bar{x}\right)_{i=1}^{n}\right\| \tag{44}
\end{equation*}
$$

is the best possible bound, where $\|\cdot\|_{\star}$ is the conjugate norm of $\|\cdot\|$, and $a_{\star}$ minimizes $\left\|\left(d_{i}-a\right)_{i=1}^{n}\right\|_{\star}$ in $a \in \mathscr{R}$. This is a generalization of so called the Samuelson inequality on general $L$-estimates and symmetric norms.

Samuelson (1968) raised and solved the problem of how much can a single observation deviate from the sample mean in the standard deviation units (the case of $c_{1}=\cdots=c_{n-1}=0, c_{n}=1, p=2$ in (40), answer: $\sqrt{n-1}$ ). Samuelson's paper stimulated intensive investigations of the problem and its modifications: alternative proofs, rediscoveries of earlier results, and extensions. Six different proofs were reviewed by Arnold and Balakrishnan (1989). The earliest proofs found in literature were due to Thompson (1935) and Scott (1936), mentioned by Wolkowicz and Styan (1980). We do not attempt to present a complete record of consecutive contributions, referring the reader to Arnold (1988) for a comprehensive bibliography, and Olkin (1992) for the most recent review, with yet another proof. We merely point out several partial results leading to (44), and do not mention generalizations of the Samuelson inequality in regression models.

For the Samuelson assumptions (deviations from the mean in the standard deviation units), Scott (1936) established the bound for $x_{n-1: n}$. The bounds for arbitrary order statistics follow directly from Mallows and Richter (1969), and were explicitly stated by Boyd (1971) and Hawkins (1971). Mallows and Richter (1969) established the inequalities for selection differentials $\frac{1}{j} \sum_{i=1}^{j} x_{i: n}$, and $\frac{1}{k} \sum_{i=n+1-k}^{n} x_{i: n}$, and their difference. The respective results for $x_{n: n}-x_{1: n}$, $x_{n-1: n}-x_{1: n}$, and the difference of arbitrary order statistics were derived by Nair
(1948), David et al. (1954), and Fahmy and Proschan (1981) (implicitly in Arnold and Groeneveld (1974)), respectively, and for the $L$-estimates with nondecreasing coefficients by David (1988).

Beesack (1973) derived (44) for the single order statistics and smooth symmetric Luxeburg norms. Arnold and Groeneveld (1981) proved (41) and (43) for the selection differentials, and Groeneveld (1982) obtained (42) and (43) for single order statistics and their differences. Mărgăritescu and Nicolae (1990) presented bounds on $x_{m: n}-\bar{x}$ in terms of differences of sample differentials, which cannot be deduced from (40)-(42). Boyd (1971) and Hawkins (1971) refined the trivial bound (40) on $x_{1: n}$ in the case $p=2$ as follows

$$
x_{1: n}-\bar{x} \leq-\frac{1}{\sqrt{n-1}} s_{2}
$$

Also, Thompson (1955) noted that

$$
x_{1: n}-x_{n: n} \leq-\frac{2 \sqrt{2} n}{\sqrt{2 n^{2}-1+(-1)^{n}}} s_{2}
$$

3.3. I.i.d case. If $X_{1}, \ldots, X_{n}$ are independent and identically $F$-distributed, with the expectation $\mu$ and variance $\sigma_{2}$, then by (21), (22) and the Schwarz inequality

$$
\begin{align*}
\mathrm{E} X_{n: n}-\mu & =\int_{0}^{1}\left(Q_{F}(x)-\mu\right) N_{n: n}(x) \mathrm{d} x \\
& =\int_{0}^{1}\left(Q_{F}(x)-\mu\right)\left(N_{n: n}(x)-1\right) \mathrm{d} x  \tag{45}\\
& \leq\left\|N_{n: n}-1\right\|_{2}\left\|Q_{F}-\mu\right\|_{2} \\
& =\frac{n-1}{\sqrt{2 n-1}} \sigma_{2} .
\end{align*}
$$

We can subtract any real from $N_{n: n}$ above, but we minimize the norm by choosing $\int_{0}^{1} N_{n: n}(x) \mathrm{d} x=1$. Bound (45) is tight, and the equality is attained iff

$$
\begin{equation*}
Q_{F^{*}}(x)-\mu=\frac{N_{n: n}(x)-1}{\left\|N_{n: n}-1\right\|_{2}} \sigma_{2}=\frac{\sqrt{2 n-1}}{n-1}\left(n x^{n-1}-1\right) \sigma_{2} \tag{46}
\end{equation*}
$$

i.e., for the i.i.d sample with the common distribution function

$$
\begin{align*}
F^{\star}(x)= & {\left[\frac{1}{n}\left(\frac{n-1}{\sqrt{2 n-1}} \frac{x-\mu}{\sigma_{2}}+1\right)\right]^{\frac{1}{n-1}}, }  \tag{47}\\
& \mu-\frac{\sqrt{2 n-1}}{n-1} \sigma_{2} \leq x \leq \mu+\sqrt{2 n-1} \sigma_{2} .
\end{align*}
$$

The result was presented independently by Gumbel (1954) and Hartley and David (1954). Observe that similar bounds can be derived for arbitrary $L$-estimates:

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|N-\sum_{i=1}^{n} c_{i}\right\|_{2} \sigma_{2}, \tag{48}
\end{equation*}
$$

specified by Hartley and David (1954) and Ludwig (1960) for the cases of single order statistics and differences of them, respectively. However, (48) is not sharp unless the argument of the right-hand side norm, generally a polynomial of degree $n-1$, is nondecreasing. This is actually nondecreasing for the sample range, and the selection differentials so that the bounds

$$
\begin{equation*}
\mathrm{E}\left(X_{n: n}-X_{1: n}\right) \leq \sqrt{\frac{2 n^{2}}{2 n-1}-\frac{2(n!)^{2}}{(2 n-1)!}} \sigma_{2} \tag{49}
\end{equation*}
$$

and

$$
\mathrm{E} \frac{1}{k} \sum_{i=n+1-k}^{n} X_{i: n}-\mu \leq\binom{ n}{k}\left[\frac{1}{2 n-1} \sum_{i, j=n+1-k}^{n} \frac{\binom{n-1}{i-1}\binom{n-1}{j-1}}{\binom{2 n-2}{i+j-2}}-1\right]^{\frac{1}{2}} \sigma_{2},
$$

due to Plackett (1947) and Nagaraja (1981), respectively, are accurate. Applying the Hőlder inequality, Gilstein (1981) provided the following sharp bound:

$$
\mathrm{E} X_{n: n} \leq n \sqrt[q]{\frac{p-1}{n p-1}} m_{p}, \quad 1<p<\infty
$$

attained for

$$
Q_{F^{\star}}(x)=n^{\frac{2-p}{p-1}} \sqrt[q]{\frac{n p-1}{p-1}} m_{p} x^{\frac{n-1}{p-1}}, \quad 0<x<1
$$

Likewise, Arnold (1985) obtained sharp bounds for the expected maximum and range of random variables with fixed expectation and $p^{\text {th }}$ absolute central moment $\sigma_{p}$. The formulas are complicated and we omit presenting them here.

Another extension of (45) is due to Lin (1988)

$$
\left|\mathrm{E}\left(X_{n: n}-\mu\right)^{k}-\alpha \sigma_{k}^{k}\right| \leq \sqrt{\frac{(n-1)^{2}}{2 n-1}+(\alpha-1)^{2}} \sigma_{2 k}^{2 k}, \quad \alpha \in \mathscr{R}, k \in \mathscr{N}
$$

becoming equality for

$$
\begin{equation*}
F(x)=\sqrt[n-1]{\frac{\alpha}{n}+\operatorname{const}\left(n, \alpha, \sigma_{2 k}\right) x^{k}} . \tag{50}
\end{equation*}
$$

Rustagi (1957), using variational methods, derived the sharp bounds on the expectation of $X_{n: n}$, dependent on $\mu, \sigma_{2}$, and $\sigma_{\infty}=\inf \left\{M: \mathrm{P}\left(\left|X_{1}-\mu\right| \leq M\right)=1\right\}$. The upper one is $\sqrt{2 n-1} \sigma_{2}$, attained by a distribution function of the form $\sqrt[n-1]{a x+b}$, with possible jumps at the support ends (cf (47), (50)). The lower one is
attained by a three-point distribution. Analogous results were presented earlier by Hartley and David (1954) for the sample range.

It was Moriguti (1953) who overcame the problems in establishing sharp bounds, caused by a generally nonmonotone polynomial $N$ and went beyond special cases. He replaced the polynomials of the right hand side of (21) by properly constructed modifications such that their norms provide the best meanvariance bounds for the left-hand side. We present here a simpler version of Moriguti's Theorem 1:

Lemma 1 (Moriguti, 1953). Let $f$ be an integrable function in some $[a, b]$, and let $P f$ be the right derivative of the greatest convex function, say $G(x)=\int_{a}^{x} P f(t) \mathrm{d} t$, not greater than $F(x)=\int_{a}^{x} f(t) \mathrm{d} t$, the indefinite integral of $f$. Then

$$
\begin{equation*}
\int_{a}^{b} g(x) f(x) \mathrm{d} x \leq \int_{a}^{b} g(x) P f(x) \mathrm{d} x \tag{51}
\end{equation*}
$$

for all nondecreasing functions $g$ for which both the integrals are finite. Furthermore,

$$
\begin{equation*}
\int_{a}^{b} g(x) f(x) \mathrm{d} x=\int_{a}^{b} g(x) P f(x) \mathrm{d} x \tag{52}
\end{equation*}
$$

iff $g$ is constant on every open interval where $F>G$.
Relation (51), rewritten as

$$
\int_{a}^{b} g(x) F(\mathrm{~d} x) \leq \int_{a}^{b} g(x) G(\mathrm{~d} x)
$$

is fulfilled, since $F$ precedes $G$ in the stochastic ordering (cf (10)). Both $F$ and $G$ are continuous and $\{F>G\}$ is a union of open intervals. If $g$ is constant on an interval $(c, d)$, where $F>G$ and $F=G$ at $c$ and $d$, then

$$
\begin{aligned}
\int_{c}^{d} g(x) f(x) \mathrm{d} x & =g(c)[F(d)-F(c)] \\
& =g(c) \int_{c}^{d} P f(x) \mathrm{d} x \\
& =\int_{c}^{d} g(x) P f(x) \mathrm{d} x
\end{aligned}
$$

and so (52) is justified.
Observe that $g=P f$ is nondecreasing and satisfies (52), and, accordingly, this is the $L_{2}$-projection of $f$ onto the convex cone of square integrable nondecreasing functions in $[a, b]$ (see, for example, Balakrishnan, 1981, Section 1.4). Applying (21), (51) and the Schwarz inequality, we obtain

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) & \leq \int_{0}^{1}\left(Q_{F}(x)-\mu\right)\left[P N(x)-\int_{0}^{1} P N(t) \mathrm{d} t\right] \mathrm{d} x \\
& \leq\left\|P N-\sum_{i=1}^{n} c_{i}\right\|_{2} \sigma_{2} \tag{53}
\end{align*}
$$

which becomes equality for

$$
\begin{equation*}
Q_{F^{\star}}(x)=\frac{P N(x)-\sum_{i=1}^{n} c_{i}}{\left\|P N-\sum_{i=1}^{n} c_{i}\right\|_{2}} \sigma_{2} \tag{54}
\end{equation*}
$$

by (52). It is easy to note that $P N$ is defined by different formulas on the different elements of a partition of the domain. In some intervals, the projection coincides with the projected function, and in the other ones, this is the constant equal to the mean value of the original polynomial over the interval. However, the points of partition must be usually determined numerically. Moriguti (1953) described the form of $P N$ for the cases of single order statistics, and their differences. He did not state (53) and (54) for general $L$-estimates, because this notion was not known yet. Balakrishnan (1993) derived explicit formulas for a few extreme order statistics. Ludwig (1973) presented a table of the sharp bounds for expected differences of order statistics in small samples.

Lemma 1 can be applied to calculating bounds more general than (53).
Theorem 7. For $n$ i.d random variables with finite expectation $\mu$ and $p^{\text {th }}$ absolute central moment $\sigma_{p}^{p}, 1 \leq p \leq \infty$,

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|P N-a_{q}\right\|_{q} \sigma_{p} \tag{55}
\end{equation*}
$$

is the best possible bound, where $a_{q}$ minimizes $\|P N-a\|_{q}$ in $a \in \mathscr{R}$.
If $p=1$, then

$$
\left\|P N-a_{\infty}\right\|_{\infty}=\frac{1}{2}(P N(1)-P N(0)),
$$

and the equality in (55) is attained only if $P N$ is constant on neighborhoods of the both endpoints, say on $[0, \alpha]$ and $[\beta, 1]$, and $F^{\star}$ is a three point distribution function, valued $\mu-c, \mu+d$, and $\mu$, with some probabilities $a \leq \alpha, b \leq 1-\beta$, and $1-a-b$, respectively, and $c$ and $d$ satisfy:

$$
\begin{aligned}
& b d-a c=0 \\
& b d+a c=\sigma_{1}
\end{aligned}
$$

Otherwise the equality in (55) holds for no marginal distribution.
If $1<p<\infty$, then the equality in (55) holds iff

$$
Q_{F^{*}}=\mu+\frac{\sqrt[p-1]{\left|P N-a_{q}\right|} \operatorname{sgn}\left(P N-a_{q}\right)}{\left\|\sqrt[p-1]{\left|P N-a_{q}\right|}\right\|_{q}} \sigma_{p}
$$

If $p=\infty$, then (55) becomes equality for any distribution such that

$$
\begin{aligned}
& \mathrm{P}\left(X_{1}=\mu-\sigma_{\infty}\right)=\sup \left\{x: P N(x)<a_{1}\right\} \\
& \mathrm{P}\left(X_{1}=\mu+\sigma_{\infty}\right)=\sup \left\{x: P N(1-x)>a_{1}\right\}
\end{aligned}
$$

Inequality (55) is an obvious extension of (53). It is sharp, because the functions providing the equality in the norm inequality satisfy conditions implying (52). Observe that the unique distribution function attaining the bound for some $1<p<\infty$ is a mixture of a finitely valued discrete distribution with an absolutely continuous one, being the $(p-1)$ st power of the inverse of $N$, a polynomial of degree $n-1$.

Sugiura (1962) noticed that (48) can be treated as the first term expansion in the Legendre orthonormal basis

$$
\varphi_{n}=\frac{\sqrt{2 n+1} n!}{(2 n+1)!} N_{n+1: 2 n+1}^{(n)}, \quad n \geq 0
$$

Setting $Q_{F}=\sum_{j=0}^{\infty} a_{j} \varphi_{j}, N=\sum_{j=0}^{\infty} b_{j} \varphi_{j}$, where $a_{j}=\int Q_{F} \varphi_{j}$ and $b_{j}=\int N \varphi_{j}$, and applying the Schwarz inequality, we have

$$
\int_{0}^{1} Q_{F}(x) N(x) \mathrm{d} x-\sum_{j=0}^{k} a_{j} b_{j} \leq \sqrt{\sum_{j=k+1}^{\infty} a_{j}^{2} \sum_{j=k+1}^{\infty} b_{j}^{2}}
$$

and so

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right)-\sum_{j=1}^{k} a_{j} b_{j} \leq \sqrt{\|N\|_{2}^{2}-\sum_{j=0}^{k} b_{j}^{2}} \sqrt{\sigma_{2}^{2}-\sum_{j=0}^{k} a_{j}^{2}} . \tag{56}
\end{equation*}
$$

Observe that for a given $L$-estimate, the coefficients $b_{j}, j \geq 0$, are uniquely determined. Since each $\varphi_{j}$ is a polynomial of degree $j$, each $a_{j}$ can be considered as a combination of expected order statistics from subsamples of size $l \leq j$, (e.g. subsequent sample maxima $X_{l: l}$ ). For single order statistics, Joshi (1969) multiplied $Q_{F}(x)$ by a polynomial factor $x^{k}(1-x)^{\prime}$ taken from $N_{m: n}(x)$, and following Sugiura's arguments derived a counterpart of (56) with $\mu$ and $\sigma_{2}$ replaced by the respective moments of order statistics of smaller samples, which is useful when $\sigma_{2}=\infty$.

Numerous bounds based on expectations of order statistics in smaller samples are presented in literature. For instance, Balakrishnan (1990), and Balakrishnan and Bendre (1993) refined inequality (48) for order statistics by making use of expectations of two maxima in smaller samples. Lin (1988) applied the Schwarz inequality to prove for nonnegative parent variables

$$
\begin{equation*}
\mathrm{E} X_{m: n} \leq\left[\frac{m n}{(m-1)(n+1)} \mathrm{E} X_{m-1: n-1}^{2}\right]^{\frac{1}{2}} \tag{57}
\end{equation*}
$$

which becomes equality for the uniform marginal distribution. By means of Hölder inequality, Kamps (1991) derived the following extension:

$$
\mathrm{E} X_{m: n}^{r} \leq \frac{n!}{(m-1)!} \sqrt[p]{\frac{(m+k-n-1)!}{k!}} \frac{\Gamma\left(m+\frac{n-k}{p-1}\right)}{\Gamma\left(\frac{(n+1) p-k-1}{p-1}\right)} \sqrt[p]{\mathrm{E} X_{m+k-n: k}^{r p}}
$$

$n+1-m \leq k \leq n$, attainable by the power distribution

$$
F^{\star}(x)=\operatorname{const}(p, n-k) x^{\frac{(p-1) r}{n-k}}
$$

where $r>0$ and $p>1$. Further generalization of (57) were presented by Gajek and Gather (1991), and Gajek and Lenic (1993).

## 4. Moment bounds for restricted families

4.1. Symmetric random variables. Bounds for the case of symmetric (about $\mu$ ) random variables are obtained by a standard trick, making use of the property

$$
\begin{equation*}
\mu-Q_{F}(x)=Q_{F}(1-x-0)-\mu \tag{58}
\end{equation*}
$$

In consequence, for the dependent case, (1) can be rewritten as

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) & \leq \int_{\frac{1}{2}}^{1}\left(Q_{F}(x)-\mu\right) D^{s}(x) \mathrm{d} x \\
& =\sum_{i=1}^{\left[\frac{[n]}{2]}\right.}\left(d_{n+1-i}-d_{i}\right) \int_{1-\frac{i}{n}}^{1 \frac{i-1}{n}}\left(Q_{F}(x)-\mu\right) \mathrm{d} x \tag{59}
\end{align*}
$$

where $D^{s}(x)=D(x)-D(1-x-0)$. Applying further norm inequalities, we conclude

Theorem 8 (Rychlik, 1993b). If $X_{i}, i=1, \ldots, n$, are dependent symmetrically identically distributed about $\mu$, and $\mathrm{E}\left|X_{1}-\mu\right|^{p}=\sigma_{p}^{p}$ for some $1<p<\infty$, then

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) & \leq \frac{1}{\sqrt[p]{2}}\left[\int_{\frac{1}{2}}^{1}\left(D^{s}(x)\right)^{q} \mathrm{~d} x\right]^{\frac{1}{q}} \sigma_{p}  \tag{60}\\
& =\frac{1}{\sqrt[p]{2}}\left[\frac{1}{n} \sum_{i=1}^{\left[\frac{n}{2}\right]}\left(d_{n+1-i}-d_{i}\right)^{q}\right]^{\frac{1}{q}} \sigma_{p} .
\end{align*}
$$

Inequality (60) is tight and becomes equality iff

$$
\begin{aligned}
\mathrm{P}\left(\mu-X_{j: n}=X_{n+1-j: n}-\mu\right. & =\frac{d_{n+1-j}-d_{j}}{2^{p}\left[\frac{1}{n} \sum_{i=1}^{\left[\frac{[ }{2}\right]}\left(d_{n+1-i}-d_{i}\right)^{q}\right]^{\frac{1}{p}}} \sigma_{p} \\
j & \left.=1, \ldots,\left[\frac{n}{2}\right]\right)=1 .
\end{aligned}
$$

For the cases $p=1$ and $p=+\infty$, the best bounds immediately follow from the general ones presented in Theorems 4 and 5, respectively. For $p=1$, bound (27) is also the best possible for symmetric samples. Conditions of equality in (27) are analogous to those of Theorem 4, with (28) strengthened by

$$
\sum_{i=1}^{i_{j}} \mathrm{P}\left(X_{i: n} \leq \mu-x\right)=\sum_{i=i_{k}+1}^{n} \mathrm{P}\left(X_{i: n} \geq \mu+x\right) \quad \text { for all } x>0
$$

For $p=+\infty$, it suffices to replace $a$ and $b$ by $\mu-\sigma_{\infty}$ and $\mu+\sigma_{\infty}$, respectively, in the statement of Theorem 5. In particular, the bounds (34), and

$$
\begin{align*}
& \mathrm{E} X_{m: n}-\mu \leq \sqrt[p]{\frac{n}{2}} \frac{\sqrt[q]{\min \{m-1, n+1-m\}}}{n+1-m} \sigma_{p}  \tag{61}\\
& \mathrm{E} X_{m: n}-\mu \leq \min \left\{\frac{m-1}{n+1-m}, 1\right\} \sigma_{\infty} \tag{62}
\end{align*}
$$

are sharp. The bounds for the expectations of quasiranges $X_{m: n}-X_{n+1-m: n}$, $m>\frac{n+1}{2}$, are twice of those in (61) (62) for the respective $m^{\text {th }}$ order statistics. Arnold (1985) determined the $p$-norm bounds for the sample maximum and range (the case $p=2$ was treated in Arnold, 1980).

In the i.i.d case, we obtain general bounds applying (58), and Moriguti's projection $P$ (see Lemma 1).

Theorem 9. If $X_{i}, i=1, \ldots, n$, are symmetric i.i.d random variables, with expectation $\mu$ and $p^{\text {th }}$ absolute central moment $\sigma_{p}^{p}, 1 \leq p \leq+\infty$, then

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq \frac{1}{\sqrt[p]{2}}\left\|P N^{s}\right\|_{q} \sigma_{p} \tag{63}
\end{equation*}
$$

is an accurate bound, where

$$
N^{s}(x)=N(x)-N(1-x)=\sum_{i=1}^{n}\left(c_{i}-c_{n+1-i}\right) N_{i: n}(x), \quad \frac{1}{2} \leq x \leq 1
$$

We leave to the reader to verify (63) and describe the conditions of becoming equality. As in the asymmetric case, the main difficulty lies in the precise determination of the greatest convex minorant of a given polynomial. Generally, we can merely derive numerical approximations. Certainly, if the polynomial $N^{s}$ is actually increasing on $\left[\frac{1}{2}, 1\right)$, it is its norm that gives the infimum of the bound in
(63). This occurs, e.g., for the polynomials corresponding with the sample maximum and range, and selection differential. Plackett (1947) derived the equality in (49) for a symmetric distribution. Moriguti (1951) proved that

$$
\begin{equation*}
\mathrm{E} X_{n: n}-\mu \leq \frac{n}{\sqrt{2}} \sqrt{\frac{1}{2 n-1}-B(n, n) \sigma_{2}}, \tag{64}
\end{equation*}
$$

generalized by Arnold (1985) to

$$
\mathrm{E} X_{n: n}-\mu \leq \frac{n}{\sqrt[p]{2}}\left(\int_{\frac{1}{2}}^{1}\left[x^{n-1}-(1-x)^{n-1}\right]^{q} \mathrm{~d} x\right)^{\frac{1}{q}} \sigma_{p}, \quad 1<p<\infty
$$

(half of the respective bound for the sample range). These bounds are attained by the respective quantile functions

$$
Q_{F^{\star}}(x)=\mu+\operatorname{const}(p) \sqrt[p-1]{x^{n-1}-(1-x)^{n-1}} \operatorname{sgn}\left(x-\frac{1}{2}\right)
$$

The bound for the selection differentials is a huge formula. On the other hand, analogous inequality for the single order statistics

$$
\begin{equation*}
\mathrm{E} X_{m: n}-\mu \leq\left[\frac{B(2 m-1,2 n+1-2 m)-B(n, n)}{2 B^{2}(m, n+1-m)}\right]^{\frac{1}{2}} \sigma_{2} \tag{65}
\end{equation*}
$$

given in Sugiura (1962) is not sharp for $1<m<n$, because the function

$$
\begin{equation*}
Q(x)=\mu+\operatorname{const}(m)\left[x^{m-1}(1-x)^{n-m}-x^{n-m}(1-x)^{m-1}\right] \tag{66}
\end{equation*}
$$

providing the equality in (65) is nonmonotone. In fact, the sharp bounds are

$$
\begin{equation*}
\mathrm{E} X_{m: n}-\mu \leq\left[\int_{\frac{1}{2}}^{x_{0}}\left(N_{m: n}^{s}(x)\right)^{q} \mathrm{~d} x+\left(N_{m: n}^{s}\left(x_{0}\right)\right)^{q}\left(1-x_{0}\right)\right] \frac{\frac{1}{q}}{\frac{\sigma_{p}}{\sqrt[p]{2}}} \tag{67}
\end{equation*}
$$

where $m>\frac{n+1}{2}$, and $1 \leq p \leq \infty$, and $x_{0}$ is defined by

$$
N_{m: n}^{s}\left(x_{0}\right)\left(1-x_{0}\right)=\int_{x_{0}}^{1} N_{m: n}^{s}(x) \mathrm{d} x
$$

Equality in (67) holds iff the distribution function $F^{\star}$ is proportional to the $(p-1)^{\mathrm{st}}$ power of the inverse of $N_{m: n}^{s}$ on the interval $\left(-\sqrt[p-1]{Q_{F^{\star}}\left(x_{0}\right)},+\sqrt[p-1]{Q_{F^{\star}}\left(x_{0}\right)}\right)$, and has two jumps at the support endpoints of height $1-x_{0}$. This problem is closely related to that of establishing bounds on $m^{\text {th }}$ quasirange of possibly asymmetric random variables, for which the bound, twice as large as (67), is attained for the same distribution. The solution was primarily derived for $p=2$ by Moriguti (1953, Example 4).

Moriguti (1951) derived two sharp lower bounds on the variance of sample maximum. With the notation

$$
M_{n}(\lambda)=\int_{\frac{1}{2}}^{1} \frac{n^{2}\left[x^{n-1}-(1-x)^{n-1}\right]^{2}}{n\left[x^{n-1}+(1-x)^{n-1}\right]-2 \lambda} \mathrm{~d} x,
$$

we have

$$
\operatorname{Var} X_{n: n} \geq\left(\frac{1}{M_{n}(0)}-1\right)\left(\mathrm{E} X_{n: n}\right)^{2}
$$

and

$$
\operatorname{Var} X_{n: n} \geq \lambda_{n} \sigma_{2}^{2}
$$

where $0 \leq \lambda_{n} \leq \frac{n}{2^{n-1}}$ is uniquely determined by $M_{n}\left(\lambda_{n}\right)=1$.
4.2. Projection method. We describe a method of determining sharp bounds on the expectations of $L$-estimates in terms of the first two moments of parent distribution that comes from a given restricted family. The method, proposed recently by Gajek and Rychlik (1996), applies projections onto convex cones of functions. We actually apply the following lemma.

Lemma 2. Let $\mathscr{C}$ be a convex cone in a real inner product space $\mathscr{X}$. If for a given $f \in \mathscr{X}$ there exists its projection $P_{\mathscr{C}} f$ onto $\mathscr{C}$ (i.e., an element of $\mathscr{C}$ closest to $f$ ), then $P_{\mathscr{C}} f$ is unique and satisfies

$$
\begin{align*}
& (f, g) \leq\left(P_{\mathscr{C}} f, g\right) \quad \text { for all } g \in \mathscr{C}  \tag{68}\\
& \left(f, P_{\mathscr{C}} f\right)=\left\|P_{\mathscr{C}} f\right\|^{2} \tag{69}
\end{align*}
$$

A more popular stronger version of Lemma 2 for the closed convex cones of the Hilbert spaces asserts that $P_{\mathscr{C}} f$ does exist and is uniquely characterized by (68)-(69) (see, e.g., Balakrishnan, 1981, Section 1.4).

Example 5. Suppose that $\mathscr{X}$ is the space of right continuous square integrable functions on $[0,1)$, with the inner product defined by $(f, g)=\int_{0}^{1} f(x) g(x) \mathrm{d} x$. Let $\mathscr{C}$ be the family of nondecreasing functions, orthogonal to constants in $\mathscr{X}$. In other words, this is the class of all $Q_{F}-\mu$, where $Q_{F}$ is the quantile of a distribution with a finite second moment and $\mu$ is the respective expectation. By Lemma 1, $P N-(P N, 1)=P \sum_{i=1}^{n} c_{i}\left(N_{i: n}-1\right)$ is actually the projection of $N$ onto $\mathscr{C}$. Therefore, by (21), (68), and the Schwarz inequality, we have for the i.i.d case

$$
\begin{aligned}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) & =\left(Q_{F}-\mu, N\right) \\
& \leq\left(Q_{F}-\mu, P_{\mathscr{C}} N-\sum_{i=1}^{n} c_{i}\right) \\
& \leq\left\|P_{\mathscr{C}} N-\sum_{i=1}^{n} c_{i}\right\| \sigma_{2}
\end{aligned}
$$

By (69), the equality holds for

$$
Q_{F^{*}}=\mu+\frac{P_{\mathscr{C}} N-\sum_{i=1}^{n} c_{i}}{\left\|P_{\mathscr{G}} N-\sum_{i=1}^{n} c_{i}\right\|} \sigma_{2} .
$$

In fact, the majority of results in Section 3 follows from implicit applications of the projection method. The classes of all quantile functions and the all antisymmetric about $\frac{1}{2}$ quantiles are convex cones. These applications are not apparent for the i.d case, since $D$ itself is nondecreasing. However, the deterministic bounds in Subsection 3.2 hold due to the fact that $\left(d_{i}\right)_{i=1}^{n}$ is the projection of $\left(n c_{i}\right)_{i=1}^{n}$ onto nondecreasing sequences.

The projection method provides a possibility of deriving sharp bounds for distributions from a restricted family, say $\mathscr{F}$, if the corresponding family of quantile functions $\mathscr{Q}=\left\{Q_{F}: F \in \mathscr{F}\right\}$ is closed under positive combinations. It suffices to find the projections of functions $N$ and $D$ onto the family of quantiles, and calculate their norms. Then

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq\left\|P_{2} N\right\| m_{2} \tag{70}
\end{equation*}
$$

in the i.i.d case, and

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq\left\|P_{2} D\right\| m_{2} \tag{71}
\end{equation*}
$$

in the dependent one. If $\mathscr{2}-\mu=\left\{Q_{F}-\mu: F \in \mathscr{F}\right\}$ is a convex cone, we can derive more subtle evaluations

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|P_{2-\mu} N\right\| \sigma_{2} \tag{72}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i}\left(X_{i: n}-\mu\right) \leq\left\|P_{\mathcal{Q}-\mu} D\right\| \sigma_{2} \tag{73}
\end{equation*}
$$

respectively. Bounds (70)-(73) are attained by quantiles proportional to respective projections.

Below we show applications of the projection method for deriving bounds on the expectations of $L$-estimates from families determined by partial orderings of distributions. Other techniques for these families will be discussed in Section 5. First we consider the convex partial ordering (c-ordering) introduced by van Zwet (1964) for life distributions: $F \prec_{c} G$ iff $Q_{G} F$ is convex on the support of $F$. The ordering allows to compare the skewness of life distributions (cf also Oja, 1981). Consider the family $\mathscr{F}_{\succ_{c} G}$ of all life distributions with finite second moments, succeeding $G$ in the convex ordering. We assume that a fixed known distribution function $G$ is continuous and strictly increasing on its support and has a finite
second moment. Two standard examples of such families are the ones induced by the uniform and exponential distributions. The elements of the former are the life distributions with decreasing failure probability (possible jump at 0 and a nonincreasing density on $\mathscr{R}_{+}$), the latter consists of distributions with decreasing failure rate. We concentrate here on the dependent case. Note that

$$
\int_{0}^{\infty} Q_{F}^{2} G(x) G(\mathrm{~d} x)=\int_{0}^{1} Q_{F}^{2}(x) \mathrm{d} x=\mu_{2}^{2}<\infty, \quad F \in \mathscr{F}_{\succ_{c} G}
$$

and

$$
\int_{0}^{\infty} Q_{F} G(x) D G(x) G(\mathrm{~d} x)=\int_{0}^{1} Q_{F}(x) D(x) \mathrm{d} x
$$

It follows that the compositions $Q_{F} G, \mathscr{F}_{\succ_{c} G}$, form the convex cone

$$
\begin{gather*}
\mathscr{Q}_{\succ_{c} G}=\left\{f:[0, \infty) \mapsto \mathscr{R}_{+}: f(0)=0, \quad \int_{0}^{\infty} f^{2}(x) G(\mathrm{~d} x)<\infty,\right. \\
f-\text { nondecreasing and convex }\} . \tag{74}
\end{gather*}
$$

in the space of the right continuous square $G$-integrable functions with the inner product $(f, g)=\int_{0}^{\infty} f(x) g(x) G(\mathrm{~d} x)$. The problem of finding the accurate sharp bound on the expectation of a given $L$-estimate of i.d variables with a distribution function $F \in \mathscr{F} \succ_{c} G$ and a given second moment will be solved once we determine the projection of the respective function $D G$ onto (74). The latter problem is not trivial, because there are no general methods of constructing projections onto convex functions like for projecting onto monotone ones (cf Swetits et al., 1989, Ubhaya, 1989, 1990).

Fortunately, $D G$ has a nice form: this is a nondecreasing jump function, taking $v(\leq n)$ values. For the case of single order statistics, $D_{m: n} G$ takes only two values: zero near the origin and a positive value further. These specific properties enable us to prove that the bounds on the expectations of the all $L$-estimates of $F$-distributed variables, $F \succ_{c} G$, are attained for distribution functions from a parametric subclass of $\mathscr{F}_{\succ_{c} G}$. The bounds for the expectations of single order statistics are explicitly derived. In description of distributions attaining the bounds, we confine ourselves to the presentation of the respective marginals. In each case, the construction of the joint distribution which satisfies

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n}=\int_{0}^{1} Q_{F}(x) D(x) \mathrm{d} x
$$

is omitted (we refer to Section 2.1).
Lemma 3 (Gajek and Rychlik, 1996). (a) If $f$ is a jump function in $[0, \infty)$ and has $v$ values, then its projection $P_{\succ_{c} G} f$ onto (74) is a piecewise linear function, with $v$ pieces at most.
(b) If $f=0$ in $[0, a)$, and $M>0$ in $[a, \infty)$, then

$$
P_{\succ_{\epsilon} G} f(x)=\max \left\{\lambda^{\star}\left(x-\alpha^{\star}\right), 0\right\} \quad G-\text { a.e. },
$$

where $\alpha^{\star}$ maximizes

$$
A(\alpha)=\frac{\left[\int_{a}^{\infty}(x-\alpha) G(\mathrm{~d} x)\right]^{2}}{\int_{\alpha}^{\infty}(x-\alpha)^{2} G(\mathrm{~d} x)}
$$

for $0 \leq \alpha<a$ and

$$
\lambda^{\star}=M \frac{\int_{a}^{\infty}\left(x-\alpha^{\star}\right) G(\mathrm{~d} x)}{\int_{\alpha^{\star}}^{\infty}\left(x-\alpha^{\star}\right)^{2} G(\mathrm{~d} x)}>0
$$

Theorem 10. (a) For every $L$-estimate of a dependent sample with a distribution function $F \in \mathscr{F}_{\succ_{c} G}$ and a second moment $\mu_{2}^{2}$, there exists $F^{\star} \in \mathscr{F}_{\succ_{c} G}^{0} \subset \mathscr{F}_{\succ_{c} G}$,

$$
\begin{align*}
& \mathscr{F}_{\succ_{C} G}^{0}=\left\{F: F(x)=G\left(y_{0}+\alpha_{j}\left(x-x_{j-1}\right)+\sum_{i=1}^{j-1} \alpha_{i}\left(x_{i}-x_{i-1}\right)\right)\right. \\
& x \in\left[x_{j-1}, x_{j}\right] \quad \text { for some } y_{0} \geq 0, \alpha_{1} \geq \cdots \geq \alpha_{n} \geq 0  \tag{75}\\
& 0=x_{0}<\cdots<x_{n}=+\infty
\end{align*}
$$

such that

$$
\begin{equation*}
\mathrm{E}_{F} \sum_{i=1}^{n} c_{i} X_{i: n} \leq \mathrm{E}_{F^{\star}} \sum_{i=1}^{n} c_{i} X_{i: n}=\left\|P_{\succ_{c} G} D G\right\| \mu_{2}, \quad F \in \mathscr{F}_{\succ_{c} G}, \tag{76}
\end{equation*}
$$

and

$$
\begin{equation*}
Q_{F^{\star}} G=\frac{P_{\succ_{c} G} D G}{\left\|P_{\succ_{c} G} D G\right\|} \mu_{2} \tag{77}
\end{equation*}
$$

(b) In particular, for $\alpha^{\star} \in\left[0, Q_{G}\left(\frac{m-1}{n}\right)\right)$ maximizing

$$
A(\alpha)=\frac{\left[\int_{Q_{G}\left(\frac{m-1}{n}\right)}^{\infty}(x-\alpha) G(\mathrm{~d} x)\right]^{2}}{\int_{\alpha}^{\infty}(x-\alpha)^{2} G(\mathrm{~d} x)}
$$

yields

$$
\begin{equation*}
\mathrm{E}_{F} X_{m: n} \leq \frac{n}{n+1-m} \sqrt{1-\frac{m-1}{n}-A\left(\alpha^{\star}\right)} \mu_{2}, \quad F \in \mathscr{F}_{\succ_{c} G} . \tag{78}
\end{equation*}
$$

The equality in (78) holds for

$$
F^{\star}(x)=G\left(\alpha^{\star}+x \frac{\sqrt{1-\frac{m-1}{n}-A\left(\alpha^{\star}\right)}}{A\left(\alpha^{\star}\right) \mu_{2}} \int_{Q_{G}\left(\frac{m-1}{n}\right)}^{\infty}\left(t-\alpha^{\star}\right) G(\mathrm{~d} t)\right)
$$

Below we specify the results for $G(x)=x$ and $G(x)=1-\mathrm{e}^{-x}$. Observe that in the former case (75) is the family of mixtures of a possible pole at the origin with not more than $n$ uniform distributions with the left endpoint at 0 .

Corollary 2 (Gajek and Rychlik, 1996). Let $X_{i}, i=1, \ldots, n$, be i.d with a decreasing probability life distribution and $\mathrm{E} X_{1}^{2}=\mu_{2}^{2}$.

If $\frac{m-1}{n} \leq \frac{1}{3}$, then

$$
\mathrm{E} X_{m: n} \leq \frac{\sqrt{3}}{2}\left(1+\frac{m-1}{n}\right) \mu_{2}
$$

where the equality holds iff $X_{i}, i=1, \ldots, n$, are uniformly distributed on $\left[0, \sqrt{3} \mu_{2}\right]$.

Otherwise

$$
\mathrm{E} X_{m: n} \leq \frac{2}{3} \sqrt{\frac{2 n}{n+1-m}} \mu_{2}
$$

which becomes equality iff $X_{i}, i=1, \ldots, n$, are $\left[0, \sqrt{2 n /(n+1-m)} \mu_{2}\right]$-uniformly distributed with probability $\frac{3}{2}\left(1-\frac{m-1}{n}\right)$ and have an atom at 0 with probability $\frac{3}{2} \frac{m-1}{n}-\frac{1}{2}$.

Corollary 3 (Gajek and Rychlik, 1996). Suppose that $X_{1}, \ldots, X_{n}$ have a common DFR distribution and $\mathrm{E} X_{1}^{2}=\mu_{2}^{2}$. Then

$$
\mathrm{E} X_{m: n} \leq \begin{cases}\left(\ln \frac{n}{n+1-m}+1\right) \frac{\mu_{2}}{\sqrt{2}}, & \text { if } \frac{m-1}{n} \leq 1-e^{-1} \\ \sqrt{2 n /(n+1-m) e} \mu_{2}, & \text { otherwise }\end{cases}
$$

The former bound is attained by the exponential distribution with the scale parameter $\frac{\mu_{2}}{\sqrt{2}}$. The latter holds iff $F^{\star}$ is a mixture of the exponential distribution with the scale $\sqrt[{\sqrt{n} / 2 e(n+1-m})]{ } \mu_{2}$ and the degenerate one at zero, with probabilities $\left(1-\frac{m-1}{n}\right) e$ and $1-\left(1-\frac{m-1}{n}\right) e$, respectively.

We can derive analogous results for the independent variables, if we determine projections of $N G$, a polynomial in $G$, onto (74). One can guess that projecting such functions is a more difficult task than for step functions and we cannot expect deriving simple analytic formulas. This means that, paradoxically, it is easier to establish bounds for all possible dependent samples than for that with the given precisely defined product distribution. The independent case was examined in Gajek and Rychlik (1998), where various moment bounds for the i.d and i.i.d cases were also numerically compared. We note bere that projections of general $N G$ onto (74) are defined by different formulas on different intervals: the pieces where $P_{\succ_{c} G} N G=N G$ alternate with pieces of linearity. Also, $P_{\succ_{c} G} N_{m: n} G$ may first coincide with $N_{m: n} G$, and then becomes linear.

We proceed to present the bounds for i.d life variables with distributions from the restricted family

$$
\mathscr{F}_{\prec_{c} G}=\left\{F: F \prec_{c} G, \int_{0}^{1} Q_{F}^{2}(x) \mathrm{d} x<\infty\right\}
$$

for a given $G$. The problem lies now in projecting $D G$ onto

$$
\begin{aligned}
\mathscr{Q}_{\prec_{c} G}=\left\{f:[0, \infty) \mapsto \mathscr{R}_{+}:\right. & f(0)=0, f-\text { nondecreasing } \\
& \text { concave, } \left.\int_{0}^{\infty} f^{2}(x) G(\mathrm{~d} x)<\infty\right\}
\end{aligned}
$$

Omitting details, we present merely the final results: a counterpart of Theorem 10, and respective implications for distributions with an increasing failure probability ( $J$-shaped, for short), and for the IFR distributions.

Theorem 11. (a) For every $L$-estimate there exists $F^{\star} \in \mathscr{F}_{\mathcal{F}_{c} G}^{0}$,

$$
\begin{gather*}
\mathscr{F}_{\alpha_{c} G}^{0}=\left\{F: F(x)=G\left(\alpha_{j}\left(x-x_{j-1}\right)+\sum_{i=1}^{j-1} \alpha_{i}\left(x_{i}-x_{i-1}\right)\right),\right. \\
x \in\left[x_{j-1}, x_{j}\right] \text { for some } 0 \leq \alpha_{1} \leq \cdots \leq \alpha_{n},  \tag{79}\\
\left.0=x_{0}<\cdots<x_{n}=+\infty\right\} \subset \mathscr{F}_{\alpha_{c} G}
\end{gather*}
$$

such that for all $F \in \mathscr{F}{ }_{\prec_{c} G}$

$$
\mathrm{E}_{F} \sum_{i=1}^{n} c_{i} X_{i: n} \leq \mathrm{E}_{F^{*}} \sum_{i=1}^{n} c_{i} X_{i: n}=\left\|P_{\prec_{c} G} D G\right\| \mu_{2}
$$

(b) If there exists $\alpha=\alpha(m, n, G) \geq Q_{G}\left(\frac{m-1}{n}\right)$ satisfying

$$
\frac{1}{\alpha} \int_{0}^{\alpha} x^{2} G(\mathrm{~d} x)=\int_{Q_{G}\left(\frac{m-1}{n}\right)}^{\alpha} x G(\mathrm{~d} x)
$$

then

$$
\mathrm{E}_{F} X_{m: n} \leq \frac{n}{n+1-m} \sqrt{1-G(\alpha)+\frac{1}{\alpha^{2}} \int_{0}^{\alpha} x^{2} G(\mathrm{~d} x)} \mu_{2}, \quad F \in \mathscr{F}_{\prec_{G} G} .
$$

The equality holds iff

$$
\begin{aligned}
& F^{\star}(x)=G\left(\frac{\alpha}{\mu_{2}} \sqrt{1-G(\alpha)+\frac{1}{\alpha^{2}} \int_{0}^{\alpha} t^{2} G(\mathrm{~d} t) x}\right) \\
& 0<x<\frac{\mu_{2}}{\sqrt{1-G(\alpha)+\frac{1}{\alpha^{2}} \int_{0}^{\alpha} t^{2} G(\mathrm{~d} t)}}
\end{aligned}
$$

Otherwise

$$
\mathrm{E}_{F} X_{m: n} \leq \frac{n \int_{Q_{G}\left(\frac{m-1}{n}\right)}^{\infty} x G(\mathrm{~d} x)}{(n+1-m) \sqrt{\int_{0}^{\infty} x^{2} G(\mathrm{~d} x)}} \mu_{2}
$$

attained for a properly rescaled $G$.

Corollary 4. Suppose that $X_{i}, i=1, \ldots, n$, are dependent i.d with a $J$-shaped distribution and $\mathrm{E} X_{1}^{2}=\mu_{2}^{2}$.

If $\frac{m-1}{n}<\frac{1}{\sqrt{3}}$, then

$$
\mathrm{E} X_{m: n} \leq \frac{n}{n+1-m} \sqrt{1-\frac{2(m-1)}{\sqrt{3} n}} \mu_{2}
$$

The equality holds for a mixture of the $\left[0, \mu_{2} / \sqrt{1-\frac{2(m-1)}{\sqrt{3} n}}\right]$-uniform and the degenerate, concentrated at $\mu_{2} / \sqrt{1-\frac{2(m-1)}{\sqrt{3} n}}$, distributions with probabilities $\sqrt{3} \frac{m-1}{n}$ and $1-\sqrt{3} \frac{m-1}{n}$, respectively.

If $\frac{m-1}{n}>\frac{1}{\sqrt{3}}$, then

$$
\mathrm{E} X_{m: n} \leq \frac{\sqrt{3}}{2}\left(1+\frac{m-1}{n}\right) \mu_{2}
$$

attained by random variables with the uniform distribution on the interval $\left[0, \sqrt{3} \mu_{2}\right]$.

Corollary 5. If $X_{i}, i=1, \ldots, n$, are i.d with an IFR distribution and a given $\mu_{2}$, then for $\alpha=\alpha(m, n)$ uniquely defined by

$$
\frac{2}{\alpha}\left(1-\mathrm{e}^{-\alpha}\right)-\mathrm{e}^{-\alpha}=\left(1-\frac{m-1}{n}\right) \ln \frac{n e}{n+1-m}
$$

we have

$$
\mathrm{E} X_{m: n} \leq \frac{n}{n+1-m} \frac{\sqrt{2}}{\alpha} \mathrm{e}^{-\frac{2}{2}} \sqrt{e^{\alpha}-1-\alpha} \mu_{2} .
$$

The equality holds iff

$$
F^{\star}(x)=1-\exp \left(-\frac{\sqrt{2}}{\mu_{2}} \mathrm{e}^{-\frac{x}{2}} \sqrt{\mathrm{e}^{\alpha}-1-\alpha x}\right), \quad 0<x<\frac{\alpha \hat{e}^{\frac{x}{2}} \mu_{2}}{\sqrt{\mathrm{e}^{\alpha}-1-\alpha}}
$$

which is a combination of a right truncated exponential distribution with a pole at the truncation point.

Combining the projection method for families restricted by the convex ordering relations and the standard transformation of Subsection 4.1, we can establish analogous results for families of symmetric distributions defined by means of $s$-ordering. We recall the definition: $F \prec_{s} G$ iff $Q_{G} F$ is concave and convex on the nonpositive and nonnegative parts of the support of $F$, respectively. The $s$-ordering was defined and investigated by van Zwet (1964) (see also Lawrence, 1975). This is a comparison of distribution peakedness, and the $s$-ordering of a pair is inherited by the respective kurtoses.

Let us consider the distributions symmetric about an arbitrary point $\mu \in \mathscr{R}$, say $F_{\mu}$, such that

$$
\begin{equation*}
F_{\mu}(x)=F(x-\mu), \quad \text { and } \quad F(x)=1-F(-x), \quad x<0 . \tag{80}
\end{equation*}
$$

Then, for a given $G_{\mu}, F_{\mu} \succ_{s} G_{\mu}\left(F_{\mu} \prec_{s} G_{\mu}\right)$ iff $Q_{F} G_{\mid \mathscr{R}_{+}} \in \mathscr{2}_{\succ_{c} G}\left(\mathscr{Q}_{\chi_{c} G}\right.$, respectively) and (80) hold. This and (59) imply that the problem of determining the bound for an expected $L$-estimate of dependent variables with a given variance and a distribution function $F_{\mu}$ such that $F_{\mu} \succ_{s} G_{\mu}$, ( $G$ - fixed) consists in finding the projection of the composition $D^{s} G$ onto $\mathscr{Q}_{\succ_{c} G}$, and calculating its norm. In contrast with bound (76), the norm is multiplied by $\frac{1}{\sqrt{2}} \sigma_{2}$, which follows from $\int_{0}^{\infty} Q_{F} G(x) G(\mathrm{~d} x)=\frac{1}{2} \sigma_{2}^{2}$. The bound is attained by $F_{\mu}^{\star}$ defined by

$$
Q_{F^{\star}} G=\frac{P_{\succ_{c} G} D^{s} G}{\left\|P_{\succ_{c} G} D^{s} G\right\|} \frac{\sigma_{2}}{\sqrt{2}}
$$

(cf (77)) on the positive axis. According to (80), $F^{*}$ is extended on $\mathscr{R}_{-}$and shifted by $\mu$. In the same manner we can obtain results for distributions $F_{\mu} \prec_{s} G_{\mu}$, the only difference being in choosing the cone $\mathscr{Q}_{\prec_{s} G}$ instead of $\mathscr{2}_{\succ_{s} G}$.

Since $D^{s} G$ is also a step function, and

$$
D_{m: n}^{s}=\frac{n}{n+1-m} \mathbf{1}_{\left[\max \left\{\frac{m-1}{n}, 1-\frac{m-1}{n}\right\}, 1\right)}
$$

we can directly apply Lemma 2. In addition, every $D^{s}$ has $\left[\frac{n+1}{2}\right]$ values at most, and so we reduce nearly twice the number of parameters in representations (75) and (79). We shall not present here theorems for the classes of distributions determined by the $s$-comparisons with a general $G$. These are similar to Theorems 10 (a) and 11(a). We describe only the bounds for the special cases of symmetric unimodal and $U$-shaped distributions, which follow and precede the uniform distribution in the $s$-ordering.

Theorem 12 (Gajek and Rychlik, 1996). Suppose that $X_{1}, \ldots, X_{n}$ are i.d random variables, with a symmetric about $\mu$ and unimodal distribution and variance $\sigma_{2}^{2}$.

If $0<\frac{m-1}{n}<\frac{1}{3}$, then

$$
\mathrm{E} X_{m: n} \leq \mu+\frac{2 n}{3(n+1-m)} \sqrt{\frac{m-1}{n}} \sigma_{2}
$$

This becomes equality iff $X_{1}=\mu$ with probability $1-3 \frac{m-1}{n}$ and is uniformly distributed on $\left[\mu-\sqrt{\frac{n}{m-1}} \sigma_{2}, \mu+\sqrt{\frac{n}{m-1}} \sigma_{2}\right]$ with probability $3 \frac{n-1}{n}$.

If $\frac{1}{3} \leq \frac{m-1}{n} \leq \frac{2}{3}$, then

$$
\mathrm{E} X_{m: n} \leq \mu+\sqrt{3} \frac{m-1}{n} \sigma_{2}
$$

which is equality iff $X_{1}$ is uniformly distributed on $\left[\mu-\sqrt{3} \sigma_{2}, \mu+\sqrt{3} \sigma_{2}\right]$.
If $\frac{m-1}{n}>\frac{2}{3}$, then

$$
\mathrm{E} X_{m: n} \leq \mu+\frac{2}{3} \sqrt{\frac{n}{n+1-m}} \sigma_{2} .
$$

Here the equality is attained by the mixture of the degenerate distribution at $\mu$ and the $\left[\mu-\sqrt{\frac{n}{n+m}} \sigma_{2}, \mu+\sqrt{\frac{n}{n+1-m}} \sigma_{2}\right]$-uniform distribution with probabilities $3 \frac{m-1}{n}-2$ and $3\left(1-\frac{m-1}{n}\right)$, respectively.

Theorem 13. Suppose that $X_{i}, i=1, \ldots, n$, are dependent random variables with a common symmetric about $\mu$ and $U$-shaped distribution and a finite given variance $\sigma_{2}^{2}$.

If $\left|\frac{m-1}{n}-\frac{1}{2}\right|<\frac{1}{\sqrt{3}}$, then

$$
\left.\mathrm{E} X_{m: n} \leq \mu+\frac{n}{n+1-m} \sqrt{\frac{1}{4}-\frac{1}{\sqrt{3}}\left|\frac{m-1}{n}-\frac{1}{2}\right|} \right\rvert\, \sigma_{2}
$$

The equality holds iff the distribution of $X_{1}$ has the symmetric uniform density on $\left[\mu-\sigma_{2} / \sqrt{1-4 \sqrt{3}\left|\frac{m-1}{n}-\frac{1}{2}\right|}, \mu+\sigma_{2} / \sqrt{1-4 \sqrt{3}\left|\frac{m-1}{n}-\frac{1}{2}\right|}\right]$, and two atoms at the ends of the interval, with identical probabilities $\frac{1}{2}-\sqrt{3}\left|\frac{m-1}{n}-\frac{1}{2}\right|$.

If $\frac{1}{\sqrt{3}}<\left|\frac{m-1}{n}-\frac{1}{2}\right|<\frac{1}{2}$, then

$$
\mathrm{E} X_{m: n} \leq \mu+\sqrt{3} \frac{m-1}{n} \sigma_{2}
$$

which becomes equality for $X_{i}, i=1, \ldots, n$, uniformly distributed on $\left[\mu-\sqrt{3} \sigma_{2}\right.$, $\mu+\sqrt{3} \sigma_{2}$.

We have not considered the trivial case of sample minimum, for which $D_{1: n}^{s} \equiv 0$. In fact, $\mathrm{E} X_{1: n}$ attains the upper bound $\mu$ iff $X_{i}, i=1, \ldots, n$, are identical whatever the parent distribution is. For the other order statistics of symmetric variables, there are joint distributions such that $\mathrm{E} X_{m: n}>\mu$ (even for $m=2$ and large $n$ ). This contrasts with the i.i.d case, in which we derive the trivial upper bound on $\mathrm{E} X_{m: n}$ if $m \leq\left[\frac{n+1}{2}\right]$.

The $s$-ordering is also well defined for pairs of asymmetric distributions. The families of compositions $Q_{F} G$ for all $F$ being in either of $s$-relations with $G$ are closed under nonnegative combinations, and applying the approach developed in this Section we can derive tight bounds for these families. Barlow and Proschan (1966) defined the starshaped ordering of life distributions: $F \succ_{{ }_{*}} G$ iff $\frac{Q_{F} G(x)}{x}$ is nondecreasing, which is implied by $F \succ_{c} G$. We say that $Q_{F} G$ is superadditive (subadditive) iff $Q_{F} G(x+y) \geq(\leq) Q_{F} G(x)+Q_{F} G(y)$ for all $x$ and $y$. The relation allows to define another more general partial ordering (see Marshall and Proschan, 1972). The properties of being in this relation as well as in the $\star$-relation with the exponential distribution have a natural meaning in the reliability theory (see Barlow and Proschan, 1975). The counterpart of the starshaped ordering for the symmetric distributions, the $r$-ordering, was introduced by Lawrence (1975). For all these relations, with $G$ fixed, the resulting families of compositions are convex cones, which, theoretically, makes it possible to determine a number of sharp bounds on $L$-estimates.

## 5. Quantile bounds for restricted families

Another way of deriving bounds on expectations of $L$-estimates, with distributions from restricted families determined by partial orderings makes use of the Jensen inequality. The bounds are expressed in terms of quantiles of the parent distribution. In this Section, we change the convention of presentation, assumed in the previous ones. We first discuss the bounds in the i.i.d case, which were presented in literature before. The basic results were published in the sixties. Then we derive the respective bounds for the dependent case.
5.1. I.i.d case. Consider the sample $X_{1}, \ldots, X_{n}$ with a common distribution $F \in$ $\mathscr{F}_{{ }_{c} G}, G$ is fixed and known. Since $Q_{F} G$ is concave, and $N_{m: n} G(x) G(\mathrm{~d} x)$ is a probability measure,

$$
\begin{align*}
\mathrm{E} X_{m: n} & =\int_{0}^{1} Q_{F}(x) N_{m: n}(x) \mathrm{d} x \\
& =\int_{0}^{\infty} Q_{F} G(x) N_{m: n} G(x) G(\mathrm{~d} x) \\
& \leq Q_{F} G\left(\int_{0}^{\infty} x N_{m: n} G(x) G(\mathrm{~d} x)\right)  \tag{81}\\
& =O_{F} G\left(\int_{0}^{1} Q_{G}(x) N_{m: n}(x) \mathrm{d} x\right) \\
& =Q_{F} G\left(\mathrm{E} Y_{m: n}\right)
\end{align*}
$$

where $Y_{m: n}$ is the $m^{\text {th }}$ order statistic of the independent $G$-distributed sample. If $F \in \mathscr{F}_{\succ_{c} G}$, we obtain

$$
\begin{equation*}
\mathrm{E} X_{m: n} \geq Q_{F} G\left(\mathrm{E} Y_{m: n}\right) \tag{82}
\end{equation*}
$$

The equalities in (81)-(82) hold if $F=G$ up to a location-scale transformation. The inequalities were obtained by van Zwet (1964). For the special case of uniform $G$, we have the bounds derived earlier by Blom (1958)

$$
\begin{equation*}
\mathrm{E} X_{m: n} \geq Q_{F}\left(\frac{m}{n+1}\right) \tag{83}
\end{equation*}
$$

for $F$ with a decreasing probability on its support and the reversed one for $J$-shaped distributions.

Kamps (1991) used analogous arguments to establish bounds on moments of order statistics

$$
\begin{equation*}
\mathrm{E} X_{m: n}^{r} \leq(\geq) Q_{F}^{r}\left(\frac{m}{n+1}\right), \quad r>0 \tag{84}
\end{equation*}
$$

provided that $Q_{F}^{r}$ is concave (convex), and becoming equality iff $F$ is a power distribution with the exponent $r$. Inequalities (84) follow from the special case (83) if we replace the original variables by their $r^{\text {th }}$ powers. An intermediate generalization of (84) is

$$
\mathrm{E} X_{m: n}^{r} \leq(\geq,=) Q_{F}\left(\mathrm{E} Y_{m: n}^{r}\right), \quad r>0
$$

which is satisfied if $Q_{F}^{r} G$ is concave (convex, and linear, respectively) on the support of $G$, and $G$ is the distribution function of $Y_{i}, i=1, \ldots, n$.

We also write the implications of (81) and (82) for the IFR and DFR random variables, respectively. If $X_{i}, i=1, \ldots, n$, are IFR, then

$$
\begin{equation*}
\mathrm{E} X_{m: n} \leq Q_{F}\left(1-\exp \left(-\sum_{i=1}^{m} \frac{1}{n+1-i}\right)\right) \tag{85}
\end{equation*}
$$

and for the DFR variables the inequality in (85) is reversed. The integral approximations

$$
\int_{n+1-m}^{n+1} \frac{\mathrm{~d} x}{x}<\sum_{i=1}^{m} \frac{1}{n+1-i}<\int_{n+\frac{1}{2}-m}^{n+\frac{1}{2}} \frac{\mathrm{~d} x}{x}
$$

allow to simplify (85) by the evaluations

$$
\mathrm{E} X_{m: n}<Q_{F}\left(\frac{m}{n+\frac{1}{2}}\right)
$$

for the IFR variables and

$$
\mathrm{E} X_{m: n}>Q_{F}\left(\frac{m}{n+1}\right)
$$

for the DFR ones (cf (83)). Barlow and Proschan (1966) established the following sharp inequalities for the $m^{\text {th }}$ order statistic of IFR distributed random variables with a given $p^{\text {th }}$ quantile $Q_{F}(p)$ :

$$
\begin{aligned}
& \sum_{j=0}^{m-1}\binom{n}{j} \int_{0}^{Q_{F}(p)}\left[1-\mathrm{e}^{-x \ln \frac{Q_{F}(p p}{1-p}}\right]^{j} \mathrm{e}^{x(j-n) \ln \frac{Q_{F}(p)}{1-p}} \mathrm{~d} x \\
& \quad \leq \mathrm{E} X_{m: n} \leq \max \left\{Q_{F}(p), \frac{p}{-\ln (1-p)} \sum_{j=1}^{m} \frac{1}{n+1-m}\right\}
\end{aligned}
$$

Van Zwet (1964) used c-comparisons with distributions, for which the formulas for the expectations of order statistics have simple analytic expressions, to approximate the respective expectations for the $c$-related distributions, which do not have such nice formulas. Comparisons with the Pareto and negative Pareto distributions $G(x)=1-\frac{1}{x}$ and $-\frac{1}{x}$, respectively, yield: if $\frac{1}{1-F(x)}$ is convex (concave), then

$$
\mathrm{E} X_{m: n} \leq(\geq) Q_{F}\left(\frac{m}{n}\right)
$$

and if $\frac{1}{F(x)}$ is concave (convex), then

$$
\mathrm{E} X_{m: n} \leq(\geq) Q_{F}\left(\frac{m-1}{n}\right)
$$

For instance, for the normal distribution function $F$ both $\frac{1}{1-F(x)}$ and $\frac{1}{F(x)}$ are convex, and so we have

$$
\begin{equation*}
Q_{F}\left(\frac{m-1}{n}\right) \leq \mathrm{E} X_{m: n} \leq Q_{F}\left(\frac{m}{n}\right) \tag{86}
\end{equation*}
$$

Note that any convex combination $\sum_{i=1}^{n} c_{i} N_{i: n}$ is a probability density function. Replacing a single $N_{i: n}$ by the combination in (81), we derive

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq Q_{F} G\left(\mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}\right), \quad F \in \mathscr{F}_{\prec_{\mathrm{c}} G} \tag{87}
\end{equation*}
$$

(cf Arnold and Balakrishnan, 1989, Section 3.4). It follows that

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq Q_{F}\left(\frac{1}{n+1} \sum_{i=1}^{n} i c_{i}\right), \quad F-J \text {-shaped } \tag{88}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq Q_{F}\left(1-\exp \left(-\sum_{j=1}^{n} \frac{1}{j} \sum_{i=n+1-j}^{n} c_{i}\right)\right), \quad F-\mathrm{IFR} \tag{89}
\end{equation*}
$$

In particular, Nagaraja (1981) derived

$$
\mathrm{E} \frac{1}{k} \sum_{i=n+1-k}^{n} X_{i: n} \leq Q_{F}\left(\frac{2 n+1-k}{2(n+1)}\right)
$$

and

$$
\begin{aligned}
\mathrm{E} \frac{1}{k} \sum_{i=n+1-k}^{n} X_{i: n} & \leq Q_{F}\left(1-\exp \left(1-\sum_{j=k+1}^{n} \frac{1}{j}\right)\right) \\
& <Q_{F}\left(1-\frac{2 k+1}{(2 n+1) e}\right)
\end{aligned}
$$

respectively. Barlow and Proschan (1966) noted that (87)-(89) hold for nonnegative combinations with $\sum_{i=1}^{n} c_{i} \leq 1$, also. More generally, the inequalities are satisfied if some $c_{i}$ are negative, but $0<\sum_{i=1}^{n} c_{i} \leq 1$, and $\sum_{i=1}^{n} c_{i} N_{i: n} \geq 0$ on $[0,1]$. Indeed, by (87), vanishing of $Q_{F} G$ at the origin, and its concavity, we have

$$
\begin{align*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} & \leq \sum_{i=1}^{n} c_{i} Q_{F} G\left(\frac{\mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}}{\sum_{i=1}^{n} c_{i}}\right) \\
& =\sum_{i=1}^{n} c_{i} Q_{F} G\left(\frac{\mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}}{\sum_{i=1}^{n} c_{i}}\right)+\left(1-\sum_{i=1}^{n} c_{i}\right) Q_{F} G(0)  \tag{90}\\
& \leq Q_{F} G\left(\mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}\right)
\end{align*}
$$

Necessary and sufficient conditions on the coefficients $c_{1}, \ldots, c_{n}$ such that (87) holds were obtained by van Zwet (cf Lawrence, 1975, p. 423).

Since $N_{m: n}^{s}, m>\frac{n+1}{2}$, is positive on $\left(\frac{1}{2}, 1\right)$, and integrates to a number less than 1 , we can repeat the arguments of (81) and (90) to deduce

$$
\begin{align*}
\mathrm{E} X_{m: n}-\mu & \leq \int_{\frac{1}{2}}^{1} Q_{F}(x) N_{i: n}^{s}(x) \mathrm{d} x  \tag{91}\\
& \leq Q_{F} G\left(\mathrm{E}\left(Y_{m: n}-Y_{1}\right)\right)
\end{align*}
$$

for all $F \prec_{s} G$ and $m>\frac{n+1}{2}$ (van Zwet, 1964). Since $Q_{F} G$ is antisymmetric, (91) is reversed for $m<\frac{n+1}{2}$. For brevity, we assume further that $F$ and $G$ are symmetric about 0 . If $F \in \mathscr{F}_{\succ_{s} G}$, then

$$
\left|\mathrm{E} X_{m: n}\right| \geq\left|Q_{F} G\left(\mathrm{E} Y_{m: n}\right)\right|
$$

For the special case of $s$-comparisons with the symmetric uniform distribution, we have

$$
\begin{equation*}
\left|\mathrm{E} X_{m: n}\right| \leq(\geq)\left|Q_{F}\left(\frac{m}{n+1}\right)\right| \tag{92}
\end{equation*}
$$

for symmetric $U$-shaped (unimodal) parent distribution functions $F$ (see also Ali and Chan, 1965). Kabir and Rahman (1974) improved (92) assuming the stronger condition that $\frac{Q_{F}(x)}{x-\frac{1}{2}}$ is convex (or concave) on $\left(\frac{1}{2}, 1\right)$.

Van Zwet (1964) proved that normal $F \prec_{s}$ logistic $G$, and applying (91), the fact that $\mathrm{E} Y_{m: n}=\sum_{j=n-m}^{m} \frac{1}{j-1}$, and an integral approximation, he derived

$$
\mathrm{E} X_{m: n}<Q_{F}\left(\left[1+\exp \left(-\sum_{j=n-m}^{m} \frac{1}{j-1}\right)\right]^{-1}\right)<Q_{F}\left(\frac{m-\frac{1}{2}}{n}\right)
$$

for all $m>\frac{n+1}{2}$, which improves (86). Analogous bounds for the selection differential of the normal population were presented by Nagaraja (1981, p. 444). In this case, the inequality

$$
\frac{1}{k} \sum_{i=n+1-k}^{n} \mathrm{E} X_{i: n}<Q_{F} G\left(\frac{1}{k} \sum_{i=n+1-k}^{n} \mathrm{E} Y_{m: n}\right)
$$

follows from the fact that

$$
\frac{1}{k} \sum_{i=n+1-k}^{n} N_{i: n}^{s}=\frac{1}{k} \sum_{i=\max \{k, n-k\}+1}^{n} N_{i: n}^{s}
$$

is a positive density of a substochastic measure on $\left(\frac{1}{2}, 1\right)$. Similar inequalities for general $L$-estimates can be verified if $c_{i}=0$ for $i<\frac{n+1}{2}$, and $c_{i} \geq 0$ for $i>\frac{n+1}{2}$, and $\sum_{i>\frac{n+1}{2}} c_{i} \leq 1$ (cf Arnold and Balakrishnan, 1989). Lawrence (1975) proved that the necessary and sufficient condition for

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq(\geq) Q_{F} G\left(\mathrm{E} \sum_{i=1}^{n} c_{i} Y_{m: n}\right)
$$

for all $F \prec_{s}\left(\succ_{s}\right) G$ is

$$
\sum_{i=1}^{n} c_{i}-\sum_{j=1}^{n} \sum_{i=1}^{j} c_{i}\binom{n}{j}\left[x^{n-j}(1-x)^{j}+x^{j}(1-x)^{n-j}\right] \in[0,1]([-1,0])
$$

for every $\frac{1}{2} \leq x \leq 1$. Lawrence (1975) also presented the respective conditions for asymmetric distribution functions.
5.2. I.d case. Suppose that $X_{i}, i=1, \ldots, n$, and $Y_{i}, i=1, \ldots, n$, are two sequences of dependent random variables with life distributions $F$ and $G$, respectively. We assume that $F \prec_{c} G$ and $G$ is known. Since $Q_{F} G$ is a concave function on $[0, \infty)$, and $D_{m: n}=\frac{n}{n+1-m} \mathbf{1}_{\left[\frac{m-1}{n}, 1\right)}$ is a probability density function on $[0,1)$,

$$
\begin{align*}
\mathrm{E} X_{m: n} & \leq \int_{0}^{1} Q_{F}(x) D_{m: n}(x) \mathrm{d} x \\
& =\int_{0}^{\infty} Q_{F} G(x) D_{m: n} G(x) G(\mathrm{~d} x) \\
& \leq Q_{F} G\left(\int_{0}^{\infty} x D_{m: n} G(x) G(\mathrm{~d} x)\right)  \tag{93}\\
& =Q_{F} G\left(\int_{0}^{1} Q_{G}(x) D_{m: n}(x) \mathrm{d} x\right) \\
& =Q_{F} G\left(\sup \mathrm{E} Y_{m: n}\right)
\end{align*}
$$

where the supremum is taken over the all possible joint distributions of $Y_{1}, \ldots, Y_{n}$. If $F \succ_{c} G$, then for $\bar{D}_{m: n}=\frac{n}{m} \mathbf{1}_{\left[0, \frac{m}{n}\right]}$, we can similarly prove

$$
\begin{align*}
\mathrm{E} X_{m: n} & \geq Q_{F} G\left(\int_{0}^{1} Q_{G}(x) \bar{D}_{m: n}(x) \mathrm{d} x\right)  \tag{94}\\
& =Q_{F} G\left(\inf \mathrm{E} Y_{m: n}\right)
\end{align*}
$$

with the infimum taken over the same set as in (93). For specific choices of $G$, we obtain

$$
\mathrm{E} X_{m: n} \leq Q_{F}\left(\frac{1}{2}+\frac{m-1}{2 n}\right)
$$

if $F$ is $J$-shaped,

$$
\mathrm{E} X_{m: n} \geq Q_{F}\left(\frac{m}{2 n}\right)
$$

if $F$ has a decreasing failure probability on $\mathscr{R}_{+}$, and, furthermore,

$$
\mathrm{E} X_{m: n} \leq Q_{F}\left(1-\frac{n+1-m}{n e}\right)
$$

if $F$ has an increasing failure rate, and

$$
\mathrm{E} X_{m: n} \geq Q_{F}\left(1-\mathrm{e}^{-1}\left(\frac{n}{n-m}\right)^{\frac{n}{m}-1}\right)
$$

if $F$ is a DFR distribution.
Observe that the single order statistics in (93) and (94) can be replaced by $L$-estimates such that the respective jump functions $D$ and $\bar{D}$ are nonnegative and integrate to one. The latter condition can be further weakened when $Q_{F} G(0)=0$ (cf (90)). Let us concentrate on the case of $L$-estimates such that $D$ is a substochastic density function, i.e.,

$$
\begin{equation*}
\sum_{i=1}^{j} c_{i} \geq 0, \quad j=1, \ldots, n-1, \quad 0<\sum_{i=1}^{n} c_{i}=\int_{0}^{1} D(x) \mathrm{d} x \leq 1 \tag{95}
\end{equation*}
$$

Then $F \prec_{c} G$ implies

$$
\begin{aligned}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq & \sum_{i=1}^{n} c_{i} \int_{0}^{1} Q_{F} G(x) \frac{D G(x)}{\sum_{i=1}^{n} c_{i}} G(\mathrm{~d} x) \\
\leq & \sum_{i=1}^{n} c_{i} Q_{F} G\left(\frac{1}{\sum_{i=1}^{n} c_{i}} \int_{0}^{1} Q_{G}(x) D(x) \mathrm{d} x\right) \\
& +\left(1-\sum_{i=1}^{n} c_{i}\right) Q_{F} G(0) \\
\leq & Q_{F} G\left(\int_{0}^{1} Q_{G}(x) D(x) \mathrm{d} x\right) \\
= & Q_{F} G\left(\sup \mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}\right)
\end{aligned}
$$

If we admit $\sum_{i=1}^{n} c_{i}>1$ in (95), we would merely have

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq \sum_{i=1}^{n} c_{i} Q_{F} G\left(\frac{\sup \mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}}{\sum_{i=1}^{n} c_{i}}\right)
$$

Likewise, under the assumption $F \succ_{c} G, \quad \sum_{i=1}^{n} c_{i}>0$, and $\sum_{i=j}^{n} c_{i} \geq 0$, $j=2, \ldots, n$, we derive

$$
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \geq \max \left\{\sum_{i=1}^{n} c_{i}, 1\right\} Q_{F} G\left(\frac{\int_{0}^{1} Q_{G}(x) \bar{D}(x) \mathrm{d} x}{\max \left\{\sum_{i=1}^{n} c_{i}, 1\right\}}\right)
$$

If $F$ and $G$ are symmetric about 0 , and $F \prec_{s} G$, then

$$
\begin{align*}
\mathrm{E} X_{m: n} & \leq \int_{\frac{1}{2}}^{1} Q_{F}(x) D_{m: n}^{s}(x) \mathrm{d} x \\
& \leq Q_{F} G\left(\int_{\frac{1}{2}}^{1} Q_{G}(x) D_{m: n}^{s}(x) \mathrm{d} x\right)  \tag{96}\\
& =Q_{F} G\left(\sup \mathrm{E} Y_{m: n}\right)
\end{align*}
$$

because $D_{m: n}^{s}$ is a substochastic density on $\left[\frac{1}{2}, 1\right]$. By similar arguments we conclude for $F \succ_{s} G$

$$
\begin{align*}
\mathrm{E} X_{m: n} & \geq Q_{F} G\left(\int_{\frac{1}{2}}^{1} Q_{G}(x) \bar{D}_{m: n}^{s}(x) \mathrm{d} x\right)  \tag{97}\\
& =Q_{F} G\left(\inf \mathrm{E} Y_{m: n}\right)
\end{align*}
$$

Note that the right-hand side of (96) is positive for all $m=2, \ldots, n$, in contrast with the i.i.d case, where the respective upper bound (91) is nontrivial for $m>\frac{n+1}{2}$, only. Similarly, the lower bound in (97) is negative unless $m=n$. Plugging $G$ being symmetric uniform into (96) and (97), yields

$$
\mathrm{E} X_{m: n} \leq Q_{F}\left(\frac{1}{2}+\frac{m-1}{2 n}\right)
$$

for the symmetric $U$-shaped distributions $F$, and

$$
\mathrm{E} X_{m: n} \geq Q_{F}\left(\frac{m}{2 n}\right)
$$

for the symmetric unimodal ones.
Certainly, we can verify

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq Q_{F} G\left(\sup \mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}\right), \quad F \prec_{s} G \tag{98}
\end{equation*}
$$

provided that

$$
\begin{equation*}
\int_{\frac{1}{2}}^{1} D^{s}(x) \mathrm{d} x=C(1)-2 C\left(\frac{1}{2}\right) \leq 1 \tag{99}
\end{equation*}
$$

(condition $D^{s}(x) \geq 0, x \in\left[\frac{1}{2}, 1\right]$, holds trivially). The necessary and sufficient condition for (99) is

$$
\sum_{i=1}^{j} c_{i}+\frac{n-2 j}{2(k-j)} \sum_{i=j+1}^{k} c_{i} \geq \frac{1}{2} \sum_{i=1}^{n} c_{i}-\frac{1}{2} \quad \text { for all } 0 \leq j \leq \frac{n}{2} \leq k \leq n
$$

(cf Rychlik, 1993a). Otherwise

$$
\begin{equation*}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \leq\left[\sum_{i=1}^{n} c_{i}-2 C\left(\frac{1}{2}\right)\right] Q_{F} G\left(\frac{\sup \mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}}{\sum_{i=1}^{n} c_{i}-2 C\left(\frac{1}{2}\right)}\right) . \tag{100}
\end{equation*}
$$

A counterpart of (98) and (100) for $F \succ_{s} G$ is

$$
\begin{aligned}
\mathrm{E} \sum_{i=1}^{n} c_{i} X_{i: n} \geq & \max \left\{2 \bar{C}\left(\frac{1}{2}\right)-\sum_{i=1}^{n} c_{i}, 1\right\} \\
& \times Q_{F} G\left(\frac{\inf \mathrm{E} \sum_{i=1}^{n} c_{i} Y_{i: n}}{\max \left\{2 \bar{C}\left(\frac{1}{2}\right)-\sum_{i=1}^{n} c_{i}, 1\right\}}\right)
\end{aligned}
$$

Also, $2 \bar{C}\left(\frac{1}{2}\right)-\sum_{i=1}^{n} c_{i} \leq 1$ iff

$$
\sum_{i=1}^{j} c_{i}+\frac{n-2 j}{2(k-j)} \sum_{i=j+1}^{k} c_{i} \leq \frac{1}{2} \sum_{i=1}^{n} c_{i}+\frac{1}{2} \quad \text { for all } 0 \leq j \leq \frac{n}{2} \leq k \leq n
$$

We finally remark that the bounds presented in this Subsection are sharp. For instance, (93) becomes equality iff $F \sim_{c} G$ and the joint distribution of $X_{i}$, $i=1, \ldots, n$, satisfies the conditions described in Section 2. It is also worth noting that since it is usually easier to determine the extremes of expected $L$-estimates in the i.d case than the respective value for the independent sample, the bounds presented here may be used for approximations in the i.i.d case.
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# Recurrence Relations and Identities for Moments of Order Statistics 

N. Balakrishnan and K. S. Sultan

## 1. Introduction

The theory of statistical inference has been mostly developed assuming that the samples are drawn from some specific (known) probability distribution. These developments broadly fall into two main classes, viz., (i) statistical estimation, and (ii) tests of hypotheses. Yet there are numerous situations in practice wherein it may not be possible to assume a specific functional form for the underlying population distribution function. This led to the development of the so-called "nonparametric" or "distribution-free" methods in statistics that are based on relatively mild assumptions regarding the underlying population; see, for example, Gibbons and Chakraborty (1994), Hollander and Wolfe (1973) and Lehmann (1975). In the beginning [e.g., Scheffe (1943)], order statistics were also considered as a part of the nonparametric statistics and one was simply concerned with the properties of a random sample whose observations when arranged in ascending or descending order of magnitude. Order statistics and their moments quickly gained their importance in many statistical problems. Linear functions of order statistics were found to be extremely useful in the estimation of parameters and also in testing of hypotheses problems. The application of Gauss-Markov theorem of least squares by Lloyd (1952) [also see Sarhan and Greenberg (1962) and David (1981)] to derive linear functions of order statistics (termed as "linear estimators") for estimating the location and scale parameters of distributions, is one fine example. Blom's $(1958,1962)$ "nearly best linear estimators", Jung's $(1955,1962)$ "asymptotically best linear estimators", Dixon's (1960) "Winsorized estimators", and Tukey and McLaughlin's (1963) "trimmed estimators" are all based on order statistics and they simply demonstrate the importance of order statistics in statistical inference. Knowledge of the moments of order statistics, in particular their means, variances and covariances, allows us to find the expected value and variance of a linear function of order statistics, and hence permits us to obtain estimators and their efficiencies. There are both theoretical and practical reasons for this sound development of the theory of order statistics. From a theoretical point of view, it is often desirable to develop methods of inference which remain
valid under a wide class of population distributions. It is also desirable from a practical point of view to make a statistical procedure as simple and broadly applicable as possible. Order statistics are most applicable in many engineering fields since in these cases the smallest, the largest or an intermediate future realization of a random variable is more important than the mean or the median of the distribution. For example, the lowest strength value of a critical structural component is an important factor in assessing the value of a structural design and the largest value is also important for some similar assessments. One could refer to Gumbel (1958) for many such practical examples where the usefulness of order statistics is stressed upon. In particular, applications of extreme order statistics in many practical situations have been mentioned by Gumbel (1958) and Castillo (1988), and the asymptotic theory of extremes and of related statistics has been developed at length by Galambos (1978, 1987).

It is of interest to mention here that life tests provide an ideal illustration of the advantages of order statistics in the case of censored samples. It is often desirable to stop the experiment after the failure of a certain number of items under test instead of waiting for all the items to fail since such life-testing experiments may take a long time to complete (Mann, Schafer and Singpurwalla, 1974; Lawless, 1982; Nelson, 1982; Bain and Engelhardt, 1991; Cohen, 1991; Cohen and Whitten, 1988, and Balakrishnan and Cohen, 1991). Note that in this situation, unlike in most other cases, the data arrives already in a naturally ordered way by the method of experimentation. A nice historical note on the history and different roles of order statistics has been prepared by Harter (1988).

In the recent years, order statistics have been used quite extensively in outlier detection (Barnett and Lewis, 1993; Hawkins, 1980), goodness-of-fit tests (D'Agostino and Stephens, 1986) and robustness studies. Several robust estimators and robust tests have been successfully developed using censored samples based on the fact that the lowest and highest few observations in a sample are the most likely to be the results of departure from assumed distribution of contamination; for example, see David (1979, 1981), David and Shu (1978), Dixon (1960), Dixon and Tukey (1968), Hogg (1967, 1974), Huber (1972, 1982), Mosteller and Tukey (1977), Shu (1978), Yuen (1971), Andrews et al. (1972) and Tiku, Tan and Balakrishnan (1986). Another important application of order statistics is data compression (Eisenberger and Posner, 1965) wherein the sample may be replaced by enough order statistics to allow both satisfactory estimation of parameters and also a test of the assumed underlying distribution.

The moments of order statistics have assumed considerable interest in recent years and, in fact, have been tabulated quite extensively for many distributions. Many authors have investigated and derived several recurrence relations and identities satisfied by the single as well as product moments of order statistics primarily to reduce the amount of direct computations. However, one could list the following three main reasons why these recurrence relations and identities for the moments of order statistics are important:
(i) they reduce the amount of direct computations quite considerably,
(ii) they usefully express the higher order moments of order statistics in terms of the lower order moments and hence make the evaluation of higher order moments easy,
(iii) they are very useful in checking the computation of the moments of order statistics.

In addition, Joshi (1973) and Joshi and Balakrishnan (1981b) have demonstrated a very interesting application of these recurrence relations and identities among order statistics in establishing some combinatorial identities. For the normal distribution, Davis and Stephens (1978) have illustrated a very good application of an identity between moments of normal order statistics in obtaining an improved approximation of the variance-covariance matrix of normal order statistics.

Exact lower order moments of order statistics in small samples from the normal distribution, along with some relations satisfied by these moments, were first obtained by Jones (1948). Godwin (1949) recognized some more recurrence relations and extended Jones's results for larger sample sizes. A simple recurrence formula between moments of order statistics, commonly known as the "normalized moments" was derived by Cole (1951). Sillitto $(1951,1964)$ established some recurrence relations for an arbitrary distribution and also used them to obtain some relations for means of range from different sample sizes. Srikantan (1962) derived some recurrence relations between probability density functions of order statistics and extended them for the moments of order statistics; he also investigated the numerical error propagation in such recursive computations. Some additional relations between probability density functions of order statistics were recognized by Young (1967). Recurrence relations which are closely related to Srikantan's results, between expected values of functions of order statistics, were obtained by Krishnaiah and Rizvi (1966). While Melnick (1964) showed that Cole's result is also valid for samples drawn from discrete populations, Arnold (1977) presented an alternative proof for Cole's result covering mixtures of continuous and discrete distributions and also obtained some additional relations exactly on the same lines. Some more relations for both single and product moments of order statistics were established by Downton (1966). David and Joshi (1968) noted that many of these results hold even for order statistics obtained from exchangeable variates. David and Joshi's (1968) result has been further used by Balakrishnan (1987b) in proving some additional results for order statistics obtained from exchangeable variates. Balakrishnan and Malik (1986a) displayed that two well-known identities among moments of order statistics follow directly from some basic recurrence relations satisfied by these moments. As a result, Balakrishnan and Malik (1986a) showed that it is not meaningful to apply these identities for the purpose of checking the computations of these moments whenever these recurrence relations are used in the computational procedure. In an interesting paper, Govindarajulu (1963a) derived some relations between the moments of order statistics from a symmetric distribution and the moments of order statistics from its folded distribution (folded at the center) and also
investigated the cumulative rounding error committed by using these relations. In another article, Govindarajulu (1963b) summarized many of these results and established some more recurrence relations and identities satisfied by the single and product moments of order statistics and used these results in order to determine the number of single and double integrals to be evaluated for the calculation of means, variances and covariances of order statistics in a sample of size $n$, assuming these quantities for all sample sizes less than $n$ to be known, for an arbitrary continuous distribution symmetric about zero. He showed that in this case, one has to evaluate at most one single integral and $(n-2) / 2$ double integrals if $n$ is even, and one single integral and $(n-1) / 2$ double integrals if $n$ is odd. By a simple generalization of one of the results of Govindarajulu (1963b), Joshi (1971) displayed that for distributions symmetric about zero the number of double integrals to be evaluated for even values of $n$ is in fact zero. Joshi and Balakrishnan (1982) established similar results for an arbitrary continuous distribution and showed that, in that case, one has to evaluate at most two single integrals and $(n-2) / 2$ double integrals if $n$ is even, and two single integrals and $(n-1) / 2$ double integrals if $n$ is odd. Some more relations and identities satisfied by variances and covariances of order statistics are also given by Joshi and Balakrishnan (1982). For even values of $n$, in addition, Balakrishnan (1982) proved that the sums $\sum_{r=1}^{n-i} \mu_{r, r+i: n},(1 \leq i \leq n-1)$, of sub-diagonal product moments of order statistics from a sample of size $n$ can all be calculated from the single and product moments of order statistics from samples of size less than $n$.

Joshi (1973) proved two interesting identities involving order statistics and applied them to obtain some combinatorial identities. Following a similar method, Joshi and Balakrishnan (1981b) used many recurrence relations and identities between order statistics in exhibiting different methods of deriving such combinatorial results. By this process, they gave alternate proofs to several identities given in Riordan (1968). Joshi's (1973) identities have been generalized by Balakrishnan and Malik (1985). Similar results for the joint distributions of two order statistics have been derived by Balakrishnan and Malik (1987b). These results also have their usefulness in establishing several interesting combinatorial identities. By making use of Khatri's (1962) integral representation for the joint probability mass function of two order statistics from an arbitrary discrete population, Balakrishnan (1986) showed that most of these results among moments of order statistics hold for the case of discrete distributions as well. Using these results then, Balakrishnan (1986) established the above described bounds of Joshi and Balakrishnan (1982) for any arbitrary discrete distribution. These bounds can be further improved for the case of symmetric distributions as mentioned above. These recurrence relations (ones for the product moments in particular) are highly useful as the computation of the product moments is very difficult and expensive too; see Barnett (1966). In addition, for some specific distributions like the normal, logistic, Cauchy, double exponential, exponential, Pareto, power function, etc., some more recurrence relations and identities can be derived for the moments of order statistics by making use of the functional
relationship between the probability density function and the cumulative distribution function of the underlying population. In many of these cases, the recurrence relations are also complete in the sense that they will enable one to compute all the single and product moments of all order statistics for all sample sizes in a simple recursive manner.

In this review article, we update the reviews of Malik, Balakrishnan and Ahmed (1988) and Balakrishnan, Malik and Ahmed (1988). Bearing in mind the importance and usefulness of recurrence relations and identities for moments of order statistics, we list and analyze all these results. We present the recurrence relations and identities satisfied by the single moments of order statistics for any arbitrary distribution in Section 3, and the recurrence relations and identities satisfied by the product moments and covariances of order statistics in Section 4. We also mention the interrelationships between many of these results. In addition to all these results, several recurrence relations satisfied by the moments of order statistics from some specific continuous distributions are also available and these are presented in Sections 5-19. For the normal distribution, some identities satisfied by the covariances of order statistics have been used by Davis and Stephens (1978) in obtaining improved approximation for the variance-covariance matrix of normal order statistics. Joshi and Balakrishnan (1981a) have applied some such identities among the covariances of normal order statistics in obtaining an expression for the variance of standardized and studentized selection differential. Besides, for distributions like the logistic, exponential, double exponential, power function, Pareto, Lomax, log-logistic, Burr, mixture of two exponential, parabolic and skewed distributions and their truncated forms, these recurrence relations can be used effectively to compute all the single and the product moments of order statistics for all sample sizes. It must be remarked here that only simple algebraic operations are performed for the evaluation of both single and product moments when using these recurrence relations and therefore, the rounding errors can be kept negligible at least for small and moderately large sample sizes by performing the necessary calculations at a high precision on a computer. Many of the results mentioned above have been synthesized in the monograph by Arnold and Balakrishnan (1989); see also Balakrishnan (1988).

## 2. Notations

Let $X$ be a continuous random variable having a cumulative distribution function (cdf) $F(x)$ and probability density function (pdf) $f(x)$. Let $X_{1}, X_{2}, \ldots, X_{n}$ be a random sample of size $n$ from this distribution and $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ be the corresponding order statistics obtained by arranging the $X_{i}^{\prime} s$ in ascending order of magnitude. Then the pdf of $X_{r: n}(1 \leq r \leq n)$ is given by [see David (1981, p. 9) and Arnold, Balakrishnan and Nagaraja (1992, p. 10)]

$$
\begin{equation*}
f_{r: n}(x)=\{B(r, n-r+1)\}^{-1}[F(x)]^{r-1}[1-F(x)]^{n-r} f(x), \quad-\infty<x<\infty, \tag{2.1}
\end{equation*}
$$

and the joint density of $X_{r: n}$ and $X_{s: n}(1 \leq r<s \leq n)$ is given by [see David (1981, p. 10) and Arnold, Balakrishnan and Nagaraja (1992, p. 16)]

$$
\begin{align*}
f_{r, s: n}(x, y)= & \{B(r, s-r, n-s+1)\}^{-1}[F(x)]^{r-1}[F(y)-F(x)]^{s-r-1}  \tag{2.2}\\
& \times[1-F(y)]^{n-s} f(x) f(y), \quad-\infty<x<y<\infty
\end{align*}
$$

where $B(a, b)=\Gamma(a) \Gamma(b) / \Gamma(a+b)$ is the complete beta function and $B(a, b, c)=\Gamma(a) \Gamma(b) \Gamma(c) / \Gamma(a+b+c),(a, b, c>0)$, is the generalized beta function.

We shall denote the single moment $\mathrm{E}\left(X_{r: n}^{k}\right)$ by $\mu_{r: n}^{(k)},(1 \leq r \leq n, k \geq 1)$, the product moment $\mathrm{E}\left(X_{r: n}^{j} X_{s: n}^{k}\right)$ by $\mu_{r, s: n}^{(j, k)},(1 \leq r<s \leq n)$, and the covariance between $X_{r: n}$ and $X_{s: n}$ by $\sigma_{r, s: n}$. Note that for $1 \leq r<s \leq n, \mu_{r, s: n}=\mu_{s, r: n}$ and $\sigma_{r, s: n}=\sigma_{s, r: n}$. For simplicity, we shall also use $\mu_{r: n}$ for $\mu_{r: n}^{(1)}, \mu_{r, r: n}$ for $\mu_{r: n}^{(2)}, \mu_{r, s: n}$ for $\mu_{r, s: n}^{(1,1)}$, and $\sigma_{r, r: n}$ for variance of $X_{r: n}$. We shall also assume that all these quantities exist.

Also, the distribution function of $X_{r: n}(1 \leq r \leq n)$ is [see David $(1981$, p. 8) and Arnold, Balakrishnan and Nagaraja (1992, p. 12)]

$$
\begin{align*}
F_{r: n}(x) & =\sum_{i=r}^{n}\binom{n}{i}\{F(x)\}^{i}\{1-F(x)\}^{n-i}  \tag{2.3}\\
& =I_{F(x)}(r, n-r+1), \quad-\infty<x<\infty
\end{align*}
$$

where

$$
\begin{equation*}
I_{p}(a, b)=\{B(a, b)\}^{-1} \int_{0}^{p} u^{a-1}(1-u)^{b-1} \mathrm{~d} u, \quad a, b>0 \tag{2.4}
\end{equation*}
$$

is the incomplete beta ratio.

## 3. Recurrence relations for single moments

With the density function of $X_{r: n}$ as given in Eq. (2.1), the single moment $\mu_{r: n}^{(k)}(1 \leq r \leq n, k \geq 1)$ is given by

$$
\begin{equation*}
\mu_{r ; n}^{(k)}=\{B(r, n-r+1)\}^{-1} \int_{-\infty}^{\infty} x^{k}[F(x)]^{r-1}[1-F(x)]^{n-r} f(x) \mathrm{d} x \tag{3.1}
\end{equation*}
$$

Then the single moments $\mu_{r: n}^{(k)}$ satisfy the following recurrence relations and identities.

Relation 3.1. For any arbitrary distribution,

$$
\begin{equation*}
\sum_{r=1}^{n} \mu_{r: n}^{(k)}=n \mathrm{E}\left(X^{k}\right)=n \mu_{1: 1}^{(k)} \tag{3.2}
\end{equation*}
$$

For example, for $k=1$ we have $\sum_{r=1}^{n} \mu_{r: n}=n \mathrm{E}(X)=n \mu_{1: 1}$, and for $k=2$ we have $\sum_{r=1}^{n} \mu_{r: n}^{(2)}=n \mathrm{E}\left(X^{2}\right)=n \mu_{1: 1}^{(2)}$, as noted by Hoeffding (1953).

Relation 3.2. For any arbitrary distribution,

$$
\begin{equation*}
r \mu_{r+1: n}^{(k)}+(n-r) \mu_{r: n}^{(k)}=n \mu_{r: n-1}^{(k)}, \quad 1 \leq r \leq n \tag{3.3}
\end{equation*}
$$

Relation 3.2 was derived by Cole (1951) and it just requires the value of the $k^{\text {th }}$ moment of any one order statistic in a sample of size $n$ in order to compute $k^{\text {th }}$ moment of the remaining $n-1$ order statistics, assuming that these moments in samples of size less than $n$ are known. This relation has been extended to the case of discrete distributions by Melnick (1964); also see Abdel-Aty (1954) and David (1981). An alternative proof which covers mixtures of discrete and continuous cases has been given by Arnold (1977); also see Balakrishnan and Malik (1986a).

Relation 3.3. For $n$ even, say $n=2 m$, and $k \geq 1$,

$$
\begin{equation*}
\frac{1}{2}\left(\mu_{m+1: 2 m}^{(k)}+\mu_{m: 2 m}^{(k)}\right)=\mu_{m: 2 m-1}^{(k)} \tag{3.4}
\end{equation*}
$$

This relation follows directly from Relation 3.2. Note that for $k=1$, in particular, this relation simply implies that the expected value of the median in a sample of size $n=2 m$ (even) is equal to the expected value of the median in a sample of size $n-1=2 m-1$ (odd).

Relation 3.4. For any arbitrary distribution symmetric about zero,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=(-1)^{k} \mu_{n-r+1: n}^{(k)}, \quad r=1,2, \ldots,[n / 2] . \tag{3.5}
\end{equation*}
$$

This result was first derived by Jones (1948) for the special case of the standard normal distribution.

Relation 3.5. For any arbitrary distribution symmetric about zero, and $n$ even, say $n=2 m$,

$$
\mu_{m: n-1}^{(k)}=\left\{\begin{array}{lll}
\mu_{m: n}^{(k)}, & k & \text { even }  \tag{3.6}\\
0, & k & \text { odd }
\end{array}\right.
$$

This follows immediately if we use Relation 3.4 in Relation 3.3.
Relation 3.6. For $m=1,2, \ldots, n-r$ and $k \geq 1$,

$$
\begin{equation*}
(n-r)^{(m)} \mu_{r: n}^{(k)}=\sum_{i=0}^{m}(-r)^{(i)}(n)^{(m-i)}\binom{m}{i} \mu_{r+i: n-m+i}^{(k)} \tag{3.7}
\end{equation*}
$$

where $(n)^{(m)}$ denotes $n(n-1)(n-2) \cdots(n-m+1)$.
Relation 3.7. For $1 \leq r \leq n-1$ and $k \geq 1$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\sum_{j=r}^{n}(-1)^{j-r}\binom{j-1}{r-1}\binom{n}{j} \mu_{: j:}^{(k)} . \tag{3.8}
\end{equation*}
$$

This relation follows directly from Relation 3.6 if we set $m=n-r$. Note that this relation expresses the $k^{\text {th }}$ moment of the $r^{\text {th }}$ order statistic in a sample of size $n$ in terms of the $k^{\text {th }}$ moment of the largest order statistic in samples of size $r, r+1, \ldots, n$. In fact, this relation is the solution for Relation 3.2 in terms of the largest order statistic in samples up to size $n$. Refer to Balakrishnan and Malik (1986a) for additional comments on the use of Relation 3.7.

Relation 3.8. For $m=1,2, \ldots, r-1$ and $k \geq 1$,

$$
\begin{equation*}
(r-1)^{(m)} \mu_{r: n}^{(k)}=\sum_{j=n-m}^{n}(m-n+j)^{(n-m+j)}(n)^{(n-j)}\binom{m}{n-j} \mu_{r-m: j}^{(k)} \tag{3.9}
\end{equation*}
$$

Relation 3.9. For $2 \leq r \leq n$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\sum_{j=n-r+1}^{n}(-1)^{j-n+r-1}\binom{j-1}{n-r}\binom{n}{j} \mu_{1: j}^{(k)} \tag{3.10}
\end{equation*}
$$

This relation follows directly from Relation 3.8 if we set $m=r-1$. This relation expresses the $k^{\text {th }}$ moment of the $r^{\text {th }}$ order statistic in a sample of size $n$ in terms of the $k^{\text {th }}$ moment of the smallest order statistic in samples of size $n-r+1, n-r+2, \ldots, n$. As a matter of fact, this relation is the solution for Relation 3.2 in terms of the smallest order statistic in samples up to size $n$. One has to be careful, however, while using Relations 3.7 and 3.9 as increasing values of $n$ result in large combinatorial terms and hence in large error. A detailed discussion of this has been made by Srikantan (1962); also see Balakrishnan and Malik (1986a).

Stating these results also in terms of distribution functions of order statistics, Lange (1996) has recently illustrated the usefulness of Relations 3.7 and 3.9 through two applications to waiting time problems in urn sampling.

Relation 3.10. For $1 \leq r \leq m<n$ and $k \geq 1$,

$$
\begin{equation*}
\binom{n}{m} \mu_{r: m}^{(k)}=\sum_{i=0}^{n-m}\binom{r+i-1}{i}\binom{n-r-i}{m-r} \mu_{r+i: n}^{(k)} \tag{3.11}
\end{equation*}
$$

This result was derived by Sillitto (1964). Note that this relation expresses the $k^{\text {th }}$ moment of the $r^{\text {th }}$ order statistic in a sample of size $m$ in terms of the $k^{\text {th }}$ moment of $r, r+1, \ldots, n-m+r$ order statistics from a sample of size $n$ larger than $m$.

Relation 3.11. For $j+\ell \leq n-1$ and $k \geq 1$,

$$
\begin{equation*}
\sum_{i=j+1}^{n-\ell}(i-1)^{(j)}(n-i)^{(\ell)} \mu_{i: n}^{(k)}=j!\ell!\binom{n}{j+\ell+1} \mu_{j+1: j+\ell+1}^{(k)} . \tag{3.12}
\end{equation*}
$$

This result, due to Downton (1966), follows immediately from Relation 3.10 if we set $r=j+1$ and $m=j+\ell+1$.

Relation 3.12. For $n \geq 2$ and $k \geq 1$,

$$
\begin{equation*}
\sum_{r=1}^{n} \frac{1}{r} \mu_{r: n}^{(k)}=\sum_{r=1}^{n} \frac{1}{r} \mu_{l: r}^{(k)} \tag{3.13}
\end{equation*}
$$

Relation 3.13. For $n \geq 2$ and $k \geq 1$,

$$
\begin{equation*}
\sum_{r=1}^{n} \frac{1}{(n-r+1)} \mu_{r: n}^{(k)}=\sum_{r=1}^{n} \frac{1}{r} \mu_{r: r}^{(k)} \tag{3.14}
\end{equation*}
$$

Relations 3.12 and 3.13 were derived by Joshi (1973). These two results are quite useful for checking the computations of the single moments of order statistics and also in establishing some interesting combinatorial identities. These results have been generalized by Balakrishnan and Malik (1985) and their general results are given in the following four relations, where we denote

$$
C_{i}= \begin{cases}1, & \text { for } \quad i=1 \\ (n+1)(n+2) \cdots(n+i-1), & \text { for } \quad i=2,3, \ldots .\end{cases}
$$

Relation 3.14. For $i \geq 1$ and $k \geq 1$,

$$
\begin{equation*}
\sum_{r=1}^{n} \mu_{r: n}^{(k)} /\{r(r+1) \cdots(r+i-1)\}=\frac{1}{C_{i}} \sum_{r=1}^{n}\binom{r+i-2}{i-1} \mu_{1: r}^{(k)} / r . \tag{3.15}
\end{equation*}
$$

Note that for $i=1$ this result reduces to Relation 3.12.
Relation 3.15. For $i \geq 1$ and $k \geq 1$,

$$
\begin{gather*}
\sum_{r=1}^{n} \mu_{r: n}^{(k)} /\{(n-r+1)(n-r+2) \cdots(n-r+i)\} \\
==\frac{1}{C_{i}} \sum_{r=1}^{n}\binom{r+i-2}{i-1} \mu_{r: r}^{(k)} / r \tag{3.16}
\end{gather*}
$$

Note that for $i=1$, this result reduces to Relation 3.13.
Relation 3.16. For $i \geq 1$ and $k \geq 1$,

$$
\begin{gather*}
\sum_{r=1}^{n} \mu_{r: n}^{(k)} /\{r(r+1)(r+2) \cdots(r+i-1)(n-r+1) \\
\times(n-r+2) \cdots(n-r+i)\}  \tag{3.17}\\
=\frac{1}{C_{2 i}} \sum_{r=1}^{n}\binom{r+2 i-2}{i-1}\left(\mu_{1: r}^{(k)}+\mu_{r: r}^{(k)}\right) / r
\end{gather*}
$$

Relation 3.17. For $i, j \geq 1$ and $k \geq 1$,

$$
\begin{align*}
& \sum_{r=1}^{n} \mu_{r: n}^{(k)} /\{r(r+1)(r+2) \cdots(r+i-1)(n-r+1) \\
&\times(n-r+2) \cdots(n-r+j)\}  \tag{3.18}\\
&=\frac{1}{C_{i+j}} \sum_{r=1}^{n} \frac{1}{r}\left\{\binom{r+i+j-2}{i-1} \mu_{1: r}^{(k)}+\binom{r+i+j-2}{j-1} \mu_{r: r}^{(k)}\right\}
\end{align*}
$$

Note that for $i=j$, this result reduces to Relation 3.16.
Relation 3.18. For an arbitrary distribution,

$$
\begin{align*}
& \frac{1}{(n+1) \cdots(n+r)} \sum_{i=r+1}^{n+r} \mu_{i: n+r} \sum_{j=r+1}^{i} \frac{1}{n+r+1-j}\binom{r-j+i-1}{r-1}  \tag{3.19}\\
& \quad=\sum_{i=r+1}^{n+r} \frac{1}{i(i-1) \cdots(i-r)} \mu_{i: i}, \quad r \geq 1, \\
& \frac{1}{(n+1) \cdots(n+r)} \sum_{i=1}^{n} \mu_{i: n+r} \sum_{j=i}^{n} \frac{1}{j}\binom{j+r-i-1}{r-1}  \tag{3.20}\\
& \quad=\sum_{i=r+1}^{n+r} \frac{1}{i(i-1) \cdots(i-r)} \mu_{1: i}, \quad r \geq 1 .
\end{align*}
$$

Relation 3.19. For an arbitrary distribution and $m=1,2, \ldots$,

$$
\begin{gather*}
\frac{1}{(n+1) \cdots(n+r)} \sum_{i=r+1}^{n+r} \mu_{i: n+r} \sum_{j=r+1}^{i} \frac{1}{(n+r+1-j) \cdots(n+r+m-j)} \\
\times\binom{ r+i-j-1}{r-1}=\frac{1}{c_{m}} \sum_{i=r+1}^{n+r}\binom{i+m-r-2}{m-1} \frac{1}{i(i-1) \cdots(i-r)} \mu_{i: i}, \\
\text { for } r=1,2, \ldots,  \tag{3.21}\\
\frac{1}{(n+1) \cdots(n+r)} \sum_{i=1}^{n} \mu_{i: n+r} \sum_{j=i}^{n} \frac{1}{j(j+1) \cdots(j+m-1)}\binom{j+r-i-1}{r-1} \\
=\frac{1}{c_{m}} \sum_{i=r+1}^{n+r}\binom{i+m-r-2}{m-1} \frac{1}{i(i-1) \cdots(i-r)} \mu_{1: i}, \text { for } r=1,2, \ldots \tag{3.22}
\end{gather*}
$$

where $c_{1}=1$ and $c_{m}=(n+1) \cdots(n+m-1)$ for $m=1,2,3, \ldots$.

Relation 3.20. For an arbitrary distribution,

$$
\begin{align*}
& \sum_{j=1}^{n}\binom{n}{j} \frac{(k+j-1)!(n+k-j)!}{(n+2 k)!} \mu_{k+j: n+2 k}  \tag{3.23}\\
& \quad=\sum_{j=1}^{n} \frac{(k)!(j+k-1)!}{(j+2 k)!} \mu_{k+1: j+2 k}, \quad k \geq 1, \\
& \sum_{j=1}^{n}\binom{n}{j-1} \frac{(k+j-1)!(n+k-j)!}{(n+2 k)!} \mu_{k+j: n+2 k} \\
& \quad=\sum_{j=1}^{n} \frac{(k)!(j+k-1)!}{(j+2 k)!} \mu_{j+k: j+2 k}, \quad k \geq 1 . \tag{3.24}
\end{align*}
$$

Relations $3.18,3.19$ and 3.20 were derived by Joshi and Shubha (1991). Note that these relations are generalizations of the results given by Joshi (1973) and Balakrishnan and Malik (1985) and presented in Relations 3.12-3.17.

Now let us denote $\chi_{n: r}=\mu_{r+1: n}-\mu_{r: n}(r=1,2, \ldots, n-1)$ and $w_{n}=\mu_{n: n}-$ $\mu_{1: n}, n \geq 2$. Note that $\chi_{r: n}$ is the expected value of the difference between $(r+1)^{\text {th }}$ and $r^{\text {th }}$ order statistics in a sample of size $n$, while $w_{n}$ is the expected value of the range $w_{n}=\mu_{n: n}-\mu_{1: n}$ in a sample of size $n$. We present here some relations satisfied by these quantities.

Relation 3.21. For $n \geq 3$,

$$
\begin{equation*}
n w_{n-1}-(n-1) w_{n}=\mu_{n-1: n}-\mu_{2: n} \tag{3.25}
\end{equation*}
$$

This is easily derived from Relation 3.2.

Relation 3.22. For $n \geq 3$,

$$
\begin{equation*}
w_{n}=w_{n-1}=\frac{1}{n}\left(\chi_{n: 1}+\chi_{n: n-1}\right) . \tag{3.26}
\end{equation*}
$$

This is obtained directly from Relation 3.21 by noting that

$$
\mu_{n-1: n}-\mu_{2: n}-w_{n}=-\left(\chi_{n: 1}+\chi_{n: n}\right) .
$$

These identities were proved by Sillitto (1951) and Cadwell (1953).

Relation 3.23. For $1 \leq r \leq n-1$,

$$
\begin{equation*}
\binom{n}{r} \sum_{i=0}^{r}(-1)^{i+1}\binom{r}{i} w_{n-r+i}=\chi_{n: r}+\chi_{n: n-r} . \tag{3.27}
\end{equation*}
$$

In particular, if we set $r=1$ in the above result, we deduce Relation 3.22.
Relation 3.24. For $n \geq 3$,

$$
\begin{equation*}
\left\{1-(-1)^{n}\right\} w_{n}=w_{n-1}+\sum_{i=1}^{n-2}(-1)^{i+1}\binom{n-1}{i} w_{i+1} \tag{3.28}
\end{equation*}
$$

for odd values of $n$, we have

$$
\begin{equation*}
2 w_{n}=w_{n-1}+\sum_{i=1}^{n-2}(-1)^{i+1}\binom{n-1}{i} w_{n-i} \tag{3.29}
\end{equation*}
$$

This result follows from Relation 3.23 by setting $r=n-1$ and then making use of Relation 3.22.

Relation 3.25. For $n \geq 3$,

$$
\begin{equation*}
\left\{1-(-1)^{n}\right\} w_{n}=\sum_{j=2}^{n-1}(-1)^{j}\binom{n}{j} w_{j} \tag{3.30}
\end{equation*}
$$

for odd values of $n$, we have

$$
\begin{equation*}
2 w_{n}=\sum_{j=2}^{n-1}(-1)^{j}\binom{n}{j} w_{j} \tag{3.31}
\end{equation*}
$$

These relations are due to Romanovsky (1933) and Sillitto (1951).
Relation 3.26. For any arbitrary distribution,

$$
\begin{equation*}
n \chi_{n-1: r-1}-(n-r+1) \chi_{n: r-1}=r \chi_{n: r}, \quad 2 \leq r \leq n-1 . \tag{3.32}
\end{equation*}
$$

This relation was derived by Sillitto (1951). Note that this relation expresses the expectation of the difference between the $(r+1)^{\text {th }}$ and $r^{\text {th }}$ order statistics in a sample of size $n$ in terms of the expected values of the differences between the $r^{\text {th }}$ and $(r-1)^{\text {th }}$ order statistics in samples of size $n$ and $n-1$, respectively. The distribution of these differences was first discussed by Galton (1902) and was investigated further by Pearson (1902). Relation 3.26 follows easily from Relation 3.2.

Relation 3.27. For $v \leq r-1$,

$$
\begin{equation*}
\chi_{n: r}=\frac{(n)^{(v)}}{(r)^{(v)}} \sum_{i=0}^{v}(-1)^{i}\binom{v}{i} \frac{(n-r+i)^{(i)}}{(n-v+i)^{(i)}} \chi_{n-v+i: r-v}, \tag{3.33}
\end{equation*}
$$

where, as before, $(n)^{(v)}=n(n-1)(n-2) \cdots(n-v+1)$. This relation was established by Sillitto (1951) and it follows directly by a repeated application of Relation 3.26. Note that it expresses $\chi_{n: r}$ in terms of the $\chi$ 's in samples of size less than or equal to $n$ and of order less than or equal to $r$. In particular, setting $v=1$ in the above result, we deduce Relation 3.26 .

More generally, denoting the $i^{\text {th }}$ quasi-range $X_{n-i: n}-X_{i+1: n},(i=0,1,2, \ldots$, $[(n-2) / 2])$, by $W_{i, n}$ and its expected value $\mathrm{E}\left(W_{i, n}\right)=\mu_{n-i: n}-\mu_{i+1: n}$ by $w_{i, n}$, we immediately have the following relations. Note that $W_{0, n}$ will be the sample range and $w_{0, n}$ will be its expected value according to this notation.

Relation 3.28. For any arbitrary distribution symmetric about zero,

$$
\begin{equation*}
w_{i, n}=2 \mu_{n-i: n}, \quad i=0,1,2, \ldots,[(n-2) / 2] \tag{3.34}
\end{equation*}
$$

This follows directly from Relation 3.4.
Relation 3.29. For any arbitrary distribution,

$$
\begin{equation*}
i w_{i, n}+(n-i) w_{i-1, n}=n w_{i-1, n-1}, \quad i=0,1,2, \ldots,[(n-2) / 2] . \tag{3.35}
\end{equation*}
$$

These results were obtained by Govindarajulu (1963b). Note that Relation 3.29, after dividing both sides by $n$, can be used for working downwards in numerical evaluation of the expected values of the sample quasi-ranges, without serious accumulation of rounding errors. The above result follows easily from Relation 3.2.

## 4. Recurrence relations for product moments

With the joint density of $X_{r: n}$ and $X_{s: n}$ as given in (2.2), the product moment $\mu_{r, s: n}(1 \leq r<s \leq n)$ is given by

$$
\begin{align*}
\mu_{r, s: n}=\{B(r, s-r, n-r+1)\}^{-1} \int_{-\infty}^{\infty} \int_{x}^{\infty} & x y[F(x)]^{r-1}[F(y)-F(x)]^{s-r-1} \\
& \times[1-F(y)]^{n-s} f(x) f(y) \mathrm{d} y \mathrm{~d} x \tag{4.1}
\end{align*}
$$

Then, the product moments $\mu_{r, s: m}$ satisfy the following recurrence relations and identities.

Relation 4.1. For any arbitrary distribution,

$$
\begin{equation*}
\sum_{r=1}^{n} \sum_{s=1}^{n} \mu_{r, s, n}=n \mathrm{E}\left(X^{2}\right)+n(n-1)\{\mathrm{E}(X)\}^{2}=n\left(\sigma^{2}+n \mu^{2}\right) \tag{4.2}
\end{equation*}
$$

Relation 4.2. For any arbitrary distribution,

$$
\begin{equation*}
\sum_{r=1}^{n-1} \sum_{s=r+1}^{n} \mu_{r, s: n}=n(n-1)\{\mathrm{E}(X)\}^{2} / 2=\binom{n}{2} \mu^{2} \tag{4.3}
\end{equation*}
$$

This result follows immediately upon using Relation 3.1 in Relation 4.1.
Relation 4.3. For any arbitrary distribution,

$$
\begin{equation*}
\sum_{r=1}^{n} \sum_{s=1}^{n} \sigma_{r, s: n}=n \operatorname{Var}(X)=n \sigma^{2} \tag{4.4}
\end{equation*}
$$

This result follows immediately upon using Relation 3.1 in Relation 4.1.
Relation 4.4. For any arbitrary distribution symmetric about zero,

$$
\begin{equation*}
\mu_{r, s: n}=\mu_{n-s+1, n-r+1: n} . \tag{4.5}
\end{equation*}
$$

Relation 4.5. For any arbitrary distribution symmetric about zero,

$$
\begin{equation*}
\sigma_{r, s: n}=\sigma_{n-s+1, n-r+1: n} \tag{4.6}
\end{equation*}
$$

This result follows immediately upon using Relation 3.4 in Relation 4.4.
Relation 4.6. For any arbitrary distribution,

$$
\begin{gather*}
(r-1) \mu_{r, s: n}+(s-r) \mu_{r-1, s: n}+(n-s+1) \mu_{r-1, s-1: n}  \tag{4.7}\\
=n \mu_{r-1, s-1: n-1}, \quad 2 \leq r<s \leq n .
\end{gather*}
$$

This result was established by Govindarajulu (1963b). Note that, due to this relation, it will be enough if we compute $n-1$ suitably chosen product moments, e.g. the immediate upper-diagonal product moments $\mu_{r, r+1: n}(1 \leq r \leq n-1)$ in order to determine all the product moments since the remaining product moments, viz. $\mu_{r, s: n}(1 \leq r<s \leq n, s-r \geq 2)$, can all be obtained by making use of Relation 4.6. Also refer to Balakrishnan and Malik (1986a) for additional comments on the use of Relation 4.6.

Using Relations 4.6 and 3.2, Balakrishnan (1989) has established the following relation satisfied by the covariances of order statistics.

Relation 4.7. For $2 \leq r<s \leq n$,

$$
\begin{align*}
& (n-r) \sigma_{r, s: n}+(s-r) \sigma_{r-1, s: n}+(n-s+1) \sigma_{r-1, s-1: n} \\
& \quad=n\left\{\sigma_{r-1, s-1: n-1}+\left(\mu_{r-1: n-1}-\mu_{r-1: n}\right)\left(\mu_{s-1: n-1}-\mu_{s: n}\right)\right\} \tag{4.8}
\end{align*}
$$

Relation 4.8. For any arbitrary distribution,

$$
\begin{equation*}
\sum_{i=1}^{n-1} \sum_{j=i+1}^{n} \mu_{i, j: n}=\frac{1}{2} n(n-1) \mu_{1,2: 2} \tag{4.9}
\end{equation*}
$$

This result is due to Govindarajulu (1963b).

Relation 4.9. For any arbitrary distribution and even $n$,

$$
\begin{equation*}
\mu_{1, n: n}=\sum_{i=1}^{(n-2) / 2}(-1)^{i-1}\binom{n}{i} \mu_{i: i} \mu_{n-i: n-i}+\frac{1}{2}(-1)^{(n-2) / 2}\binom{n}{n / 2} \mu_{n / 2: n / 2}^{2} . \tag{4.10}
\end{equation*}
$$

This result, due to Govindarajulu (1963b), has been generalized by Joshi (1971) as follows.

Relation 4.10. For any arbitrary distribution and $1 \leq k \leq n-1$,

$$
\begin{gather*}
B(1, n-k, k) \mu_{k, n: n}+\sum_{i=0}^{k-1}(-1)^{n-i}\binom{k-1}{i} B(1, n-k, k-i) \mu_{1, n-k+1: n-i} \\
=\sum_{i=1}^{n-k}(-1)^{n-k-i}\binom{n-k-1}{i-1} \frac{1}{i(n-i)} \mu_{i: i} \mu_{n-i: n-i} . \tag{4.11}
\end{gather*}
$$

It must be noted that Relation 4.10 contains both the product moments $\mu_{1, n-k+1: n}$ and $\mu_{k, n: n}$. Hence, for any arbitrary parent distribution, Relation 4.10 is useful only for $k=1$ and in this case it simply becomes Relation 4.9.

Relation 4.11. For any arbitrary distribution symmetric about zero and $1 \leq k \leq n-1$,

$$
\begin{align*}
&\left\{1+(-1)^{n}\right\} B(1, n-k, k) \mu_{1, n-k+1: n} \\
& \quad= \sum_{i=1}^{k-1}(-1)^{n-i+1}\binom{k-1}{i} B(1, n-k, k-i) \mu_{1, n-k+1: n-i}  \tag{4.12}\\
& \quad+\sum_{i=2}^{n-k}(-1)^{n-k-i}\binom{n-k-1}{i-1} \frac{1}{i(n-i)} \mu_{i: i} \mu_{n-i: n-i} .
\end{align*}
$$

This result follows easily from Relation 4.10 upon using Relation 4.4. From Relation 4.11, it follows that if the parent distribution is symmetric about zero, then for even values of $n$ all the product moments $\mu_{1, s: n}(s=2,3, \ldots, n)$ can be obtained provided that all the first and product moments in samples of sizes less than $n$ are available.

Relation 4.12. For any arbitrary distribution symmetric about zero and $n$ even,

$$
\begin{equation*}
2 \mu_{1,2: n}=\sum_{i=1}^{n-2}(-1)^{i-1}\binom{n}{i} \mu_{1,2: n-i} \tag{4.13}
\end{equation*}
$$

This result follows immediately from Relation 4.11 by setting $k=n-1$ and is due to Joshi (1971); see also Govindarajulu (1963b) who proved this result for the normal case.

Relation 4.13. For any arbitrary distribution symmetric about zero,

$$
\begin{align*}
B(1,2 m-1,1) \mu_{1,2 m: 2 m}=\sum_{i=2}^{2 m-1} & (-1)^{i-1}\binom{2 m-2}{i-1}  \tag{4.14}\\
& \times \frac{1}{i(2 m+1-i)} \mu_{i: i} \mu_{2 m+1-i: 2 m+1-i}
\end{align*}
$$

and

$$
\begin{equation*}
2 B(1,2 m-1,1) \mu_{1,2 m: 2 m}=\sum_{i=2}^{2 m-2}(-1)^{i-1}\binom{2 m-2}{i-1} \frac{1}{i(2 m-i)} \mu_{i: i} \mu_{2 m-i: 2 m-i} \tag{4.15}
\end{equation*}
$$

These results have been established by Joshi (1971). The first result is obtained by setting $k=2$ and $n=2 m+1$ in Relation 4.11 and noting that the LHS becomes zero. The second result follows in a straightforward way by setting $k=1$ and $n=2 m$ in Relation 4.11.

In addition, making use of Relations 3.2, 3.5, 4.4, 4.6 and 4.11, Joshi (1971) also arrived at the following result.

Theorem 4.1. In order to find the first, second and product moments of order statistics in a sample size $n$ drawn from an arbitrary continuous distribution symmetric about zero, given these moments for all sample sizes less than $n$, one has to evaluate at most one single integral if $n$ is even, and one single integral and $(n-1) / 2$ double integrals if $n$ is odd.

Relation 4.14. For $1 \leq r<s \leq n$,

$$
\begin{align*}
\mu_{r, s: n}+ & \sum_{i=0}^{r-1} \sum_{j=0}^{n-s}(-1)^{n-i-j}\binom{n}{j}\binom{n-j}{i} \mu_{n-s-j+1, n-r-j+1: n-i-j}  \tag{4.16}\\
& =\sum_{i=1}^{s-r}(-1)^{s-r-i}\binom{n}{s-i}\binom{s-i-1}{r-1} \mu_{s-i: s-i} \mu_{i: n-s+i}
\end{align*}
$$

This result, due to Joshi and Balakrishnan (1982), is a generalization of Joshi's (1971) result. Note that if we set $s=n$ in the above result, we deduce Relation 4.10.

Relation 4.15. For $1 \leq r \leq n-1$,

$$
\begin{align*}
\mu_{r, r+1: n}+ & (-1)^{n} \mu_{n-r, n-r+1: n} \\
= & \sum_{i=0}^{r-1} \sum_{j=1}^{n-r-1}(-1)^{n-i-j+1}\binom{n}{j}\binom{n-j}{i} \mu_{n-r-j, n-r-j+1: n-i-j}  \tag{4.17}\\
& +\sum_{i=1}^{r-1}(-1)^{n-i+1}\binom{n}{i} \mu_{n-r: n-r+1: n-i}+\binom{n}{r} \mu_{r-x} \mu_{1: n-r} .
\end{align*}
$$

This result follows simply by setting $s=r+1$ in Relation 4.14. Note that when $n$ is odd, we only need to calculate $(n-1) / 2$ product moments $\mu_{r, r+1: n}(1 \leq$ $r \leq(n-1) / 2)$ since the remaining moments $\mu_{r, r+1: n}\{(n+1) / 2 \leq r \leq n-1\}$ can all be obtained by using Relation 4.15. Similarly, when $n$ is even, say $n=2 m$, we only need to calculate $(n-2) / 2=(m-1)$ product moments $\mu_{r, r+1: n}$ $(1 \leq r \leq m-1)$ since the remaining moments $\mu_{r, r+1: n}(m \leq r \leq n-1)$ can all be obtained by using Relation 4.15.

Relation 4.16. For $n$ even (say $n=2 m$ ) and $m \geq 1$,

$$
\begin{align*}
2 \mu_{m, m+1: 2 m}= & \sum_{i=0}^{m-1} \sum_{j=1}^{m-1}(-1)^{i+j-1}\binom{2 m}{j}\binom{2 m-j}{i} \mu_{m-j, m-j+1: 2 m-i-j} \\
& +\sum_{i=1}^{m-1}(-1)^{i-1}\binom{2 m}{i} \mu_{m, m+1: 2 m-i}+\binom{2 m}{m} \mu_{m: m} \mu_{1: m} \tag{4.18}
\end{align*}
$$

This follows directly from Relation 4.15 by setting $n=2 m$ and $r=m$. Note that this result will enable us to compute the moment $\mu_{m, m+1: 2 m}$ from the single and product moments in samples of sizes less than $2 m$.

Relation 4.17. For $r=1,2, \ldots,[n / 2]$,

$$
\begin{align*}
&\left\{1+(-1)^{n}\right\} \mu_{r, n-r+1: n}= \sum_{j=1}^{r-1} \sum_{k=0}^{r-1}(-1)^{n-j-k+1}\binom{n}{j}\binom{n-j}{k} \mu_{r-j, n-r-j+1: n-j-k} \\
&+ \sum_{k=1}^{r-1}(-1)^{n-k+1}\binom{n}{k} \mu_{r, n-r+1: n-k}  \tag{4.19}\\
&+\sum_{i=1}^{n-2 r+1}(-1)^{n-i+1}\binom{n}{r+i-1}\binom{n-r-i}{r-1} \\
& \times \mu_{n-r-i+1: n-r-i+1} \mu_{i: r+i-1} .
\end{align*}
$$

Relation 4.17 shows that if $n$ is even, then the product moments $\mu_{r, n-r+1: n}$ for $1 \leq r \leq[n / 2]$ can all be obtained from the moments in samples of sizes $n-1$ and less. For even values of $n$, if we set $r=1$ in Relation 4.17 we deduce Relation 4.9.

These results have been established by Joshi and Balakrishnan (1982). Making use of these relations along with Relation 3.2, they also arrived at the following result.

Theorem 4.2. In order to find the first, second and product moments of order statistics in a sample of size $n$ drawn from an arbitrary continuous distribution, given these moments in samples of sizes $n-1$ and less, one has to evaluate at most two single integrals and $(n-2) / 2$ double integrals if $n$ is even, and two single integrals and $(n-1) / 2$ double integrals if $n$ is odd.

Relation 4.18. For an arbitrary distribution symmetric about zero and $n$ even,

$$
\begin{align*}
2 \mu_{r, s: n}= & 2 \mu_{n-s+1, n-r+1: n} \\
= & \sum_{i=1}^{s-r}(-1)^{s-r-i+1}\binom{s-i-1}{r-1}\binom{n}{s-i} \mu_{1: s-i} \mu_{i: n-s+i} \\
& +\sum_{i=1}^{r-1}(-1)^{i-1}\binom{n}{i} \mu_{n-s+1, n-r+1: n-i}  \tag{4.20}\\
& +\sum_{j=1}^{n-s} \sum_{i=0}^{r-1}(-1)^{i+j-1}\binom{n}{j}\binom{n-j}{i} \mu_{n-s-j+1, n-r-j+1: n-i-j} .
\end{align*}
$$

Relation 4.18, due to Joshi and Balakrishnan (1982), gives an explicit expression for the product moments $\mu_{r, s: n}$ for even values of $n$, in terms of the single and product moments of order statistics in samples of sizes $(n-1)$ and less. Hence, for distributions symmetric about zero and even values of $n$, all the product moments $\mu_{r, s: n}$ can be evaluated from moments in samples of sizes less than $n$ and note that this is in accordance with Theorem 4.1. In addition, setting $r=1$ and $s=n-k+1$ in Relation 4.18, we obtain Relation 4.11.

Thomas and Samuel (1996) have obtained the following comparatively simpler alternate forms for Relation 4.15 and Relation 4.17 when $n$ is even.

Relation 4.19. For $1 \leq r \leq n-1$,

$$
\begin{align*}
\mu_{r, r+1: n}+(-1)^{n} \mu_{n-r, n-r+1: n}= & \sum_{j=1}^{n-r-1}(-1)^{j+1}\binom{n}{j} \mu_{r, r+1: n-j} \\
& +\phi_{r} \sum_{j=1}^{r-1}(-1)^{n-j+1}\binom{n}{j} \mu_{n-r: n-r+1: n-j}  \tag{4.21}\\
& +(-1)^{n-r+1}\binom{n}{r} \mu_{r: r} \mu_{n-r: n-r}
\end{align*}
$$

where

$$
\phi_{r}= \begin{cases}0 & \text { if } r=1  \tag{4.22}\\ 1 & \text { otherwise }\end{cases}
$$

Relation 4.20. For $r=1,2, \ldots,[n / 2]$,

$$
\begin{align*}
\mu_{r, n-r+1: n}= & \phi_{r} \sum_{j=1}^{r-1}(-1)^{j+1}\binom{n}{j} \mu_{r, n-r+1: n-j}+\frac{1}{2} \sum_{j=0}^{n-2 r}(-1)^{r+j-1}\binom{r+j-1}{r-1} \\
& \times\binom{ n-r-j-1}{r-1}\binom{n}{r+j} \mu_{r+j, r+j} \mu_{n-r-j: n-r-j}, \tag{4.23}
\end{align*}
$$

where $\phi_{r}$ is defined as in (4.22).
Relation 4.21. For an arbitrary continuous distribution and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
(n-i)(n-i-1) \sum_{j=0}^{i} \frac{\binom{i}{j}}{\binom{n-2}{j}} \sum_{k=0}^{j} \mu_{n-j-1, n-k: n} k=n(n-1) \mu_{n-i-1, n-i: n-i} \tag{4.24}
\end{equation*}
$$

This result for the case $i=1$ is a special case of Relation 4.6 for $r=n-1$ and $s=n$. Note that if we set $i=n-2$ in the above result, we deduce Relation 4.8, which is the same as Relation 4.2 since $\mu_{1,2: 2}=\mu_{1: 1}^{2}=\mu^{2}$.

Relation 4.22. For an arbitrary distribution,

$$
\begin{equation*}
\sum_{r=1}^{n-1} \mu_{r, r+1: n}+\sum_{j=2}^{n}\binom{n}{j} \mu_{1, j ; j}=\sum_{j=1}^{n-1}\binom{n}{j} \mu_{j: j} \mu_{1: n-j} \tag{4.25}
\end{equation*}
$$

Relation 4.23. For $1 \leq r \leq n-1$ and $1 \leq k \leq n-r$,

$$
\begin{align*}
& \sum_{s=r+1}^{n-k+1}\binom{n-s}{k-1} \mu_{r, s: n}+\sum_{i=1}^{r} \sum_{s=r+1}^{r+k}\binom{s-i-1}{s-r-1}\binom{n-s}{n-k-r} \mu_{i, s: n}  \tag{4.26}\\
& \quad=\binom{n}{k} \mu_{1: k} \mu_{r: n-k}
\end{align*}
$$

Relation 4.24. For $1 \leq k \leq n-1$,

$$
\begin{equation*}
\sum_{s=2}^{n-k+1}\binom{n-s}{k-1} \mu_{1, s: n}+\sum_{s=2}^{k+1}\binom{n-s}{n-k-1} \mu_{1, s: n}=\binom{n}{k} \mu_{1: k} \mu_{1: n-k} \tag{4.27}
\end{equation*}
$$

The above results are due to Joshi and Balakrishnan (1982). Relation 4.24 follows directly from Relation 4.23 if we set $r=1$. Note that in Relation 4.24, the equation for $k$ is same as the equation for $n-k$, and so there are only $[n / 2]$ distinct equations. Also note that Relation 4.22 contains $\mu_{1 . s: n}(2 \leq s \leq n)$ and first order moments only. Thus, for even values of $n$, knowledge of $(n-2) / 2$ of these, e.g., $\mu_{1,2: n}, \mu_{1,3: n}, \ldots, \mu_{1, n / 2: n}$, is enough to calculate all the product moments provided the first moment in samples of sizes $n-1$ and less are known. Similarly, for odd values of $n$, it is sufficient to know ( $n-1$ )/2 moments, e.g., $\mu_{1,2: n}, \mu_{1,3: n}, \ldots, \mu_{1,(n+1) / 2: n}$. Note that these numbers are precisely the same as the numbers given in Theorem 4.2 for the double integrals to be evaluated for the calculation of all the product moments. This is quite expected since the moments $\mu_{1, s: n}(2 \leq s \leq n)$ along with Relation 4.6 are also sufficient for the evaluation of all the product moments.

Relation 4.25. For $1 \leq r \leq n-1$,

$$
\begin{equation*}
\sum_{s=r+1}^{n} \mu_{r, s: n}+\sum_{i=1}^{r} \mu_{i, r+1: n}=n \mu_{1: 1} \mu_{r: n-1} \tag{4.28}
\end{equation*}
$$

This result follows immediately by setting $k=1$ in Relation 4.22.
David and Balakrishnan (1996) have recently given a new interpretation for Relation 4.25 and applied it to derive a convenient computational formula for the variance of a lightly trimmed mean. Balakrishnan and David (1998) have generalized this result and have derived a convenient computation formula for the variance of a lightly trimmed mean when multiple outliers are possibly present in the sample.

Relation 4.26. For $1 \leq r \leq n-1$,

$$
\begin{equation*}
\sum_{s=r+1}^{n} \sigma_{r, s: n}+\sum_{i=1}^{r} \sigma_{i, r+1: n}=\left(r \mu_{1: 1}-\sum_{i=1}^{r} \mu_{i: n}\right)\left(\mu_{r+1: n}-\mu_{r: n}\right) . \tag{4.29}
\end{equation*}
$$

Relations 4.25 and 4.26, established by Joshi and Balakrishnan (1982), give extremely simple and useful results for checking the computations of product moments and covariances of order statistics in a random sample of size $n$. In particular, setting $r=1$ and $r=n-1$ in Relation 4.26, we derive the relations

$$
\begin{equation*}
2 \sigma_{1,2: n}+\sum_{s=3}^{n} \sigma_{1, s: n}=\left(\mu_{1: 1}-\mu_{1: n}\right)\left(\mu_{2: n}-\mu_{1: n}\right) \tag{4.30}
\end{equation*}
$$

and

$$
\begin{equation*}
2 \sigma_{n-1, n: n}+\sum_{i=1}^{n-2} \sigma_{i, n: n}=\left(\mu_{n: n}-\mu_{1: 1}\right)\left(\mu_{n: n}-\mu_{n-1: n}\right) \tag{4.31}
\end{equation*}
$$

respectively.

Relation 4.27. For an arbitrary distribution symmetric about zero and for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\sum_{s=r+1}^{n} \mu_{r, s: n}+\sum_{i=1}^{r} \mu_{i, r+1: n}=0 \tag{4.32}
\end{equation*}
$$

This result follows directly from Relation 4.25 upon using the fact that $\mu_{1: 1}=0$ in this case.

Relation 4.28. For an arbitrary distribution symmetric about zero and even $n$, say $n=2 m$,

$$
\begin{equation*}
\sum_{i=1}^{m} \mu_{i, m+1: 2 m}=0 \tag{4.33}
\end{equation*}
$$

This result follows from Relation 4.25 by setting $n=2 m$ and $r=m$, and then using Relation 4.4.

Relation 4.29. For an arbitrary distribution and for $1 \leq i \leq n-1$,

$$
\begin{align*}
\sum_{r=1}^{n-i} \mu_{r, r+i: n}= & \sum_{r=1}^{n-i} \sum_{j=1}^{i}(-1)^{j-1}\binom{n}{r+i-j} \\
& \times\binom{ n-r-i+j-1}{j-1} \mu_{1: n-r-i+j} \mu_{r: r+i-j}  \tag{4.34}\\
& +(-1)^{i} \sum_{r=1}^{n-i}\binom{r+i-2}{i-1}\binom{n}{r+i} \mu_{1, r+i: r+i}
\end{align*}
$$

This result has been derived by Balakrishnan (1982).
Relation 4.30. For $n \geq 2$,

$$
\begin{equation*}
\sum_{r=1}^{n-1} \mu_{r, r+1: n}=\sum_{r=1}^{n-1}\binom{n}{r} \mu_{1: n-r} \mu_{r: r}-\sum_{r=2}^{n}\binom{n}{r} \mu_{1, r: r} \tag{4.35}
\end{equation*}
$$

This result is obtained simply by setting $i=1$ in Relation 4.29.
Relation 4.31. For any arbitrary distribution and even $n$,

$$
\begin{equation*}
\mu_{1, n: n}=\sum_{i=1}^{(n-2 / 2)}(-1)^{i-1}\binom{n}{i} \mu_{1: i} \mu_{1: n-i}+\frac{1}{2}(-1)^{(n-2) / 2}\binom{n}{n / 2} \mu_{1: n / 2}^{2} \tag{4.36}
\end{equation*}
$$

This result is obtained by setting $i=n-1$ in Relation 4.29.
Note that Relation 4.31 expresses the product moments $\mu_{1, n: n}$ for even values of $n$ in terms of means of smallest order statistics in samples of sizes $(n-1)$ and
less, while Relation 4.9 similarly expresses it in terms of the means of largest order statistics in samples of sizes $(n-1)$ and less.

For even values of $n$, it can be easily seen from Relation 4.29 that sums of the sub-diagonal product moments of order statistics in a sample of size $n$, that is, sums of the form $\sum_{r=1}^{n-i} \mu_{r, r+1: n}(1 \leq i \leq n-1)$, can all be calculated from the single and product moments of order statistics from samples of sizes $(n-1)$ and less. This result has been noted by Balakrishnan (1982).

Now we present the identities established by Balakrishnan and Malik (1987b). These could be regarded as extensions to the identities involving the single moments that have been derived by Joshi (1973) and Balakrishnan and Malik (1985), which have been presented earlier as Relations 3.13-3.18.

Relation 4.32. For an arbitrary distribution and $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} / r & =n \sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{1: r+1: s} /\{(s-1) s\} \\
& =n \sum_{s=2}^{n}(-1)^{s}\binom{n-1}{s-1} \mu_{s-1, s: s} /\{(s-1) s\}  \tag{4.37}\\
& =n \sum_{s=1}^{n-1} \sum_{r=0}^{s-1}(-1)^{r}\binom{s-1}{r} \mu_{r+1, r+2: r+2} /\{(r+1)(r+2)\}
\end{align*}
$$

Relation 4.33. For $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /(s-r) & =n \sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, r+1: s} /\{(s-1) s\} \\
& =n \sum_{s=2}^{n}(-1)^{s}\binom{n-1}{s-1} \mu_{1, s: s} /\{(s-1) s\}  \tag{4.38}\\
& =n \sum_{s=1}^{n-1} \sum_{r=0}^{s-1}(-1)^{r}\binom{s-1}{r} \mu_{1, r+2: r+2} /\{(r+1)(r+2)\}
\end{align*}
$$

Relation 4.34. For $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /(n-s+1) & =n \sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: s} /\{(s-1) s\} \\
& =n \sum_{s=2}^{n}(-1)^{s}\binom{n-1}{s-1} \mu_{1,2: s} /\{(s-1) s\}  \tag{4.39}\\
& =n \sum_{s=1}^{n-1} \sum_{r=0}^{s-1}(-1)^{r}\binom{s-1}{r} \mu_{1,2: r+2} /\{(r+1)(r+2)\}
\end{align*}
$$

Relation 4.35. For $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /\{r(s-r)\}= & \sum_{r=1}^{n-1} \sum_{s=r+1}^{n}\left(1+(-1)^{r+1} \frac{(s)_{r}}{(n-s+r+1)_{r}}\right) \\
& \times \mu_{r, r+1: n-s+r+1} /\{r(n-s+r+1)\} \tag{4.40}
\end{align*}
$$

where $(n)_{r}$ denotes $(n-1)(n-2) \cdots(n-r)$, for $r \geq 1$.
Relation 4.36. For $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /\{r(n-s+1)\}= & \sum_{r=1}^{n-1} \sum_{s=r+1}^{n}\left(1+(-1)^{r+1} \frac{(s)_{r}}{(n-s+r+1)_{r}}\right) \\
& \times \mu_{r, n-s+r+1: n-s+r+1} /\{r(n-s+r+1)\} \tag{4.41}
\end{align*}
$$

Relation 4.37. For $n \geq 2$,

$$
\begin{align*}
& \sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /\{(s-r)(n-s+1)\} \\
&= \sum_{r=1}^{n-1} \sum_{s=r+1}^{n}\left(1+(-1)^{r+1} \frac{(s)_{r}}{(n-s+r+1)_{r}}\right)  \tag{4.42}\\
& \times \mu_{n-s+1, n-s+r+2: n s+r+1} /\{r(n-s+r+1)\}
\end{align*}
$$

## 5. Relations between moments of order statistics from two related populations

Let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ be the order statistics obtained from a random sample of size $n$ drawn from a symmetric population (symmetric about zero) with $\operatorname{cdf} F(x)$ and pdf $f(x)$. Further, let $Y_{1: n} \leq Y_{2: n} \leq \cdots \leq Y_{n: n}$ be the order statistics obtained from a random sample of size $n$ drawn from the population having $\operatorname{pdf} f^{*}(x)$ and $\operatorname{cdf} F^{*}(x)$, where

$$
F^{*}(x)=2 F(x)-1 \quad \text { and } \quad f^{*}(x)=2 f(x), \quad x>0
$$

That is, the distribution of $Y$ 's is obtained by folding the distribution of $X$ 's at zero. Denoting $\mathrm{E}\left(X_{r: n}^{k}\right)$ by $\mu_{r: n}^{(k)}, \mathrm{E}\left(Y_{r: n}^{k}\right)$ by $v_{r: n}^{(k)}(1 \leq r \leq n, k>0), \mathrm{E}\left(X_{r: n}^{i} X_{s: n}^{j}\right)$ by $\mu_{r, s: n}^{(i, j)}$ and $\mathrm{E}\left(Y_{r: n}^{i} Y_{s: n}^{j}\right)$ by $v_{r, s: n}^{(i, j)}(1 \leq r<s \leq n, i, j>0)$, Govindarajulu (1963a) obtained the following relations satisfied by these moments:

For $1 \leq r \leq n$ and $k>0$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=2^{-n}\left[\sum_{m=0}^{r-1}\binom{n}{m} v_{r-m: n-m}^{(k)}+(-1)^{k} \sum_{m=r}^{n}\binom{n}{m} v_{m-r+1: m}^{(k)}\right] ; \tag{5.1}
\end{equation*}
$$

for $1 \leq r<s \leq n$ and $i, j>0$,

$$
\begin{align*}
\mu_{r, s: n}^{(i, j)}= & 2^{-n}\left[\sum_{m=0}^{r-1}\binom{n}{m} v_{r-m, s-m: n-m}^{(i, j)}+(-1)^{i} \sum_{m=r}^{s-1}\binom{n}{m} v_{m-r+1: m}^{(i)}\right. \\
& \left.\times v_{s-m: n-m}^{(j)}+(-1)^{i+j} \sum_{m=s}^{n}\binom{n}{m} v_{m-s+1, m-r+1: m}^{(i, j)}\right] \tag{5.2}
\end{align*}
$$

for $1 \leq r \leq n$ and $k>0$,

$$
\begin{align*}
\left(1+(-1)^{n+k-1}\right) v_{r: n}^{(k)}= & 2^{(n-r+1)} \sum_{m=0}^{r-1}(-1)^{m}\binom{n-r+m}{m} \mu_{r-m: n}^{(k)}  \tag{5.3}\\
& +(-1)^{k} \sum_{m=r}^{n-1}(-1) 2^{n-m}\binom{n}{m} v_{r: m}^{(k)}
\end{align*}
$$

and for $1 \leq r<s \leq n$ and $i, j>0$,

$$
\begin{gather*}
v_{r, s,: n}^{(i, j)}=2^{n} \sum_{m=0}^{r-1}(-1) 2^{-m}\binom{n}{m} \mu_{r \rightarrow m, s-m: n-m}^{(i, j)}+(-1)^{r+i}\binom{n}{r} \\
\times \sum_{m=1}^{s-r} r(s-m)^{-1}\binom{n-r}{s-r-m} v_{s-m: s-m}^{(i)} v_{m: n-s+m}^{(j)}  \tag{5.4}\\
+(-1)^{r+i+j} \sum_{m=1}^{r} \sum_{m^{\prime}=1}^{n-s+1}(-1)^{m-1}\binom{n}{s+m^{\prime}-1}\binom{s+m^{\prime}-1}{r-m} \\
\times v_{m^{\prime}, s-r+m^{\prime}: s-r+m+m^{\prime}-1}^{(j, i)}
\end{gather*}
$$

Relations (5.1) and (5.2) express the $\mu$ 's explicity in terms of the $v$ 's; hence, both single and product moments of order statistics from the symmetric distribution (symmetric about zero) can all be obtained with a knowledge of the single and product moments of order statistics from its folded distribution. Making use of the explicit expressions available for the moments of order statistics from the exponential distribution, Govindarajulu (1966) has applied these relations to compute both single and product moments of order statistics from the double exponential (Laplace) distribution. Similar work has been carried out for the double Weibull distribution by Balakrishnan and Kocherlakota (1985). Balakrishnan, Govindarajulu and Balasubramanian (1993) have also given an interesting probabilistic interpretation for relations (5.1) and (5.2).

## 6. Normal and half normal distributions

For any differentiable function $g(x)$ such that differentiation of $g(x)$ with respect to its argument and expectation of $g(X)$ with respect to an absolutely continuous distribution are interchangeable, Govindarajulu (1963b) has shown that

$$
\begin{equation*}
\mathrm{E} g^{\prime}\left(X_{r: n}\right)=-\sum_{s=1}^{n} \mathrm{E}\left[g\left(X_{r: n}\right) f^{\prime}\left(X_{s: n}\right) / f\left(X_{s: n}\right)\right] \tag{6.1}
\end{equation*}
$$

for $1 \leq r \leq n$, where $f$ denotes the probability density function of the distribution. For example, for $g(x)=x$, relation (6.1) gives

$$
\begin{equation*}
-\sum_{s=1}^{n} \mathrm{E}\left[X_{r: n} f^{\prime}\left(X_{s: n}\right) / f\left(X_{s: n}\right)\right]=1, \quad 1 \leq r<s \leq n \tag{6.2}
\end{equation*}
$$

For the standard normal distribution with pdf

$$
f(x)=\frac{1}{\sqrt{2 \pi}} \mathrm{e}^{-x^{2} / 2}, \quad-\infty<x<\infty
$$

it is easy to see that $f^{\prime}(x)=-x f(x)$, and hence relation (4.2) immediately gives the identity

$$
\begin{equation*}
\sum_{s=1}^{n} \mu_{r, s: n}=1, \quad 1 \leq r \leq n \tag{6.3}
\end{equation*}
$$

also see Seal (1956). Also since $\sum_{s=1}^{n} \mu_{s, n}=n \mathrm{E}(X)=0$, Eq. (6.3) yields the identity

$$
\begin{equation*}
\sum_{s=1}^{n} \sigma_{r, s: n}=1, \quad 1 \leq r \leq n \tag{6.4}
\end{equation*}
$$

In other words, each row (or column) in the variance-covariance matrix of normal order statistics add up to 1 . These identities have been applied by Davis and Stephens (1978) for checking the accuracy of the approximation for variances and covariances of normal order statistics while improving David and Johnson's (1954) approximations for these quantities. Note that identities (6.3) and (6.4) also hold for the half normal (chi) distribution with pdf

$$
f(x)=\sqrt{2 / \pi} \mathrm{e}^{-x^{2} / 2}, \quad x>0
$$

as in this case also we have $f^{\prime}(x)=-x f(x)$.
For normal and half normal distributions, Govindarajulu (1963b) has also established the relation

$$
\begin{equation*}
\mu_{r: n}^{(2)}=1+r\binom{n}{r} \sum_{m=0}^{n-r}(-1)^{m} \frac{1}{m+r}\binom{n-r}{m} \mu_{m+r-1, m+r: m+r} \tag{6.5}
\end{equation*}
$$

for $1 \leq r \leq n$. Proceeding on similar lines, Joshi and Balakrishnan (1981a) have established the following identities satisfied by the moments of order statistics from normal and half normal distributions:

$$
\begin{equation*}
\sum_{s=1}^{n} \mu_{1, s: n}=1 \tag{6.6}
\end{equation*}
$$

for $2 \leq r \leq n$,

$$
\begin{equation*}
\sum_{s=r}^{n} \mu_{r, s: n}=1+\sum_{s=r}^{n} \mu_{r-1, s: n} \tag{6.7}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\sum_{s=r+1}^{n} \mu_{r, s: n}=\sum_{s=r+1}^{n} \mu_{s: n}^{(2)}-(n-r) \tag{6.8}
\end{equation*}
$$

for $2 \leq r \leq n$,

$$
\begin{equation*}
\sum_{s=1}^{n} \mu_{r, s: n}=1+n \mu_{1: 1} \mu_{r-1: n-1} \tag{6.9}
\end{equation*}
$$

for $n \geq 1$,

$$
\begin{equation*}
\sum_{s=1}^{n} \sigma_{1, s: n}=1-\mu_{1: 1} \mu_{1: n} \tag{6.10}
\end{equation*}
$$

and for $2 \leq r \leq n$,

$$
\begin{equation*}
\sum_{s=1}^{n} \sigma_{r, s: n}=1-(n-r+1) \mu_{1: 1}\left(\mu_{r: n}-\mu_{r-1: n}\right) \tag{6.11}
\end{equation*}
$$

Note that identities (6.6), (6.9), (6.10) and (6.11) reduce to the identities (6.3) and (6.4) for the normal distribution by making use of the fact that $\mu_{\mathrm{t}: 1}=\mathrm{E}(X)=0$. Identities (6.6)-(6.11) have been applied by Joshi and Balakrishnan (1981b) for obtaining an expression for the variance of standardized and studentized selection differentials of reach statistics. See also Schaeffer, Van Vleck and Velasco (1970) and Burrows (1972, 1975) for some related work on the selection differential for the normal distribution.

Balakrishnan and Malik (1987c) have established the following identities satisfied by the moments of normal order statistics:

For $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /(n-s+1) & =(n-1)-n \sum_{r=2}^{n} \mu_{1: r}^{(2)} /\{(r-1) r\}  \tag{6.12}\\
& =(n-1)-n \sum_{r=2}^{n} \mu_{r: r}^{(2)} /\{(r-1) r\} ;
\end{align*}
$$

for $n \geq 2$,

$$
\begin{align*}
\sum_{s=2}^{n} \sum_{r=1}^{s-1} & \mu_{r, s: n} /\{(n-s+1)(n-s+2)\}  \tag{6.13}\\
& =(1 / 2+1 / 3+\cdots+1 / n)-\sum_{r=2}^{n} \mu_{r: r}^{(2)} / r
\end{align*}
$$

and for $i=3,4, \ldots$,

$$
\begin{align*}
& \sum_{s=2}^{n} \sum_{r=1}^{s-1} \mu_{r, s: n} /\{(n-s+1)(n-s+1) \cdots(n-s+i)\} \\
& =\frac{C_{i}}{(i-1)(i-2)}\left[\left\{\binom{n+i-2}{i-2}-(i-1)\right\}-\sum_{r=2}^{n}\binom{r+i-3}{i-3} \mu_{r: r}^{(2)}\right] \tag{6.14}
\end{align*}
$$

where $C_{i}=1 /\{(n+1)(n+2) \cdots(n+i-2)\}$.

## 7. Cauchy distribution

For the Cauchy distribution with density function

$$
f(x)=\frac{1}{\pi\left(1+x^{2}\right)}, \quad-\infty<x<\infty
$$

Barnett (1966) has obtained the following recurrence relation between the first and second order single moments of order statistics:

For $3 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r: n}^{(2)}=\frac{n}{\pi}\left(\mu_{r: n-1}-\mu_{r-1: n-1}\right)-1 \tag{7.1}
\end{equation*}
$$

so that the variances are given by

$$
\begin{equation*}
\operatorname{Var}\left(X_{r: n}\right)=\sigma_{r, r: n}=\frac{n}{\pi}\left(\mu_{r: n-1}-\mu_{r-1: n-1}\right)-1-\mu_{r: n}^{(2)} \tag{7.2}
\end{equation*}
$$

for $3 \leq r \leq n-2$. More generally, Barnett (1966) has obtained the following recurrence relation for the higher order moments:

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\frac{n}{(k-1) \pi}\left(\mu_{r: n-1}^{(k-1)}-\mu_{r-1: n-1}^{(k-1)}\right)-\mu_{r: n}^{(k-2)} \tag{7.3}
\end{equation*}
$$

for $k+1 \leq r \leq n-k$.
Relations (7.1)-(7.3) provide a very reasonable way of obtaining the variances and also higher order moments since the expected values of order statistics could be easily calculated to any required accuracy. Similar results have been obtained for the truncated Cauchy distribution by Khan, Yaqub and Parvez (1983).

Recently, Vaughan (1994) has derived general recurrence relations for the single moments of order statistics from the Cauchy distribution in terms of infinite series:

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\sum_{i=0}^{j-1} \frac{(-1)^{i} n}{\pi(2 j-2 i-1)}\left(\mu_{r: n-1}^{(2 j-2 i-1)}-\mu_{r-1: n-1}^{(2 j-2 i-1)}\right)+(-1)^{j}, \quad \text { if } \quad k=2 j \tag{7.4}
\end{equation*}
$$

and

$$
\begin{align*}
& \mu_{r: n}^{(k)}=\frac{n}{\pi} \sum_{a=1}^{j} \frac{(-1)^{j-a}}{2 a}\binom{j}{a}\left[\sum_{b=0}^{a}\binom{a}{b}\left[\mu_{r: n-1}^{(2 b)}-\mu_{r-1: n-1}^{(2 b)}\right]\right]+(-1)^{j} \mu_{r: n}, \\
& \text { if } k=2 j+1 \text {. } \tag{7.5}
\end{align*}
$$

In particular, if $k=2$, Eq. (7.4) reduces to (7.1). One advantage of such formulae is that the calculation of $\mu_{r: n}^{(k)}$ requires lower order moments of lower order statistics for smaller sample sizes [i.e., $(n-1)$ ].

Infinite series expression for mean $\mu_{r: n}^{(1)}=\mu_{r: n}$ of $X_{r: n}$ has been derived recently by Joshi and Chakraborty (1996a) in terms of Riemann zeta functions (see Abramowitz and Stegun, 1964)

$$
\zeta(s)=\sum_{k=1}^{\infty} k^{-s}, \quad s \geq 1
$$

This is given by

$$
\begin{equation*}
\mu_{r: n}=\sum_{m=1}^{[(n-2) / 2]} d_{2 m+1} \frac{\zeta(2 m+1)}{\pi^{2 m+1}} \tag{7.6}
\end{equation*}
$$

where

$$
d_{2 m+1}=(-1)^{m} \frac{n!(2 m+1)!h_{m}}{(m-r)!(r-1)!2^{2 m}}
$$

and

$$
\begin{equation*}
h_{m}=\sum_{j=\max (0,2 m-r+2)}^{n-r}(-1)^{j}\binom{n-r}{j}\binom{r+j}{2 m+1} \frac{1}{r+j} \tag{7.7}
\end{equation*}
$$

They have also tabulated the coefficients $d_{2 m+1}$ for $4 \leq n \leq 10$ and $[(n+3) / 2] \leq$ $r \leq n-1$.

Joshi and Chakraborty (1996b) have applied the techniques given in Joshi and Chakraborty (1996a) for deriving expressions for the single and product moments as:

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\frac{-n}{\pi(r-1)} \mu_{r-1: n-1}^{(k-1)}+\frac{2(n)!}{\pi(r-1)!} \sum_{i=1}^{\infty} \frac{(r+2 i-2)!}{(n+2 i-1)!} \zeta(2 i) \mu_{r+2 i-1: n+2 i-1}^{(k-1)} \tag{7.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\frac{n}{\pi(n-r)} \mu_{r: n-1}^{(k-1)}-\frac{2(n)!}{\pi(n-r)!} \sum_{i=1}^{\infty} \frac{(n-r+2 i-1)!}{(n+2 i-1)!} \zeta(2 i) \mu_{r: n+2 i-1}^{(k-1)} . \tag{7.9}
\end{equation*}
$$

In approximating $\mu_{r: n}^{(k)}$ by first few terms of the series expansions given above, it is observed that Eq. (7.9) gives faster convergence than Eq. (7.8) for $k+1 \leq r \leq[(n+1) / 2]$.

For the product moments $\mu_{r, s: n}$, Joshi and Chakraborty (1996a) have shown that

$$
\begin{align*}
\mu_{r, s: n} & =-\frac{n}{\pi(r-1)} \mu_{s-1: n-1}+\frac{2(n)!}{\pi(r-1)!} \sum_{i=1}^{\infty}(r+2 i-2)!b_{n-1(i)} \mu_{s+2 i-1: n+2 i-1}  \tag{7.10}\\
& =\frac{n}{\pi(n-s)} \mu_{r: n-1}-\frac{2(n)!}{\pi(n-s)!} \sum_{i=1}^{\infty}(n-s+2 i-1)!b_{n-1(i)} \mu_{r: n+2 i-1} \tag{7.11}
\end{align*}
$$

where $b_{t(i)}=\frac{\zeta(2 i)}{(2 i+t)!}, t=0,1,2, \ldots$, with Eq. (7.10) giving better results than Eq. (7.11) for $r+s<n$ in the sense of faster convergence.

Again, Joshi and Chakraborty (1996b) have derived another form for $\mu_{r, s: n}$ as

$$
\begin{align*}
\mu_{r, s: n}= & \frac{n(n-1)}{\pi^{2}(r-1)(n-s)}+\frac{2(n)!}{\pi^{2}(r-1)(n-s)!} \sum_{i=1}^{\infty}(n-s+2 i-1)!b_{n-2(i)} \\
& +\frac{2(n)!}{\pi^{2}(r-1)!(n-s)} \sum_{i=1}^{\infty}(r+2 i-2)!b_{n-2(i)}  \tag{7.12}\\
& -\frac{4(n)!}{\pi^{2}(r-1)!(n-s)!} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty}(r+2 i-2)!(n-s+2 j-1)!a_{n-2(i, j)},
\end{align*}
$$

where $a_{t(i, j)}=\frac{\zeta(2 i) \zeta(2 j)}{(2 i+2 j+t)!}$, for $t=0,1,2, \ldots$.

## 8. Logistic and related distributions

With the density function given by [for more details, see Balakrishnan (1992); Johnson, Kotz and Balakrishnan (1995)]

$$
f(x)=\mathrm{e}^{-x} /\left(1+\mathrm{e}^{-x}\right)^{2}, \quad-\infty<x<\infty
$$

and the cumulative distribution function given by

$$
F(x)=1 /\left(1+\mathrm{e}^{-x}\right), \quad-\infty<x<\infty
$$

it is easy to see that

$$
f(x)=F(x)\{1-F(x)\}, \quad-\infty<x<\infty .
$$

Making use of this relation, Shah $(1966,1970)$ has derived the following recurrence relations:

For $1 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r+1: n+1}^{(k)}=\mu_{r: n}^{(k)}+\left(\frac{k}{r}\right) \mu_{r: n}^{(k-1)} \tag{8.1}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n+1}=\frac{n+1}{n-r+1}\left[\mu_{r, r+1: n}-\left(\frac{r}{n+1}\right) \mu_{r+1: n+1}^{(2)}-\frac{1}{n-r} \mu_{r: n}\right] \tag{8.2}
\end{equation*}
$$

and for $1 \leq r<s \leq n, s-r \geq 2$,

$$
\begin{gather*}
\mu_{r, s: n+1}=\frac{n+1}{n-s+2}\left[\mu_{r, s: n}-\mu_{r, s-1: n}+\left(\frac{n-s+2}{n+1}\right) \mu_{r, s-1: n+1}\right. \\
\left.-\frac{1}{n-s+1} \mu_{r: n}\right] \tag{8.3}
\end{gather*}
$$

Due to the symmetry of the distribution, we also have the relations $\mu_{r: n}^{(k)}=$ $(-1)^{k} \mu_{n-r+1: n}^{(k)}, \quad \mu_{1,2: 2}=0$ and $\mu_{r, s: n}=\mu_{n-s+1, n-r+1: n}$ as noted earlier in Sections 3 and 4. Making use of these relations along with recurrence relations (8.1)-(8.3), one could compute all the single and product moments of order statistics for all sample sizes. Explicit expressions for these moments are also available; see, for example, Birnbaum and Dudman (1963), Gupta and Shah (1965), Gupta, Qureishi and Shah (1967), and Balakrishnan (1992).

By considering the half logistic distribution with cumulative distribution function $F(x)$ and density function

$$
f(x)=2 \mathrm{e}^{-x} /\left(1+\mathrm{e}^{-x}\right)^{2}, \quad 0 \leq x<\infty
$$

and noting that

$$
\begin{aligned}
f(x) & =F(x)\{1-F(x)\}+(1 / 2)\{1-F(x)\}^{2} \\
& =\{1-F(x)\}-(1 / 2)\{1-F(x)\}^{2} \\
& =(1 / 2)\left\{1-F^{2}(x)\right\},
\end{aligned}
$$

Balakrishnan (1985) has established the following recurrence relations satisfied by the single and product moments of order statistics:

For $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n+1}^{(k+1)}=2\left[\mu_{1: n}^{(k+1)}-\left(\frac{k+1}{n}\right) \mu_{1: n}^{(k)}\right] \tag{8.4}
\end{equation*}
$$

for $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{2: n+1}^{(k+1)}=\frac{(n+1)(k+1)}{n} \mu_{1: n}^{(k)}-\left(\frac{n-1}{2}\right) \mu_{1: n+1}^{(k+1)} \tag{8.5}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{r+1: n+1}^{(k+1)}=\frac{1}{r}\left[\frac{(n+1)(k+1)}{(n-r+1)} \mu_{r: n}^{(k)}+\left(\frac{n+1}{2}\right) \mu_{r-1: n}^{(k+1)}-\frac{n-2 r+1}{2} \mu_{r: n+1}^{(k+1)}\right] \tag{8.6}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n+1}=\mu_{r, n+1}^{(2)}+\frac{2(n+1)}{n-r+1}\left[\mu_{r, r+1: n}-\mu_{r: n}^{(2)}-\left(\frac{1}{n-r}\right) \mu_{r: n}\right] \tag{8.7}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
\mu_{2,3: n+1}=\mu_{3: n+1}^{(2)}+(n+1)\left[\mu_{2: n}-\left(\frac{n}{2}\right) \mu_{1: n-1}^{(2)}\right] \tag{8.8}
\end{equation*}
$$

for $2 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r+1, r+2: n+1}=\mu_{r+2: n+1}^{(2)}+\frac{n+1}{r(r+1)}\left[2 \mu_{r+1: n}+n\left(\mu_{r-1, r: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{8.9}
\end{equation*}
$$

for $1 \leq r \leq n-2$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n+1}=\mu_{r, s-1: n+1}+\frac{2(n+1)}{n-s+2}\left[\mu_{r, s: n}-\mu_{r, s-1: n}-\left(\frac{1}{n-s+1}\right) \mu_{r: n}\right] \tag{8.10}
\end{equation*}
$$

for $3 \leq s \leq n$,

$$
\begin{equation*}
\mu_{2, s+1: n+1}=\mu_{3, s+1: n+1}+(n+1)\left[\mu_{s: n}-\left(\frac{n}{2}\right) \mu_{1, s-1: n-1}\right] \tag{8.11}
\end{equation*}
$$

and for $2 \leq r \leq n-2$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r+1, s+1: n+1}=\mu_{r+2, s+1: n+1}+\frac{n+1}{r(r+1)}\left[2 \mu_{s: n}-n\left(\mu_{r, s-1: n-1}-\mu_{r-1, s-1: n-1}\right)\right] . \tag{8.12}
\end{equation*}
$$

Starting with $\mu_{1: 1}=\log 4$ and $\mu_{1: 1}^{(2)}=\pi^{2} / 3$, recurrence relations (8.4)-(8.12) could be systematically applied in order to compute all the single and product moments of order statistics for all sample sizes in a simple recursive way. This recursive evaluation of the means, variances and covariances of order statistics from a half logistic distribution has been successfully employed by Balakrishnan and Puthenpura (1986) while determining the coefficients for the best linear unbiased estimators of the location and scale parameters of a half logistic distribution.

These results have been extended by Balakrishnan and Kocherlakota (1986) to the doubly truncated logistic distribution with cumulative distribution function $F(x)$ and density function

$$
f(x)=\frac{1}{P-Q} \mathrm{e}^{-x} /\left(1+\mathrm{e}^{-x}\right)^{2}, \quad Q_{1} \leq x \leq P_{1}
$$

where $Q$ and $1-P(Q<P)$ are, respectively, the proportions of truncation on the left and right of the standard logistic distribution, and $Q_{1}=\log \left(\frac{Q}{1-Q}\right)$ and $P_{1}=\log \left(\frac{P}{1-P}\right)$. Denoting $Q_{2}=Q(1-Q) /(P-Q)$ and $P_{2}=P(1-P) /(P-Q)$, it can be seen that

$$
\begin{aligned}
f(x) & =(1-2 Q) F(x)-(P-Q)\{1-F(x)\}^{2}+Q_{2} \\
& =P_{2}+(2 P-1)\{1-F(x)\}-(P-Q)\{1-F(x)\}^{2} \\
& =P_{2}+(2 P-1) F(x)\{1-F(x)\}+(P+Q-1)\{1-F(x)\}^{2} .
\end{aligned}
$$

Making use of these relations, Balakrishnan and Kocherlakota (1986) have established the following recurrence relations:

For $k=0,1,2, \ldots$,

$$
\begin{align*}
\mu_{1: 2}^{(k+1)}=Q_{1}^{k+1}+\frac{1}{P-Q} & {\left[P_{2}\left(P_{1}^{k+1}-Q_{1}^{k+1}\right)+(2 P-1)\right.}  \tag{8.13}\\
& \left.\times\left(\mu_{1: 1}^{(k+1)}-Q_{1}^{k+1}\right)-(k+1) \mu_{1: 1}^{(k)}\right]
\end{align*}
$$

for $n \geq 2$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
\mu_{1: n+1}^{(k+1)}=Q_{1}^{k+1}+\frac{1}{P-Q}[ & P_{2}\left(\mu_{1: n-1}^{(k+1)}-Q_{1}^{k+1}\right)+(2 P-1)  \tag{8.14}\\
& \left.\times\left(\mu_{1: 1}^{(k+1)}-Q_{1}^{k+1}\right)-\left(\frac{k+1}{n}\right) \mu_{1: n}^{(k)}\right]
\end{align*}
$$

for $k=0,1,2, \ldots$,

$$
\begin{align*}
\mu_{2: 2}^{(k+1)}=P_{1}^{k+1}-\frac{1}{P-Q} & {\left[Q_{2}\left(P_{1}^{k+1}-Q_{1}^{k+1}\right)+(1-2 Q)\right.}  \tag{8.15}\\
& \left.\times\left(P_{1}^{k+1}-\mu_{1: 1}^{(k+1)}\right)-(k+1) \mu_{1: 1}^{(k)}\right]
\end{align*}
$$

for $n \geq 3$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
\mu_{2: n+1}^{(k+1)}=\mu_{1: n+1}^{(k+1)}+\frac{n+1}{P-Q}[ & \frac{P_{2}}{n-1}\left(\mu_{2: n-1}^{(k+1)}-\mu_{1: n-1}^{(k+1)}\right)+\frac{2 P-1}{n}  \tag{8.16}\\
\quad & \left.\quad\left(\mu_{2: n}^{(k+1)} \mu_{1: n}^{(k+1)}\right)-\frac{(k+1)}{n(n-1)} \mu_{2: n}^{(k)}\right] ;
\end{align*}
$$

for $2 \leq r \leq n-1$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
\mu_{r+1: n+1}^{(k+1)}= & \frac{n+1}{r(2 P-1)}\left[\frac{k+1}{n-r+1} \mu_{r: n}^{(k)}-\frac{n P_{2}}{n-r+1}\left(\mu_{r: n-1}^{(k+1)}-\mu_{r-1: n-1}^{(k+1)}\right)\right. \\
& -\frac{1}{n+1}\{(n+1)(P+Q-1)-r(2 P-1)\} \mu_{r: n+1}^{(k+1)}  \tag{8.17}\\
& \left.+(P+Q-1) \mu_{r-1: n}^{(k+1)}\right]
\end{align*}
$$

for $n \geq 2$ and $k=0,1,2, \ldots$,

$$
\begin{align*}
& \mu_{n+1: n+1}^{(k+1)}= \frac{n+1}{n(2 P-1)}\left[(k+1) \mu_{n: n}^{(k)}-n P_{2}\left(P_{1}^{k+1}-\mu_{n-1: n-1}^{(k+1)}\right)\right. \\
&-\frac{1}{n+1}\{(n+1)(P+Q-1)-n(2 P-1)\}  \tag{8.18}\\
&\left.\times \mu_{n: n+1}^{(k+1)}+(P+Q-1) \mu_{n-1: n}^{(k+1)}\right] ; \\
& \mu_{1: 2: 3}=\mu_{1: 3}^{(2)}+\frac{3}{2(P-Q)}\left[2 P_{2}\left(P_{1} \mu_{1: 1}-\mu_{1: 1}^{(2)}\right)\right. \\
&\left.+(2 P-1)\left(\mu_{1,2: 2}-\mu_{1: 2}^{(2)}\right)-\mu_{1: 2}\right] ;  \tag{8.19}\\
& \mu_{2,3: 3}=\mu_{3: 3}^{(2)}+\frac{3}{2(P-Q)}\left[\mu_{2: 2}-2 Q_{2}\left(\mu_{1: 1}^{(2)}-Q_{1} \mu_{1: 1}\right)\right.  \tag{8.20}\\
&\left.+(2 Q-1)\left(\mu_{2: 2}^{(2)}-\mu_{1,2: 2}\right)\right] ;
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{array}{r}
\mu_{r, r+1: n+1}=\mu_{r: n+1}^{(2)}+\frac{n+1}{(n-r+1)(P-Q)}\left[\frac{n P_{2}}{n-r}\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right. \\
\left.\quad+(2 P-1)\left(\mu_{r, r+1: n}-\mu_{r: n}^{(2)}\right)-\frac{1}{n-r} \mu_{r: n}\right] \tag{8.21}
\end{array}
$$

for $n \geq 2$,

$$
\begin{align*}
\mu_{n-1, n: n+1}=\mu_{n-1: n+1}^{(2)} & +\frac{n+1}{2(P-Q)}\left[n P_{2}\left(P_{1} \mu_{n-1: n-1}-\mu_{n-1: n-1}^{(2)}\right)\right.  \tag{8.22}\\
& \left.+(2 P-1)\left(\mu_{n-1, n: n}-\mu_{n-1: n}^{(2)}\right)-\mu_{n-1: n}\right]
\end{align*}
$$

for $n \geq 2$,

$$
\begin{align*}
\mu_{2,3: n+1}=\mu_{3: n+1}^{(2)}+\frac{n+1}{2(P-Q)}[ & \mu_{2: n}-n Q_{2}\left(\mu_{1: n-1}^{(2)}-Q_{1} \mu_{1: n-1}\right) \\
& \left.-(1-2 Q)\left(\mu_{2: n}^{(2)}-\mu_{1,2: n}\right)\right] \tag{8.23}
\end{align*}
$$

for $2 \leq r \leq n-1$,

$$
\begin{align*}
\mu_{r+1, r+2: n+1}=\mu_{r+2: n+1}^{(2)}+ & \frac{n+1}{(r+1)(P-Q)}\left[\frac{1}{r} \mu_{r+1: n}-\frac{n Q_{2}}{r}\left(\mu_{r: n-1}^{(2)}-\mu_{r-1, r: n-1}\right)\right. \\
& \left.-(1-2 Q)\left(\mu_{r+1: n}^{(2)}-\mu_{r, r+1: n}\right)\right] \tag{8.24}
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{align*}
\mu_{r, n: n+1}=\mu_{r, n-1: n+1} & +\frac{n+1}{2(P-Q)}\left[n P_{2}\left(P_{1} \mu_{r: n-1}-\mu_{r, n-1: n-1}\right)\right. \\
& \left.+(2 P-1)\left(\mu_{r, n: n}-\mu_{r, n-1: n}\right)-\mu_{r: n}\right] \tag{8.25}
\end{align*}
$$

for $s \leq n-1$ and $s-r \geq 2$,

$$
\begin{align*}
\mu_{r, s: n+1}= & \mu_{r, s-1: n+1}+\frac{n+1}{(n-s+2)(P-Q)}\left[\frac{n P_{2}}{n-s+1}\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)\right. \\
& \left.+(2 P-1)\left(\mu_{r, s: n}-\mu_{r, s-1: n}\right)-\frac{1}{n-s+1} \mu_{r: n}\right] \tag{8.26}
\end{align*}
$$

for $s \geq 3$,

$$
\begin{align*}
\mu_{2, s+1: n+1}=\mu_{3, s+1: n+1} & +\frac{n+1}{2(P-Q)}\left[\mu_{s: n}-n Q_{2}\left(\mu_{1, s-1: n-1}-Q_{1} \mu_{s-1: n-1}\right)\right. \\
& \left.+(2 Q-1)\left(\mu_{2, s: n}-\mu_{1, s: n}\right)\right] \tag{8.27}
\end{align*}
$$

and for $r \geq 2, s-r \geq 2$,

$$
\begin{align*}
\mu_{r+1, s+1: n+1}= & \mu_{r+2, s+1: n+1}+\frac{n+1}{(r+1)(P-Q)}\left[\frac{1}{r} \mu_{s: n}-\frac{n Q_{2}}{r}\right. \\
& \left.\times\left(\mu_{r, s-1: n-1}-\mu_{r-1, s-1: n-1}\right)+(2 Q-1)\left(\mu_{r+1, s: n}-\mu_{r, s: n}\right)\right] . \tag{8.28}
\end{align*}
$$

Now starting with the values of $\mu_{1: 1}$ and $\mu_{1: 1}^{(2)}$, for example, recurrence relations (8.13)-(8.28) could be systematically applied in a simple recursive way in order to compute the first two single moments and product moments of all order statistics for all sample sizes; also see Balakrishnan and Joshi (1983). Exact and explicit
expressions for the first two single moments and product moments of order statistics from the doubly truncated logistic distribution have been derived by Tarter (1966).

The pdf of a generalized half logistic distribution is given by

$$
f(x)=\frac{2(1-k x)^{(1 / k)-1}}{\left[1+(1-k x)^{1 / k}\right]^{2}}, \quad 0 \leq x \leq 1 / k, \quad k \geq 0
$$

and the cdf is given by

$$
F(x)=\frac{1-(1-k x)^{1 / k}}{\left[1+(1-k x)^{1 / k}\right]}, \quad 0 \leq x \leq 1 / k, \quad k \geq 0
$$

It is easy to note that

$$
(1-k x) f(x)=1-F(x)-(1 / 2)\{1-F(x)\}^{2}
$$

Using the above differential equation, Balakrishnan and Sandhu (1995) have established the following recurrence relations:

For $n \geq 1$ and $i=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n+1}^{(i+1)}=2\left[\mu_{1: n}^{(i+1)}-\frac{i+1}{n}\left(\mu_{1: n}^{(i)}-\mu_{1: n}^{(i+1)}\right)\right] ; \tag{8.29}
\end{equation*}
$$

for $1 \leq r \leq n$ and $i=0,1,2, \ldots$,

$$
\begin{gather*}
\mu_{r+1: n+1}^{(i+1)}=\mu_{r: n+1}^{(i+1)}+\frac{n+1}{r}\left[\frac{2(i+1)}{n-r+1}\left(\mu_{r: n}^{(i)}-k \mu_{r: n}^{(i+1)}\right)-\left(\mu_{r: n}^{(i+1)}-\mu_{r-1: n}^{(i+1)}\right)\right] \\
\mu_{0: n}^{(i)}=0, \quad \text { for } n \geq 1 \text { and } \quad i=0,1,2, \ldots \tag{8.30}
\end{gather*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n+1}=\mu_{r: n+1}^{(2)}+\frac{2(n+1)}{n-r+1}\left[\mu_{r, r+1: n}-\mu_{r: n}^{(2)}+\frac{1}{n-r}\left(k \mu_{r, r+1: n}-\mu_{r: n}\right)\right] \tag{8.31}
\end{equation*}
$$

for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n+1}=\mu_{r, s: n+1}+\frac{2(n+1)}{n-s+2}\left[\mu_{r, s: n}-\mu_{r, s-1: n}+\frac{1}{n-s+1}\left(k \mu_{r, s: n}-\mu_{r: n}\right)\right] \tag{8.32}
\end{equation*}
$$

for $2 \leq r \leq n-1$,

$$
\begin{align*}
\mu_{r+1, r+2: n+1}= & \mu_{r+2: n}^{(2)}+\frac{2(n+1)}{r(r+1)}  \tag{8.33}\\
& \times\left[\mu_{r+1: n}-k \mu_{r, r+1: n}-\frac{n}{2}\left(\mu_{r: n-1}^{(2)}-\mu_{r-1, r: n-1}\right)\right]
\end{align*}
$$

for $2 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{align*}
\mu_{r+1, s+1: n+1}=\mu_{r \star 2, s+1: n+1} & +\frac{2(n+1)}{r(r+1)}\left[\mu_{r: n}-k \mu_{r, s: n}\right. \\
& \left.-\frac{n}{2}\left(\mu_{r, s-1: n-1}-\mu_{r-1, s-1: n-1}\right)\right] \tag{8.34}
\end{align*}
$$

and for $n \geq 3$,

$$
\begin{array}{r}
\mu_{1, n+1: n+1}=\frac{2(n+1)}{n(n-1)}\left[(n-1+k) \mu_{1, n: n}+\mu_{1, n-1: n}-\frac{n-1}{n+1} \mu_{1, n: n+1}\right. \\
\left.-\frac{1}{n+1} \mu_{1, n-1: n+1}-\mu_{r: n}\right] . \tag{8.35}
\end{array}
$$

Letting the shape parameter $k \rightarrow 0$ in the relations (8.29)-(8.35), we obtain the relations for the half logistic distribution presented in Eqs. (8.4)-(8.12).

The recurrence relations in (8.29) and (8.30) will enable one to compute all the single moments of all order statistics for all sample sizes. Also, the recurrence relations (8.31)-(8.35) are complete in the sense that they will enable one to compute all the product moments of all order statistics for all sample sizes in a simple recursive manner. This can be done for any choice of the shape parameter $k$, and the required recursive computational algorithm is explained in detail by Balakrishnan and Sandhu (1995).

Moreover, recurrence relations between moment generating functions as well as factorial moment generating functions of order statistics from the doubly truncated logistic distribution have been established by Mohie El-Din, Mahmoud and Abu-Youssef (1992) and Mohie El-Din and Sultan (1995), respectively.

## 9. Gamma and related distributions

For the gamma distribution with probability density function

$$
\begin{equation*}
f(x)=\mathrm{e}^{-x} x^{m-1} / \Gamma(m), \quad x>0, \quad m>0 \tag{9.1}
\end{equation*}
$$

explicit expressions for the moments of order statistics have been derived by Gupta (1960) for integral values of $m$, and by Krishnaiah and Rizvi (1967) for a general value of $m$; see also Breiter and Krishnaiah (1968). Note that for the gamma random variable $X$ with density function given by ( 9.1 ), the $k^{\text {th }}$ moment

$$
\mathrm{E}\left(X^{k}\right)=\Gamma(m+k) / \Gamma(m)
$$

exists for all $k>-m$ and consequently, $\mu_{r: n}^{(k)}$ also exists for $k>-m$ (David, 1981, p. 34). For integral values of $m$, Joshi (1979a) has established the following recurrence relations satisfied by the single moments of order statistics:

For $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}=(k / n) \Gamma(m) \sum_{t=0}^{m-1} \mu_{1: n}^{(t+k-m)} / t!, \tag{9.2}
\end{equation*}
$$

and for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\mu_{r-1: n-1}^{(k)}+(k / n) \sum_{i=0}^{m-1} \mu_{r: n}^{(t+k-m)} / t! \tag{9.3}
\end{equation*}
$$

Relation (9.2) expresses the $k^{\text {th }}$ order moment of $X_{1: n}$ in terms of the lower order moments of $X_{1: n}$. In particular, it expresses the mean of $X_{1: n}$ in terms of moments of orders $-(m-1),-(m-2), \ldots,-1$ of $X_{1: n}$. Similarly, relation (9.3) expresses the $k^{\text {th }}$ order moment of $X_{r: n}$ in terms of the $k^{\text {th }}$ order moment of $X_{r-1: n-1}$ and lower order moments of $X_{r: n}$. Hence, from the relation

$$
\mu_{r: n}^{(k)}=\sum_{j=n-r+1}^{n}(-1)^{j-n+r-1}\binom{j-1}{n-r}\binom{n}{j} \mu_{1: j}^{(k)}
$$

presented earlier in Section 3 and the recurrence relations (9.2) and (9.3), it is clear that if the negative moments of orders $-(m-1),-(m-2), \ldots,-1$ of the smallest order statistic in samples of size $j \leq n$ are known, then one could calculate all the moments $\mu_{r: n}^{(k)}$ for $1 \leq r \leq n$ and $k=1,2, \ldots$.

Young (1971) has also established a simple relation between moments of order statistics from the symmetrical inverse multinomial distribution and the order statistics of independent standardized gamma variables with integer parameter $m$.

Thomas and Moothathu (1991) have obtained a recurrence relation for the moments of different orders of the largest order statistic from a gamma distribution with shape parameter $m$, which is

$$
\begin{equation*}
\sum_{j=1}^{n} A_{n-1, j} \mu_{n: n}^{(k-n+j)}=\frac{\Gamma(k+n m-n+1)}{(\Gamma(m))^{n}} n^{-k-(m-1) n} \tag{9.4}
\end{equation*}
$$

where
(i) $n \geq 2$ is an integer and $k$ is a real number such that $k>\max (-m$, $-n(m-1)-1)$,
(ii) for $r=1,2,3, \ldots, n-1, A_{0,1}=1$,
$A_{r, 1}=-r^{-1}[k-r+1+(n-r)(m-1)] A_{r-1,1}$,
(iii) for $j=2,3, \ldots, r$,
$A_{r, j}=r^{-1}(n-r) A_{r-1, j-1}-r^{-1}[k-r+j+(n-r)(m-1)] A_{r-1, j}$,
$A_{r, r+1}=r^{-1}(n-r) A_{r-1, r}$
and $\mu_{n: n}^{(0)}=1$. Thomas and Moothathu (1991) have presented a numerical example for illustrating the application of recurrence relation (9.4).

Based on the functional relationship between the distribution functions of gamma random variables with shape parameter $m$ and $m-1, m>1$, Thomas (1993) has derived the following recurrence relation:

For $n \geq 2$ and $r$ and $m$ real numbers, $r \geq 0, m>1$,

$$
\begin{equation*}
\mu_{n, n: m}^{(r)}=\sum_{k=0}^{n-1}\binom{n-1}{k}(m-1)^{-k-1}(-1)^{k} \sum_{j=1}^{k+1} A_{k+r+1, n-k-1, k+1: m-1}^{(k, j)} \mu_{n, n: m-1}^{(r+j)} \tag{9.5}
\end{equation*}
$$

where
(i) $\mu_{r, n: m}^{(k)}=\mu_{r: n}^{(k)}$ with shape parameter $m$,
(ii) for $k=1,2, \ldots, t-1, A_{r, s, t: m}^{(0,1)}=1$,
(iii) $A_{r, s, t: m}^{(k, 1)}=-(s+k)^{-1}[r-k+1+(t-k)(m-1)] A_{r, s, t: m}^{(k-1,1)}$,
(iv) $A_{r, s, t: m}^{(k, j)}=(s+k)^{-1}\left[(t-k) A_{r, s, t: m}^{(k-1, j-1)}-[r-k+j+(t-k)(m-1)] A_{r, s, t ; m}^{(k-1, j)}\right]$,
(v) and $A_{r, s, t: m}^{(k, k+1)}=(s+k)^{-1}(t-k) A_{r, s, t: m}^{(k-1, k)}$.

Certain applications of relation (9.5) are presented by Thomas (1993).
Recently, for the generalized gamma distribution

$$
\begin{equation*}
g(x ; a, b, c)=b c^{-a b}\{\Gamma(a)\}^{-1} x^{a b-1} \mathrm{e}^{-(x / c)^{b}}, \quad x>0 \tag{9.6}
\end{equation*}
$$

where $a>0, b>0$ and $c>0$, Thomas (1996) has proved the following two theorems based on the moments of the largest order statistic.

For $1 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{align*}
\mu_{r: n: a, b, c}^{(k)}=r\binom{n}{r} \int_{0}^{\infty} & x^{k}\{G(x ; a, b, c)\}^{r-1}  \tag{9.7}\\
& \times\{1-G(x ; a, b, c)\}^{n-r} g(x ; a, b, c) \mathrm{d} x
\end{align*}
$$

where $\mu_{r: n ; a, b, c}^{(0)}=1$ and $G(x ; a, b, c)$ is the corresponding cdf. Also, he has proved the following two Lemma which are used to prove the two theorems.

Lemma 9.1. If $M(u, v, w ; a, b, c)$ is defined as

$$
\begin{equation*}
M(u, v, w ; a, b, c)=\int_{0}^{\infty} x^{u}\{G(x ; a, b, c)\}^{v}\{g(x ; a, b, c)\}^{w} \mathrm{~d} x \tag{9.8}
\end{equation*}
$$

where $u$ is a non-negative real number, $v$ and $w$ are integers such that $v \geq 1$ and $w \geq 1$, then the integral in (9.8) is finite for those values of $u$ and $w$ for which $u+(a b-1) w+1>0$.

Lemma 9.2. If $M(r, s, t ; a, b, c)$ is defined as in (9.8), where $r$ is a positive real number, $s$ and $t$ are integers such that $r \geq t-1, s \geq 0$ and $t \geq 2$, then for $k=1,2, \ldots, t-1$ we have the following:

$$
\begin{equation*}
M(r, s, t ; a, b, c)=\sum_{j=1}^{k+1} J_{r, s, t ; a, b ; c}^{(k, j)} M(r-k+j b-b, s+k, t-k ; a, b, c) \tag{9.9}
\end{equation*}
$$

where

$$
\begin{aligned}
J_{r, s, s ; a, b, c}^{(0,1)}= & 1 \\
J_{r, s, s, t ; a b, c}^{(k, 1)}= & -(s+k)^{-1}\{a b(t-k)+r+1-t\} J_{r, s, t ; a, b, c}^{(k-1,1)} ; \\
J_{r, s, s ; f, b, b, c}^{(k, j)}= & (s+k)^{-1}(t-k) b c^{-b} J_{r, s, s, a, b, c, c}^{(k-1, j-1)} \\
& -(s+k)^{-1}\{b(a t+j-a k-1)+r+1-t\} J_{r, s, t ; a, b, c}^{(k-1, j)}
\end{aligned}
$$

for $j=2,3, \ldots, k$, and

$$
J_{r, s, t ; a, b, c}^{(k, k+1)}=(s+k)^{-1}(t-k) b c^{-b} J_{r, s, f ; ;, b, b, c}^{(k-1, k)} .
$$

Theorem 9.1. If $X_{n: n ; a, b, c}$ denotes the largest order statistic in a random sample of size $n \geq 2$ drawn from the generalized gamma distribution (9.6) and for any $p \geq 0$, let

$$
\mu_{n: n ; a, b, c}^{(p)}=E\left(X_{n: n ; a, b, c}^{p}\right) ;
$$

then for any finite real $r \geq n-1$, we have

$$
\begin{align*}
\mu_{n: n ; a, b, c}^{(r+(n-1)(b-1))}= & \left\{J_{r, 0, n ; a, b, c}^{(n-1, n)}\right\}^{-1}\left\{\frac{b^{n-1} c^{r-n+1} \Gamma((a b n-n+r+1) / b)}{\{\Gamma(a)\}^{n} n^{(a b n-n+r+1-b) / b}}\right. \\
& \left.-\sum_{j=1}^{n-1} J_{r, 0, n ; a, b, c}^{(n-1, j)} \mu_{n: n ; a, b, c}^{(r-n+j b-b+1)}\right\}, \tag{9.10}
\end{align*}
$$

where the $J$ 's are constants as defined in Lemma 9.2.

Theorem 9.2. Let $n \geq 2$ be an integer, $k$ be a real number such that $k \geq-b$, and let

$$
\mu_{n: n ; a, b, c}^{(k)}=E\left(X_{n: n ; a, b, c}^{k}\right)
$$

Then for every $\alpha>1$, we have

$$
\begin{align*}
\mu_{n: n ; a, b, c}^{(k)}=c^{-b} \sum_{i=0}^{n-1}\{ & \binom{n-1}{i}(-b)^{-i}(a-i)^{-i-1} \\
& \left.\times \sum_{j=1}^{i+1} J_{i+k+b, n \div i-1, i+1 ; a-1, b, c}^{(i, j)} \mu_{n: n ; a-1, b, c}^{(k+b j)}\right\}, \tag{9.11}
\end{align*}
$$

where

$$
\begin{equation*}
J_{k+b, n-1,1 ; a-1, b, c}^{(0,1)}=1 \tag{9.12}
\end{equation*}
$$

and the other $J$ 's are constants as defined in Lemma 9.2.

## 10. Exponential and related distributions

With the probabililty density function being

$$
f(x)=\mathrm{e}^{-x}, \quad 0<x<\infty
$$

and the cumulative distribution function being

$$
F(x)=1-\mathrm{e}^{-x}, \quad 0<x<\infty,
$$

it is easy to see that

$$
f(x)=1-F(x), \quad 0<x<\infty .
$$

Making use of this relation, Joshi $(1978,1982)$ has established the following recurrence relations:

For $n \geq 1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}=(k / n) \mu_{1: n}^{(k-1)} \tag{10.1}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\mu_{r-1: n-1}^{(k)}+(k / n) \mu_{r: n}^{(k-1)} \tag{10.2}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n}=\mu_{r: n}^{(2)}+\mu_{r: n} /(n-r) \tag{10.3}
\end{equation*}
$$

and for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n}=\mu_{r, s-1: n}+\mu_{r: n} /(n-s+1) \tag{10.4}
\end{equation*}
$$

Note that the relations in (10.1)-(10.4) could be used in a simple recursive way in order to compute all the single and product moments of order statistics for all sample sizes.

These results have been extended by Joshi (1979b) and Balakrishnan and Joshi (1984) for the doubly truncated exponential distribution with cumulative distribution function $F(x)$ and probabilitiy density function

$$
f(x)=\frac{1}{P-Q} \mathrm{e}^{-x}, \quad Q_{1} \leq x \leq P_{1}
$$

where $Q$ and $1-P(Q<P)$ are the proportions of truncation on the left and right of the standard exponential distribution, respectively, and
$Q_{1}=-\log (1-Q)$ and $P_{1}=-\log (1-P)$. Denoting $(1-Q) /(P-Q)$ by $Q_{2}$ and $(1-P) /(P-Q)$ by $P_{2}$, it is easy to see that

$$
\begin{aligned}
f(x) & =Q_{2}-F(x) \\
& =P_{2}+\{1-F(x)\} .
\end{aligned}
$$

Making use of these two differential equations, Joshi (1979b) and Balakrishnan and Joshi (1984) have derived the following recurrence relations:

For $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}=Q_{1}^{k} Q_{2}-\mu_{1: n-1}^{(k)} P_{2}+(k / n) \mu_{1: n}^{(k-1)} \tag{10.5}
\end{equation*}
$$

for $2 \leq r \leq n-1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\mu_{r-1: n-1}^{(k)} Q_{2}-\mu_{r: n-1}^{(k)} P_{2}+(k / n) \mu_{r: n}^{(k-1)} \tag{10.6}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{n: n}^{(k)}=\mu_{n-1: n-1}^{(k)} Q_{2}-P_{1}^{k} P_{2}+(k / n) \mu_{n: n}^{(k-1)} \tag{10.7}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{align*}
\mu_{r: n}^{(k)}=\mu_{r-1: n}^{(k)}+\binom{n}{r-1}[k & \sum_{j=r}^{n}\left(1-Q_{2}\right)^{n-j} B(r, j-r+1) \mu_{r: j}^{(k-1)}  \tag{10.8}\\
& \left.+\left(1-Q_{2}\right)^{n-r+1}\left(P_{1}^{k}-\mu_{r-1: r-1}^{(k)}\right)\right]
\end{align*}
$$

for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{align*}
\mu_{r: n}^{(k)}= & \mu_{r-1: n}^{(k)}+\binom{n}{r-1}\left[Q_{2}^{r-1}\left(\mu_{1: n-r+1}^{(k)}-Q_{1}^{(k)}\right)\right. \\
& \left.-k \sum_{j=2}^{r} Q_{2}^{r-j} B(j-1, n-r+2) \mu_{j-1: n-r+j}^{(k-1)}\right] \tag{10.9}
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, r+1: n}=\mu_{r: n}^{(2)}+\frac{1}{n-r}\left[\mu_{r: n}-n P_{2}\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{10.10}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
\mu_{n-1, n: n}=\mu_{n-1: n}^{(2)}+\mu_{n-1: n}-n P_{2}\left[P_{1} \mu_{n-1: n-1}-\mu_{n-1: n-1}^{(2)}\right] \tag{10.11}
\end{equation*}
$$

for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n}=\mu_{r, s-1: n}+\frac{1}{n-s+1}\left[\mu_{r: n}-n P_{2}\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)\right] \tag{10.12}
\end{equation*}
$$

and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, n: n}=\mu_{r, n-1: n}+\mu_{r: n}-n P_{2}\left[P_{1} \mu_{r: n-1}-\mu_{r, n-1: n-1}\right] . \tag{10.13}
\end{equation*}
$$

Starting with the values of $\mu_{1: 1}$ and $\mu_{1: 1}^{(2)}$, for example, the recurrence relations (10.5)-(10.13) would enable one to evaluate the means, variances and covariances of all order statistics for all sample sizes in a simple and systematic recursive way for arbitrary values of the proportions of truncation $Q$ and $P$. This computation of the moments could be carried out by means of a simple computer program without introducing serious rounding errors. Explicit finite series expressions for the first and second order single moments and product moments of order statistics for the special case of the right truncated exponential distribution have been derived by Saleh, Scott and Junkins (1975).

Similar simple recursive computational procedures have been suggested by Balakrishnan and Joshi (1981a) and Khan, Yaqub and Parvez (1983) for the evaluation of the single moments of order statistics from the Weibull distribution.

Recurrence relations between the moment generating functions of order statistics from the doubly truncated exponential distribution have been established by Mohie El-Din, Mahmoud and Abu-Youssef (1992). Again, recurrence relation between factorial moment generating functions of order statistics from the doubly truncated exponential distribution have been derived by Mohie El-Din and Sultan (1995).

## 11. Power function and related distributions

With the probability density function being

$$
f(x)=v a^{-v} x^{v-1}, \quad 0 \leq x \leq a, \quad a, v \geq 0
$$

and the cumulative distribution function being

$$
F(x)=a^{-v} x^{v}, \quad 0 \leq x \leq a,
$$

it is easy to see that

$$
F(x)=x f(x) / v, \quad 0 \leq x \leq a
$$

Making use of this relation, Balakrishnan and Joshi (1981b) have established the following recurrence relations for the single and product moments of order statistics:

For $1 \leq r \leq n-1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\{n v /(n v+k)\} \mu_{r, n-1}^{(k)} \tag{11.1}
\end{equation*}
$$

for $n \geq 1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{n: n}^{(k)}=\frac{a^{k} n v}{(n v+k)} \tag{11.2}
\end{equation*}
$$

for $n \geq 3$ and $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, r+1: n}=\frac{v}{v(n-r)+1}\left[(n-r) \mu_{r: n}^{(2)}+n\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{11.3}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
\mu_{n-1, n: n}=\frac{v}{v+1}\left[\mu_{n-1: n}^{(2)}+n\left(a \mu_{n-1: n-1}-\mu_{n-1: n-1}^{(2)}\right)\right] ; \tag{11.4}
\end{equation*}
$$

for $s-r \geq 2$ and $1 \leq r<s \leq n$,

$$
\begin{equation*}
\mu_{r, s: n}=\frac{v}{v(n-s+1)+1}\left[(n-s+1) \mu_{r, s-1: n}+n\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)\right] \tag{11.5}
\end{equation*}
$$

and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, n: n}=\frac{v}{v+1}\left[\mu_{r, n-1: n}+n\left(a \mu_{r: n-1}-\mu_{r, n-1: n-1}\right)\right] \tag{11.6}
\end{equation*}
$$

Note that the recurrence relations (11.1)-(11.6) could be used in a simple recursive way in order to compute all the single and product moments of order statistics for all sample sizes. Explicit expressions for these moments are also available and are due to Malik (1967a).

These results have also been extended by Balakrishnan and Joshi (1981b) for the doubly truncated power function distribution with $\operatorname{cdf} F(x)$ and the density function

$$
f(x)=\frac{1}{P-Q} v a^{-v} x^{v-1}, \quad Q_{1} \leq x \leq P_{1}, \quad a, v>0
$$

where $Q$ and $1-P$ are, respectively, the proportions of truncation on the left and right of the power function distribution, and $Q_{1}=a Q^{1 / v}$ and $P_{1}=a P^{1 / v}$. Denoting $Q /(P-Q)$ by $Q_{2}$ and $P /(P-Q)$ by $P_{2}$, it is easy to see that

$$
\begin{aligned}
x f(x) & =v\left\{Q_{2}+F(x)\right\} \\
& =v\left[P_{2}-\{1-F(x)\}\right], \quad Q_{1} \leq x \leq P_{1} .
\end{aligned}
$$

Making use of these two differential equations, Balakrishnan and Joshi (1981b) have derived the following recurrence relations:

For $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: 1}^{(k)}=\frac{v}{v+k}\left(P_{2} P_{1}^{k}-Q_{2} Q_{1}^{k}\right) \tag{11.7}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}=\frac{n v}{n v+k}\left(P_{2} \mu_{1: n-1}^{(k)}-Q_{2} Q_{1}^{k}\right) \tag{11.8}
\end{equation*}
$$

for $n \geq 3,2 \leq r \leq n-1$, and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\frac{n v}{n v+k}\left(P_{2} \mu_{r: n-1}^{(k)}-Q_{2} \mu_{r-1: n-1}^{(k)}\right) \tag{11.9}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{n: n}^{(k)}=\frac{n v}{n v+k}\left(P_{2} P_{1}^{k}-Q_{2} \mu_{n-1: n-1}^{(k)}\right) ; \tag{11.10}
\end{equation*}
$$

for $n \geq 3$ and $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, r+1: n}=\frac{v}{v(n-r)+1}\left[(n-r) \mu_{r: n}^{(2)}+n P_{2}\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{11.11}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
\mu_{n-1, n: n}=\frac{v}{v+1}\left[\mu_{n-1: n}^{(2)}+n P_{2}\left(P_{1} \mu_{n-1: n-1}-\mu_{n-1: n-1}^{(2)}\right)\right] \tag{11.12}
\end{equation*}
$$

for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n}=\frac{v}{v(n-s+1)+1}\left[(n-s+1) \mu_{r, s-1: n}+n P_{2}\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)\right] ; \tag{11.13}
\end{equation*}
$$

and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
\mu_{r, n: n}=\frac{v}{v+1}\left[\mu_{r, n-1: n}+n P_{2}\left(P_{1} \mu_{r: n-1}-\mu_{r, n-1: n-1}\right)\right] \tag{11.14}
\end{equation*}
$$

Recurrence relations (11.7)-(11.14) can be used systematically to obtain all the single and product moments of order statistics from the doubly truncated power function distribution for any sample size.

Recently, Mohie El-Din, Mahmoud and Sultan (1996) have used the properties of the hypergeometric function and its contiguous functions to derive the following recurrence relations between the moments of order statistics from the doubly truncated power function distribution:

$$
\begin{align*}
& \left(n-r+1+\frac{k}{v}\right) \mu_{r: n}^{(k)}=\frac{k}{v} a^{v} P \mu_{r: n}^{(k-v)}+(n-r+1) \mu_{r+1: n}^{(k)}  \tag{11.15}\\
& \left(\frac{k}{v}+n\right) \mu_{r: n}^{(k)}=\frac{k}{v} a^{v} P \mu_{r: n}^{(k-v)}+n \mu_{r-1: n-1}^{(k)}  \tag{11.16}\\
& (n+1)\left(\frac{k}{v}+r \frac{1}{P_{2}}\right) \mu_{r: n}^{(k)}=\frac{k}{v} a^{v} Q \mu_{r: n}^{(k-v)}+r\left(n+1+\frac{k}{v}\right) \frac{1}{P_{2}} \mu_{r+1: n+1}^{(k)}  \tag{11.17}\\
& (n+1) Q \mu_{r: n}^{(k)}=(n+1) P a^{v} \mu_{r: n}^{(k-v)}-r P \frac{1}{P_{2}} \mu_{r+1: n+1}^{(k)} \tag{11.18}
\end{align*}
$$

$$
\begin{align*}
& P\left[\frac{2 k}{v}+n+1-\frac{1}{P_{2}}\left(n+1-r+\frac{k}{v}\right)\right] \mu_{r: n}^{(k)} \\
& \quad=\frac{k}{v} P Q a^{v} \mu_{r: n}^{(k-v)}+\left(n+1+\frac{k}{v}\right) a^{-v} \mu_{r: n}^{(k+v)} ;  \tag{11.19}\\
& \left(\frac{k}{v}+r\right) \mu_{r: n}^{(k)}=\frac{k}{v} Q a^{v} \mu_{r: n}^{(k-v)}+r \mu_{r+1: n}^{(k)} ;  \tag{11.20}\\
& P\left(r+\frac{k}{v}\right) \mu_{r: n}^{(k)}=\left(n+1+\frac{k}{v}\right) a^{-v} \mu_{r: n}^{(k+v)}-Q(n+1-r) \mu_{r-1: n}^{(k)} ;  \tag{11.21}\\
& \left(n+1-r+\frac{k}{v}\right) Q \mu_{r: n}^{(k)}=\left(n+1+\frac{k}{v}\right) a^{-v} \mu_{r: n}^{(k+v)}-r P \mu_{r+1: n}^{(k)} ;  \tag{11.22}\\
& P\left[1+\frac{k}{v}+(r-1) \frac{1}{P_{2}}\right] \mu_{r: n}^{(k)}=\left(n+1+\frac{k}{v}\right) a^{-v} \mu_{r: n}^{(k+v)}-n Q \mu_{r-1: n-1}^{(k)}  \tag{11.23}\\
& P\left[n+1-2 r-\frac{1}{P_{2}}\left(\frac{k}{v}+n+1-r\right)\right] \mu_{r: n}^{(k)}  \tag{11.24}\\
& \quad=Q(n+1-r) \mu_{r-1: n}^{(k)}-P r \mu_{r+1: n}^{(k)} ; \\
& P(n+1)\left[n+1-r-\frac{1}{P_{2}}\left(\frac{k}{v}+n+1\right)\right] \mu_{r: n}^{(k)}  \tag{11.25}\\
& \quad=Q(n+1)(n+1-r) \mu_{r-1: n}^{(k)}-r P \frac{1}{P_{2}}\left(n+1+\frac{k}{v}\right) \mu_{r+1: n+1}^{(k)} ; \\
& P\left[r-n+\left(n+\frac{k}{v}\right) \frac{1}{P_{2}}\right] \mu_{r: n}^{(k)}=r P \mu_{r+1: n}^{(k)}-n Q \mu_{r-1: n-1}^{(k)} ; \tag{11.26}
\end{align*}
$$

and

$$
\begin{align*}
P(n & +1)\left[n-\frac{1}{P_{2}}\left(\frac{k}{v}+r+n\right)\right] \mu_{r: n}^{(k)}  \tag{11.27}\\
& =n(n+1) Q \mu_{r-1: n-1}^{(k)}-r P \frac{1}{P_{2}}\left(n+1+\frac{k}{v}\right) \mu_{r+1: n+1}^{(k)} .
\end{align*}
$$

## 12. Pareto and related distributions

With the probability density function as

$$
f(x)=v a^{v} x^{-(v+1)}, \quad x \geq a, \quad a, v>0
$$

and the cumulative distribution function as

$$
F(x)=1-a^{v} x^{-v}, \quad x \geq a
$$

it is easy to see that

$$
\begin{equation*}
1-F(x)=x f(x) / v, \quad x \geq 0 \tag{12.1}
\end{equation*}
$$

For the Pareto distribution, single and product moments of order statistics have been discussed by several authors; for example, see Downton (1954), Malik (1966), Kabe (1972) and Huang (1975).

In particular, Huang (1975) has shown that $\mu_{r: n}^{(k)}$ exists for $v>k /(n-r+1)$, and is given by

$$
\mu_{r: n}^{(k)}=a^{k} \frac{n!}{(n-r)!} \frac{\Gamma(n-r+1-k / v)}{\Gamma(n+1-k / v)}
$$

where $\Gamma(\cdot)$ is the complete gamma function. Making use of the relation in (12.1), Balakrishnan and Joshi (1982) have derived the following recurrence relations:

For $n \geq 1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
(n v-k) \mu_{1: n}^{(k)}=n v a^{k} \tag{12.2}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
(n v-k) \mu_{r: n}^{(k)}=n v \mu_{r-1: n-1}^{(k)} \tag{12.3}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\{(n-r) v-1\} \mu_{r, r+1: n}=v(n-r) \mu_{r: n}^{(2)} \tag{12.4}
\end{equation*}
$$

and for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\{v(n-s+1)-1\} \mu_{r, s: n}=v(n-s+1) \mu_{r, s-1: n} \tag{12.5}
\end{equation*}
$$

Note that when $v>k$, relations (12.2)-(12.5) could be used to compute the first $k$ single moments and also product moments of all order statistics for all sample sizes. In particular, if $v>2$, these relations would enable one to evaluate the means, variances and covariances of all order statistics for any sample size.

However, in the case of the doubly truncated Pareto distribution, range of $X$ is finite and so $\mu_{r: n}^{(k)}$ exists for all $r, n$ and $k$. Without loss of any generality, taking the scale parameter $a=1$ since the random variable $Y=X / a$ has a one-parameter Pareto distribution, Balakrishnan and Joshi (1982) have considered the doubly truncated Pareto distribution with $\operatorname{cdf} F(x)$ and density function

$$
f(x)=\frac{1}{P-Q} v x^{-(v+1)}, \quad Q_{1} \leq x \leq P_{1}
$$

where $Q$ and $1-P(P<Q)$ are, respectively, the proportions of truncation on the left and right of the standard Paetro distribution, and $Q_{1}=(1-Q)^{-1 / 0}$ and
$P_{1}=(1-P)^{-1 / v}$. Now denoting $(Q-1) /(P-Q)$ by $Q_{2}$ and $(P-1) /(P-Q)$ by $P_{2}$, Balakrishnan and Joshi (1982) have established the following recurrence relations for the single and product moments of order statistics:

For $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
(n v-k) \mu_{n: n}^{(k)}=n v\left(P_{2} P_{1}^{k}-Q_{2} \mu_{n-1: n-1}^{(k)}\right) \tag{12.6}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
(n v-k) \mu_{1: n}^{(k)}=n v\left(P_{2} \mu_{1: n-1}^{(k)}-Q_{2} Q_{1}^{k}\right) ; \tag{12.7}
\end{equation*}
$$

for $n \geq 3, \quad 2 \leq r \leq n-1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
(n v-k) \mu_{r: n}^{(k)}=n v\left(P_{2} \mu_{r: n-1}^{(k)}-Q_{2} \mu_{r-1: n-1}^{(k)}\right) \tag{12.8}
\end{equation*}
$$

for $n \geq 3,2 \leq r \leq n-1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\{(n-r+1) v-k\} \mu_{r: n}^{(k)}=v\left[(n-r+1) \mu_{r-1: n}^{(k)}+n P_{2}\left(\mu_{r: n-1}^{(k)}-\mu_{r-1: n-1}^{(k)}\right)\right] \tag{12.9}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
(v-1) \mu_{n-1, n: n}=v\left[\mu_{n-1: n}^{(2)}+n P_{2}\left(P_{1} \mu_{r-1: n-1}-\mu_{n-1: n-1}^{(2)}\right)\right] \tag{12.10}
\end{equation*}
$$

for $n \geq 3$ and $1 \leq r \leq n-2$,

$$
\begin{equation*}
\{v(n-r)-1\} \mu_{r, r+1: n}=v\left[(n-r) \mu_{r: n}^{(2)}+n P_{2}\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{12.11}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{equation*}
(v-1) \mu_{1,2: n}=v\left[\mu_{2: n}^{(2)}+n Q_{2}\left(\mu_{1: n-1}^{(2)}-Q_{1} \mu_{1: n-1}\right)\right] \tag{12.12}
\end{equation*}
$$

for $n \geq 3$ and $2 \leq r \leq n-1$,

$$
\begin{equation*}
(r v-1) \mu_{r, r+1: n}=v\left[r \mu_{r+1: n}^{(2)}+n Q_{2}\left(\mu_{r: n-1}^{(2)}-\mu_{r-1, r: n-1}\right)\right] \tag{12.13}
\end{equation*}
$$

for $s-r \geq 2$ and $1 \leq r<s \leq n$,

$$
\begin{align*}
&\{v(n-s+1)-1\} \mu_{r, s: n}=v {[ } \\
&(n-s+1) \mu_{r, s-1: n}  \tag{12.14}\\
&\left.+n P_{2}\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)\right]
\end{align*}
$$

and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
(v-1) \mu_{r, n: n}=v\left[\mu_{r, n-1: n}+n P_{2}\left(P_{1} \mu_{r: n-1}-\mu_{r, n-1: n-1}\right)\right] \tag{12.15}
\end{equation*}
$$

if $v(n-s+1)=1$, then for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
(s-r-1) \mu_{r, s: n}=n\left[P_{2} \mu_{r, s: n-1}-Q_{2} \mu_{r, s-1: n-1}\right]-r \mu_{r+1, s: n}, \tag{12.16}
\end{equation*}
$$

and for $1 \leq r \leq n-2$,

$$
\begin{equation*}
(n-r-1) \mu_{r, n: n}=n\left[P_{2} P_{1} \mu_{r: n-1}-Q_{2} \mu_{r, n-1: n-1}\right]-r \mu_{r+1, n: n} \tag{12.17}
\end{equation*}
$$

Thus, starting from

$$
\begin{aligned}
\mu_{1: 1}^{(k)} & =\log \left(Q_{2} / P_{2}\right) /(P-Q), & & \text { if } k=v \\
& =\frac{v}{v-k}\left(P_{2} P_{1}^{k}-Q_{2} Q_{1}^{k}\right), & & \text { if } k \neq v
\end{aligned}
$$

obtained by direct integration, recurrence relations (12.6)-(12.8) would enable one to obtain all the single moments of order statistics, except when $k=n v$. Note that it is possible to have a situation with $k=n v$. For example, when $n=6, v=1 / 6$ and $k=1$. For this case, relations (12.6)-(12.8) immediately yield

$$
\begin{equation*}
\mu_{r-1: n-1}^{(k)}=P_{2} \mu_{r: n-1}^{(k)} / Q_{2}, \quad 2 \leq r \leq n-1 \tag{12.18}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{n-1: n-1}^{(k)}=P_{2} P_{1}^{k} / Q_{2} \tag{12.19}
\end{equation*}
$$

Noting now that relations (12.6)-(12.9) along with relations (12.18) and (12.19) would enable one to evaluate all the single moments except $\mu_{n: n}^{(k)}$ and $\mu_{1: n}^{(k)}$, Balakrishnan and Joshi (1982) have obtained the following explicit finite series expressions for these moments when $n v=k$ is an integer:

For $n \geq 1$,

$$
\mu_{n: n}^{(k)}=n(-1)^{n-1}(P-Q)^{-n}\left[\log \left(Q_{2} / P_{2}\right)+\sum_{j=0}^{n-2} P_{2}^{-(j+1)} /(j+1)\right]
$$

and

$$
\mu_{1: n}^{(k)}=n(P-Q)^{-n}\left[\log \left(Q_{2} / P_{2}\right)+\sum_{j=0}^{n-2}(-1)^{j} Q_{2}^{-(j+1)} /(j+1)\right] .
$$

Further, note that relations (12.10) and (12.11) could be applied to evaluate $\mu_{r, r+1: n}(1 \leq r \leq n-1)$ recursively except when $v(n-r)=1$ and that relations (12.12) and (12.13) could be applied to evaluate $\mu_{r, r+1: n}(1 \leq r \leq n-1)$ recursively except when $v r=1$. Hence, the recurrence relations (12.10)-(12.13) give the product moments $\mu_{r, r+1: n}(1 \leq r \leq n-1)$ for all values of $r, n$ and $v$ except for the case when $v r=v(n-r)=1$, that is, when $n=2 m, r=m$ and $v=1 / m$. However, for any arbitrary continuous distribution, we also have the relation

$$
\begin{aligned}
2 \mu_{m, m+1: 2 m}= & \sum_{j=1}^{m-1} \sum_{k=0}^{m-1}(-1)^{j+k-1}\binom{2 m}{k}\binom{2 m-j}{k} \mu_{m-j, m-j+1: 2 m-j-k} \\
& +\sum_{k=1}^{m-1}(-1)^{k+1}\binom{2 m}{k} \mu_{m, m+1: 2 m-k}+\binom{2 m}{m} \mu_{1: m} \mu_{m: m},
\end{aligned}
$$

mentioned earlier in Section 4, which will enable one to determine $\mu_{m, m+1: 2 m}$ when $v=1 / m$, using the single and product moments of order statistics from smaller sample sizes. Note that in this way, one could systematically compute all the product moments $\mu_{r, r+1: n}(1 \leq r \leq n-1)$ for all choices of $r, n$ and $v$, and the remaining product moments $\mu_{r, s: n}(1 \leq r<s \leq n, s-r \geq 2)$ could all be determined by using Relation 4.6.

Khurana and Jha (1991) have used the properties of the hypergeometric function and its contiguous functions [see Rainville (1960)] to obtain some recurrence relations between moments of order statistics from the Pareto distribution. They are as follows:

$$
\begin{align*}
& (k-v r) \mu_{r: n}^{(k)}=k(1-Q) \mu_{r: n}^{(k+v)}-v r \mu_{r+1: n}^{(k)} ;  \tag{12.20}\\
& (n v-k) \mu_{r: n}^{(k)}=n v \mu_{r: n-1}^{(k)}-k(1-Q) \mu_{r: n}^{(k+v)} ;  \tag{12.21}\\
& (n+1)\left[k Q_{2}+v(n-r+1)\right] \mu_{r: n}^{(k)}=v(n+1-k / v)(n+1-r) \mu_{r: n+1}^{(k)} \\
& +k Q_{2}(n+1)(1-P) \mu_{r: n}^{(k+v)} ;  \tag{12.22}\\
& (1-P) \mu_{r: n}^{(k)}=\mu_{r: n}^{(k-v)}-\left(1-\frac{r}{n+1}\right)(P-Q) \mu_{r: n+1}^{(k)} ;  \tag{12.23}\\
& (1-P) \mu_{r: n}^{(k)}=(1-Q) \mu_{r-1: n}^{(k)}-\left(\frac{n+1-k / v}{n+1}\right)(P-Q) \mu_{r: n+1}^{(k)} ;  \tag{12.24}\\
& {\left[(n+1-2 k / v)-\frac{k / v-r}{Q_{2}}\right] \mu_{r: n}^{(k)}=\frac{n+1-k / v}{1-Q} \mu_{r: n}^{(k-v)}-\frac{k}{v}(1-P) \mu_{r: n}^{(k+v)} ;}  \tag{12.25}\\
& (n+1-r-k / v) \mu_{r: n}^{(k)}=(n+1-r) \mu_{r-1: n}^{(k)}-\frac{k}{v}(1-P) \mu_{r: n}^{(k+v)} ;  \tag{12.26}\\
& (1-Q)(n+1-r-k / v) \mu_{r: n}^{(k)}=(n+1-k / v) \mu_{r: n}^{(k-v)}-r(1-P) \mu_{r+1: n}^{(k)} ; \tag{12.27}
\end{align*}
$$

$$
\begin{equation*}
(r-k / v)(1-P) \mu_{r: n}^{(k)}=(n+1-k / v) \mu_{r: n}^{(k-v)}-(n+1-r)(1-Q) \mu_{r-1: n}^{(k)} ; \tag{12.28}
\end{equation*}
$$

$$
\begin{align*}
& {[(1-Q)(1-k / v)+(n-r)(P-Q)] \mu_{r: n}^{(k)}}  \tag{12.29}\\
& \quad=(n+1-k / v) \mu_{r: n}^{(k-v)}-n(1-P) \mu_{r: n-1}^{(k)} ; \\
& {\left[n+1-2 r-\frac{(r-k / v)}{Q_{2}}\right] \mu_{r: n}^{(k)}=(n+1-r) \mu_{r-1: n}^{(k)}-r \frac{1-P}{1-Q} \mu_{r+1: n}^{(k)} ;}  \tag{12.30}\\
& {\left[\frac{n+1-k / v}{Q_{2}}-r\right] \mu_{r: n}^{(k)}=\frac{(n+1-k / v)(n+1-r)}{(n+1) Q_{2}} \mu_{r: n+1}^{(k)}+r \frac{1-P}{1-Q} \mu_{r+1: n}^{(k)} ;}  \tag{12.31}\\
& {\left[1-r-\frac{(n+k / v)}{Q_{2}}\right] \mu_{r: n}^{(k)}=(n+1-r) \mu_{r-1: n}^{(k)}-n \frac{1-P}{1-Q} \mu_{r: n+1}^{(k)} ;} \tag{12.32}
\end{align*}
$$

and

$$
\begin{align*}
{\left[n-\frac{(k / v+r-2 n-1)}{Q_{2}}\right] \mu_{r: n}^{(k)}=} & \frac{n(1-P)}{1-Q} \mu_{r: n-1}^{(k)} \\
& +\frac{(n+1-k / v)(n+1-r)}{(n+1) Q_{2}} \mu_{r: n+1}^{(k)} \tag{12.33}
\end{align*}
$$

Recurrence relations for moments of order statistics for untruncated Pareto distribution are readily obtained from (12.20)-(12.33) on setting $Q=1-P=0$. These are:

$$
\begin{align*}
& \{(k / v)-r)\} \mu_{r: n}^{(k)}=(k / v) \mu_{r-1: n}^{(k+v)}-r \mu_{r+1: n}^{(k)} ;  \tag{12.34}\\
& (n+1-r-k / v) \mu_{r: n}^{(k)}=\frac{(n+1-k / v)(n+1-r)}{n+1} \mu_{r: n+1}^{(k)} ;  \tag{12.35}\\
& \mu_{r: n}^{(k-v)}=\frac{n+1-r}{n+1} \mu_{r: n+1}^{(k)} ;  \tag{12.36}\\
& \mu_{r-1: n}^{(k)}=\frac{n+1-k / v}{n+1} \mu_{r: n+1}^{(k)} ;  \tag{12.37}\\
& (n+1-r-k / v) \mu_{r: n}^{(k)}=(n+1-k / v) \mu_{r: n}^{(k-v)} ; \tag{12.38}
\end{align*}
$$

and

$$
\begin{equation*}
(n+1-r-k / v) \mu_{r: n}^{(k)}=(n+1-r) \mu_{r-1: n}^{(k)} . \tag{12.39}
\end{equation*}
$$

## 13. Rayleigh distribution

With the density function as

$$
f(x)=x \mathrm{e}^{-x^{2} / 2}, \quad x \geq 0
$$

and the cumulative distribution function as

$$
F(x)=1-\mathrm{e}^{-x^{2} / 2}, \quad x \geq 0
$$

it is easy to see that

$$
f(x)=x\{1-F(x)\}, \quad x \geq 0
$$

Making use of this relation, it is easy to establish the following recurrence relations for the single and product moments of order statistics:

For $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k+2)}=\frac{k+2}{n} \mu_{1: n}^{(k)} ; \tag{13.1}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k+2)}=\mu_{r-1: n}^{(k+2)}+\frac{k+2}{n-r+1} \mu_{r: n}^{(k)} \tag{13.2}
\end{equation*}
$$

for $1 \leq r \leq n-1$ and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, r+1: n}^{(i, j+2)}=\mu_{r: n}^{(i+j+2)}+\frac{j+2}{n-r} \mu_{r, r+1: n}^{(i, j)} ; \tag{13.3}
\end{equation*}
$$

for $1 \leq r<s \leq n, s-r \geq 2$, and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, s: n}^{(i, j+2)}=\mu_{r, s-1: n}^{(i, j+2)}+\frac{j+2}{n-s+1} \mu_{r, s: n}^{(i, j)} \tag{13.4}
\end{equation*}
$$

for $n \geq 2$, and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{1,2: n}^{(i+2, j)}=(i+2) \mu_{1,2: n}^{(i, j)}+(n-1) \mu_{1: n}^{(i+j+2)} ; \tag{13.5}
\end{equation*}
$$

for $2 \leq r \leq n-1$, and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, r+1: n}^{(i+2, j)}=\frac{i+2}{r} \mu_{r, r+1: n}^{(i, j)}-\frac{1}{r}\left((n-r) \mu_{r: n}^{(i+j+2)}-n \mu_{r-1, r: n-1}^{(i+2, j)}\right) \tag{13.6}
\end{equation*}
$$

and for $1 \leq r<s \leq n, s-r \geq 2$, and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, s: n}^{(i+2, j)}=\mu_{r+1, s: n}^{(i+2, j)}-\frac{n}{r}\left(\mu_{r, s-1: n-1}^{(i+2, j)}-\mu_{r-1, s-1: n-1}^{(i+2, j)}\right)+\frac{i+2}{r} \mu_{r, s: n}^{(i, j)} . \tag{13.7}
\end{equation*}
$$

Exact and explicit expressions for the first two single moments and also the product moments of order statistics have been given by Dyer and Whisenand
(1973a,b). After computing these moments from the exact and explicit expressions, the recurrence relations (13.1)-(13.7) could then be systematically applied in a simple recursive way in order to compute the higher order single and product moments of order statistics for all sample sizes from the Rayleigh distribution.

## 14. Linear-exponential distribution

With the density function of the linear-exponential distribution with increasing hazard rate as

$$
f(x)=(\lambda+v x) \mathrm{e}^{-\left(\lambda x+v x^{2} / 2\right)}, \quad 0 \leq x<\infty, \quad \lambda, v>0
$$

and the cumulative distribution function as

$$
F(x)=1-\mathrm{e}^{-\left(\lambda x+v x^{2} / 2\right)}, \quad 0 \leq x<\infty
$$

it is easy to note that

$$
\begin{aligned}
f(x) & =(\lambda+v x)\{1-F(x)\} \\
& =(\lambda+v x)-(\lambda+v x) F(x), \quad x \geq 0 .
\end{aligned}
$$

Making use of these relations, Balakrishnan and Malik (1986b) have established the following recurrence relations for the single and product moments of order statistics:

For $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k+2)}=\frac{k+2}{v}\left(\frac{1}{n} \mu_{1: n}^{(k)}-\frac{\lambda}{k+1} \mu_{1: n}^{(k+1)}\right) ; \tag{14.1}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k+2)}=\mu_{r-1: n}^{(k+2)}+\frac{k+2}{v}\left[\frac{1}{n-r+1} \mu_{r: n}^{(k)}-\frac{\lambda}{k+1}\left(\mu_{r: n}^{(k+1)}-\mu_{r-1: n-1}^{(k+1)}\right)\right] \tag{14.2}
\end{equation*}
$$

for $1 \leq r \leq n-1$ and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, r+1: n}^{(i, j+2)}=\mu_{r: n}^{(i+j+2)}+\frac{j+2}{v}\left[\frac{1}{n-r} \mu_{r, r+1: n}^{(i, j)}-\frac{\lambda}{j+1}\left(\mu_{r, r+1: n}^{(i, j+1)}-\mu_{r: n}^{(i+j+1)}\right)\right] \tag{14.3}
\end{equation*}
$$

for $1 \leq r<s \leq n, s-r \geq 2$ and $i, j \geq 0$,

$$
\begin{equation*}
\mu_{r, s: n}^{(i, j+2)}=\mu_{r, s-1: n}^{(i, j+2)}+\frac{j+2}{v}\left[\frac{1}{n-s+1} \mu_{r, s: n}^{(i, j)}-\frac{\lambda}{j+1}\left(\mu_{r, s: n}^{(i, j+1)}-\mu_{r, s-1: n}^{(i, j+1)}\right)\right] \tag{14.4}
\end{equation*}
$$

for $n \geq 2$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{1,2: n}^{(i+2, j)}= & \frac{i+2}{v}\left[\mu_{1,2: n}^{(i, j)}-\frac{\lambda}{i+1}\left\{(n-1) \mu_{1, n}^{(i+j+1)}+\mu_{1,2: n}^{(i+1, j)}\right\}\right]  \tag{14.5}\\
& -(n-1) \mu_{1: n}^{(i+j+2)}
\end{align*}
$$

for $2 \leq r \leq n-1$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{r, r+1: n}^{(i+2, j)}= & \frac{i+2}{r v}\left[\mu_{r, r+1: n}^{(i, j)}-\frac{\lambda}{i+1}\left\{(n-r) \mu_{r: n}^{(i+j+1)}-n \mu_{r-1, r: n-1}^{(i+1, j)}+r \mu_{r, r+1: n}^{(i+1, j)}\right\}\right] \\
& -\frac{1}{r}\left\{(n-r) \mu_{r: n}^{(i+j+2)}-n \mu_{r-1, r: n-1}^{(i+2, j)}\right\} \tag{14.6}
\end{align*}
$$

and for $1 \leq r<s \leq n, s-r \geq 2$ and $i, j \geq 0$,

$$
\begin{gather*}
\mu_{r, s: n}^{(i+2, j)}=\mu_{r+1, s: n}^{(i+2, j)}-\frac{n}{r}\left(\mu_{r, s-1: n-1}^{(i+2, j)}-\mu_{r-1, s-1: n-1}^{(i+2, j)}\right) \\
+\frac{i+2}{r v}\left[\mu_{r, s: n}^{(i, j)}-\frac{\lambda}{i+1}\left\{n\left(\mu_{r, s-1: n-1}^{(i+1, j)}-\mu_{r-1, s-1: n-1}^{(i+1, j)}\right)\right.\right.  \tag{14.7}\\
\left.\left.\quad-r\left(\mu_{r+1, s: n}^{(i+1, j)}-\mu_{r, s: n}^{(i+1, j)}\right)\right\}\right] .
\end{gather*}
$$

Letting $v \rightarrow 0$ in these recurrence relations, we deduce the recurrence relations presented earlier in Section 8 for the single and product moments of order statistics from exponential distribution.

Setting $\lambda=0$ and $v=1$ in these recurrence relations, we deduce the recurrence relations presented earlier in Section 11 for the single and product moments of order statistics from the Rayleigh distribution.

Exact and explicit expressions for the means and product moments of order statistics have been derived by Balakrishnan and Malik (1986b). The recurrence relations (14.1)-(14.7) could then be systematically applied in a simple recursive way in order to compute the higher order single and product moments of order statistics for all sample sizes from the linear exponential distribution with increasing hazard rate.

The doubly truncated linear-exponential pdf is

$$
\begin{equation*}
f(x)=\frac{\lambda+v x}{P-\bar{Q}} \mathrm{e}^{-\left(\lambda x+v x^{2} / 2\right)}, \quad Q_{1} \leq x \leq P_{1}, \quad \lambda, v>0 \tag{14.8}
\end{equation*}
$$

where $P=1-\mathrm{e}^{-\left(\lambda P_{1}+v P_{1}^{2} / 2\right)}$ and $Q=1-\mathrm{e}^{-\left(\lambda Q_{1}+v Q_{1}^{2} / 2\right)}$.
Letting $Q_{2}=\frac{1-Q}{P-Q}$ and $P_{2}=\frac{1-P}{P-\bar{Q}}$, the cumulative distribution function (cdf) is

$$
\begin{equation*}
F(x)=Q_{2}-\frac{f(x)}{(\lambda+v x)} \tag{14.9}
\end{equation*}
$$

and hence

$$
\begin{equation*}
f(x)=P_{2}(\lambda+v x)+(\lambda+v x)(1-F(x)) \tag{14.10}
\end{equation*}
$$

Making use of the relation (14.10), Mohie El-Din et al. (1997) have derived the following recurrence relations:

For $n \geq 1$ and $k=1,2,3, \ldots$,

$$
\begin{align*}
\mu_{1: n}^{(k)}= & \frac{n \lambda}{k+1}\left[\mu_{1: n}^{(k+1)}+P_{2} \mu_{1: n-1}^{(k+1)}-Q_{2} Q_{1}^{(k+1)}\right]  \tag{14.11}\\
& +\frac{n v}{k+2}\left[\mu_{1: n}^{(k+2)}+P_{2} \mu_{1: n-1}^{(k+2)}-Q_{2} Q_{1}^{(k+2)}\right]
\end{align*}
$$

for $2 \leq r \leq n$,

$$
\begin{align*}
\mu_{r: n}^{(k)}= & \frac{n \lambda}{k+1}\left[\mu_{r: n}^{(k+1)}+P_{2} \mu_{r: n-1}^{(k+1)}-Q_{2} \mu_{r-1: n-1}^{(k+1)}\right]  \tag{14.12}\\
& +\frac{n v}{k+2}\left[\mu_{r: n}^{(k+2)}+P_{2} \mu_{r: n-1}^{(k+2)}-Q_{2} \mu_{r-1: n-1}^{(k+2)}\right]
\end{align*}
$$

for $1 \leq r \leq n-1$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{r, r+1: n}^{(i, j)}= & \frac{n \lambda P_{2}}{j+1}\left[\mu_{r, r+1: n-1}^{(i, j+1)}-\mu_{r, n-1}^{(i+j+1)}\right]+\frac{n v P_{2}}{j+2}\left[\mu_{r, r+1: n-1}^{(i, j+2)}-\mu_{r, n-1}^{(i+j+2)}\right] \\
& +\frac{\lambda(n-r)}{j+1}\left[\mu_{r, r+1: n}^{(i, j+1)}-\mu_{r, n}^{(i+j+1)}\right]+\frac{v(n-r)}{j+2}\left[\mu_{r, r+1: n}^{(i, j+2)}-\mu_{r, n}^{(i+j+2)}\right] \tag{14.13}
\end{align*}
$$

for $1 \leq r<s \leq n, n-r \geq 2$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{r, s: n}^{(i, j)}= & \frac{n \lambda P_{2}}{j+1}\left[\mu_{r, s: n-1}^{(i, j+1)}-\mu_{r, s-1, n-1}^{(i, j+1)}\right]+\frac{n v P_{2}}{j+2}\left[\mu_{r, s: n-1}^{(i, j+2)}-\mu_{r, s-1, n-1}^{(i, j+2)}\right] \\
& +\frac{\lambda(n-s+1)}{j+1}\left[\mu_{r, s: n}^{(i, j+1)}-\mu_{r, s-1, n}^{(i, j+1)}\right]  \tag{14.14}\\
& +\frac{v(n-s+1)}{j+2}\left[\mu_{r, s: n}^{(i, j+2)}-\mu_{r, s-1, n}^{(i, j+2)}\right]
\end{align*}
$$

for $n \geq 2$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{1,2: n}^{(i, j)}= & \frac{\lambda}{i+1}\left[n Q_{2} \mu_{1: n-1}^{(i+j+1)}-\mu_{2: n}^{(i+j+1)}+\mu_{1,2: n}^{(i+1, j)}\right] \\
& +\frac{v}{i+2}\left[n Q_{2} \mu_{1: n-1}^{(i+j+2)}-\mu_{2: n}^{(i+j+2)}+\mu_{1,2: n}^{(i+2 ; j)}\right]  \tag{14.15}\\
& -n\left[\frac{\lambda Q_{2} Q_{1}^{i+1}}{i+1}+\frac{v Q_{2} Q_{1}^{i+2}}{i+2}\right] \mu_{1: n-1}^{(j)} ;
\end{align*}
$$

for $2 \leq r \leq n-1$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{r, r+1: n}^{(i, j)}= & \frac{\lambda}{i+1}\left[n Q_{2}\left(\mu_{r, n-1}^{(i+j+1)}-\mu_{r-1, r: n-1}^{(i+1, j)}\right)-r\left(\mu_{r+1: n}^{(i+j+1)}-\mu_{r, r+1: n}^{(i+1, j)}\right)\right] \\
& +\frac{v}{i+2}\left[n Q_{2}\left(\mu_{r: n-1}^{(i+j+2)}-\mu_{r-1, r: n-1}^{(i+2, j)}\right)-r\left(\mu_{r+1: n}^{(i+j+2)}-\mu_{r, r+1: n}^{(i+2, j)}\right)\right] \tag{14.16}
\end{align*}
$$

and for $1 \leq r<s \leq n, \quad s-r \geq 2$ and $i, j \geq 0$,

$$
\begin{align*}
\mu_{r, s: n}^{(i+2, j)}= & \mu_{r+1, s: n}^{(i+2, j)}-\frac{n Q_{2}}{r}\left(\mu_{r, s-1, n-1}^{(i+2, j)}-\mu_{r-1, s-1, n-1}^{(i+2, j)}\right) \\
+ & \frac{i+2}{r v}\left\{\mu_{r, s: n}^{(i, j)}-\frac{\lambda}{i+1}\left[Q_{2} n\left(\mu_{r, s-1, n-1}^{(i+1, j)}-\mu_{r-1, s-1, n-1}^{(i+1, j)}\right)\right.\right.  \tag{14.17}\\
& \left.\left.-r\left(\mu_{r+1, s: n}^{(i+1, j)}-\mu_{r, s: n}^{(i+1, j)}\right)\right]\right\} .
\end{align*}
$$

Letting $Q_{1}=0, Q_{2}=1$ and $P_{2}=0$ in the relations (14.11)-(14.17), we obtain the results of Balakrishnan and Malik (1986b) for the untruncated case.

## 15. Lomax distribution

With the density function and cumulative distribution function as

$$
\begin{array}{ll}
f(x)=\alpha(1+x)^{-(\alpha+1)}, & x \geq 0, \quad \alpha>0 \\
F(x)=1-(1+x)^{-\alpha}, & x \geq 0, \quad \alpha>0
\end{array}
$$

it is easily noted that

$$
\begin{equation*}
(1+x) f(x)=\alpha\{1-F(x)\}, \quad x \geq 0 \tag{15.1}
\end{equation*}
$$

A good discussion on some properties of this distribution, with special reference to the distributions of sample median and range, is given by Burr (1968) and Burr and Cislak (1968). For this distribution, we have $\mu_{1: 1}^{(k)}=\mathrm{E}\left(X^{k}\right)=\alpha B(k+1$, $\alpha-k), B(\cdot, \cdot)$ being the complete beta function, which exists for all $k<\alpha$. Hence, the single moments of order statistics $\mu_{r: n}^{(k)}$ exist for all $k<\alpha$. Making use of the relation in (15.1), Balakrishnan (1987a) has established the following recurrence relations for the single and product moments of order statistics:

For $n \geq 1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}=k \mu_{1: n}^{(k-1)} /(n \alpha-k) \tag{15.2}
\end{equation*}
$$

for $2 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}=\left(k \mu_{r: n}^{(k-1)}+(n-r+1) \alpha \mu_{r-1: n}^{(k)}\right) /\{(n-r+1) \alpha-k\} ; \tag{15.3}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n}=\left((n-r) \alpha \mu_{r: n}^{(2)}+\mu_{r: n}\right) /\{(n-r) \alpha-1\} \tag{15.4}
\end{equation*}
$$

and for $1 \leq r \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n}=\left\{(n-s+1) \alpha \mu_{r, s-1: n}+\mu_{r: n}\right\} /\{(n-s+1) \alpha-1\} \tag{15.5}
\end{equation*}
$$

Note that the recurrence relations (15.2)-(15.5) would enable one to obtain all the single and product moments of all order statistics for any sample size in a simple recursive way.

## 16. Log-logistic and related distributions

With the density function as

$$
f(x)=\beta x^{\beta-1} /\left(1+x^{\beta}\right)^{2}, \quad x \geq 0, \quad \beta>0
$$

and the cumulative distribution function as

$$
F(x)=x^{\beta} /\left(1+x^{\beta}\right), \quad x \geq 0
$$

it is easy to note that

$$
\begin{align*}
x f(x) & =\beta F(x)\{1-F(x)\}  \tag{16.1}\\
& =\beta\left[F(x)-F^{2}(x)\right]  \tag{16.2}\\
& =\beta\left[\{1-F(x)\}-\{1-F(x)\}^{2}\right] . \tag{16.3}
\end{align*}
$$

Note that the log-logistic distribution is a particular member of the family XII of distributions of Burr (1942) (also see Johnson, Kotz and Balakrishnan, 1994). Some further discussion on properties of Burr's family XII of distributions, with special reference to the distributions of sample median and range, have been made by Burr (1968) and Burr and Cislak (1968); also see Malik (1967b), Block and Rao (1973), O'Quigley and Struthers (1982) and Bennet (1983). Note that, for this distribution, we have $\mu_{1: 1}^{(k)}=\mathrm{E}\left(X^{k}\right)=\Gamma(1+k / \beta) \Gamma(1-k / \beta)$ and it exists only for $k<\beta$. Hence, $\mu_{r: n}^{(k)}$ exists for all $1 \leq r \leq n$ only if $k<\beta$.

Making use of the relations (16.1)-(16.3), Balakrishnan and Malik (1987a) have established the following recurrence relations for the single and product moments of order statistics:

For $n \geq 1$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n+1}^{(k)}=\left(1-\frac{k}{n \beta}\right) \mu_{1: n}^{(k)} \tag{16.4}
\end{equation*}
$$

for $1 \leq r \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{r+1: n+1}^{(k)}=\left(1+\frac{k}{r \beta}\right) \mu_{r: n}^{(k)} \tag{16.5}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n+1}=\frac{1}{n-r+1}\left[(n+1)\left(1-\frac{1}{(n-r) \beta}\right) \mu_{r, r+1: n}-r \mu_{r+1: n+1}^{(2)}\right] \tag{16.6}
\end{equation*}
$$

for $1 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r+1, r+2: n+1}=\frac{1}{r+1}\left[(n+1)\left(1+\frac{1}{r \beta}\right) \mu_{r, r+1: n}-(n-r) \mu_{r+1: n+1}^{(2)}\right] \tag{16.7}
\end{equation*}
$$

for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n+1}=\mu_{r, s-1: n+1}+\frac{n+1}{n-s+2}\left[\left(1-\frac{1}{(n-s+1) \beta}\right) \mu_{r, s: n}-\mu_{r, s-1: n}\right] \tag{16.8}
\end{equation*}
$$

and for $1 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r+1, s+1: n+1}=\mu_{r+2, s+1: n+1}+\frac{n+1}{r+1}\left[\left(1+\frac{1}{r \beta}\right) \mu_{r, s: n}-\mu_{r+1, s: n+1}\right] . \tag{16.9}
\end{equation*}
$$

Starting with the first $k$ moments of $X$ (assume $\beta>k$ ), the recurrence relations (16.4)-(16.9) could be used recursively in order to evaluate the first $k$ single moments and also the product moments of all order statistics for any sample size. Thus, for example, starting with the values of $\mathrm{E}(X)=\Gamma(1+1 / \beta) \Gamma(1-1 / \beta)$ and $\mathrm{E}\left(X^{2}\right)=\Gamma(1+2 / \beta) \Gamma(1-2 / \beta)$, one could evaluate the means, variances and covariances of all order statistics for any sample size. The necessary values of the gamma function could be obtained either from the detailed tables of the complete gamma function given in Abramowitz and Stegun (1964) or by using the algorithem due to Pike and Hill (1966) or by using GAMMA subroutine from IMSL.

By considering the doubly truncated log-logistic distribution with cumulative distribution function $F(x)$ and density function

$$
f(x)=\frac{1}{P-Q} \frac{\beta x^{\beta-1}}{\left(1+x^{\beta}\right)^{2}}, \quad Q_{1} \leq x \leq P_{1}, \quad \beta>0
$$

and noting that

$$
\begin{aligned}
x f(x) & =\beta\left[Q Q_{2}+(1-2 Q) F(x)-(P-Q)(F(x))^{2}\right] \\
& =\beta\left[P P_{2}-(1-2 P)(1-F(x))-(P-Q)(1-F(x))^{2}\right]
\end{aligned}
$$

where $Q$ and $1-P(Q<P)$ are, respectively, the proportions of truncation on the left and right of the log-logistic distribution, $Q_{1}=\left(\frac{Q}{1-Q}\right)^{1 / \beta}, \quad P_{1}=\left(\frac{P}{1-P}\right)^{1 / \beta}, Q_{2}=$ $\left(\frac{1-Q}{P-Q}\right)^{1 / \beta}$, and $P_{2}=\left(\frac{1-P}{P-Q}\right)^{1 / \beta}$, Balakrishnan and Malik (1987b) have established the following recurrence relations for the single and product moments of order statistics:

For $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: 2}^{(k)}=\frac{1}{P-Q}\left[P P_{2} P_{1}^{k}-\{(1-2 P)+k / \beta\} \mu_{1: 1}^{(k)}-Q Q_{2} Q_{1}^{k}\right] \tag{16.10}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n+1}^{(k)}=\frac{1}{P-Q}\left[P P_{2} \mu_{1: n-1}^{(k)}-\{(1-2 P)+k / n \beta\} \mu_{1: n}^{(k)}-Q Q_{2} Q_{1}^{k}\right] \tag{16.11}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{gather*}
\mu_{2: n+1}^{(k)}=\frac{1}{P-Q}\left[\{(1-2 Q)+k / \beta\} \mu_{1: n}^{(k)}-(1-Q-P) \mu_{2: n}^{(k)}\right.  \tag{16.12}\\
\left.-n Q Q_{2}\left(\mu_{1: n-1}^{(k)}-Q_{1}^{k}\right)\right]
\end{gather*}
$$

for $2 \leq r \leq n-1$ and $k=1,2, \ldots$,

$$
\begin{array}{r}
\mu_{r+1: n+1}^{(k)}=\frac{1}{P-Q}\left[\{(1-2 Q)+k / n \beta\} \mu_{r: n}^{(k)}-(1-Q-P) \mu_{r+1: n}^{(k)}\right.  \tag{16.13}\\
\left.-\frac{n Q Q_{2}}{r}\left(\mu_{r: n-1}^{(k)}-\mu_{r-1: n-1}^{(k)}\right)\right]
\end{array}
$$

for $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{2: 2}^{(k)}=\frac{1}{P-Q}\left[Q Q_{2} Q_{1}^{k}+\{(1-2 Q)+k / \beta\} \mu_{1: 1}^{(k)}-P P_{2} P_{1}^{k}\right] \tag{16.14}
\end{equation*}
$$

for $n \geq 2$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{n+1: n+1}^{(k)}=\frac{1}{P-Q}\left[Q Q_{2} \mu_{n-1: n-1}^{(k)}+\{(1-2 Q)+k / n \beta\} \mu_{n: n}^{(k)}-P P_{2} P_{1}^{k}\right] \tag{16.15}
\end{equation*}
$$

for $n \geq 2$,

$$
\begin{align*}
\mu_{2,3: n+1}=\mu_{3, n+1}^{(2)}+\frac{(n+1)}{2(P-Q)} & {\left[\{(1-2 Q)+1 / \beta\} \mu_{1,2: n}-(1-2 Q) \mu_{2: n}^{(2)}\right.} \\
& \left.-n Q Q_{2}\left(\mu_{1: n-1}^{(2)}-Q_{1} \mu_{1: n-1}\right)\right] ; \tag{16.16}
\end{align*}
$$

for $2 \leq r \leq n-1$,

$$
\begin{align*}
\mu_{r+1, r+2: n+1}= & \mu_{r+2: n+1}^{(2)}+\frac{n+1}{r(r+1)(P-Q)}\left[\{r(1-2 Q)+1 / \beta\} \mu_{r \cdot r+1: n}\right. \\
& \left.-r(1-2 Q) \mu_{r+1: n}^{(2)}-n Q Q_{2}\left(\mu_{r: n-1}^{(2)}-\mu_{r-1 . r: n-1}\right)\right] \tag{16.17}
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{align*}
\mu_{r, r+1: n+1}= & \mu_{r: n+1}^{(2)}+\frac{n+1}{(n-r)(n-r+1)(P-Q)} \\
& \times\left[(n-r)(1-2 P) \mu_{r: n}^{(2)}-\{(n-r)(1-2 P)+1 / \beta\} \mu_{r, r+1: n}\right. \\
& \left.+n P P_{2}\left(\mu_{r, r+1: n-1}-\mu_{r: n-1}^{(2)}\right)\right] \tag{16.18}
\end{align*}
$$

for $n \geq 2$,

$$
\begin{align*}
\mu_{n-1, n: n+1}= & \mu_{n-1: n+1}^{(2)}+\frac{n+1}{2(P-Q)}\left[(1-2 P) \mu_{n-1: n}^{(2)}-\{(1-2 P)+1 / \beta\}\right. \\
& \left.\times \mu_{n-1, n: n}+n P P_{2}\left(P_{1} \mu_{n-1: n-1}-\mu_{n-1: n-1}^{(2)}\right)\right] \tag{16.19}
\end{align*}
$$

for $s-r \geq 2$ and $1 \leq r<s \leq n-1$,

$$
\begin{align*}
\mu_{r, s: n+1}= & \mu_{r, s-1: n+1}+\frac{n+1}{(n-s+1)(n-s+2)(P-Q)} \\
& \times\left[n P P_{2}\left(\mu_{r, s: n-1}-\mu_{r, s-1: n-1}\right)+(n-s+1)(1-2 P) \mu_{r, s-1: n}\right. \\
& \left.-\{(n-s+1)(1-2 P)+1 / \beta\} \mu_{r, s: n}\right] \tag{16.20}
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{align*}
\mu_{r, n: n+1}= & \mu_{r, n-1: n+1}+\frac{n+1}{2(P-Q)}\left[n P P_{2}\left(P_{1} \mu_{r: n-1}-\mu_{r, n-1: n-1}\right)\right.  \tag{16.21}\\
& \left.+(1-2 P) \mu_{r, n-1: n}-\{(1-2 P)+1 / \beta\} \mu_{r, n: n}\right]
\end{align*}
$$

for $3 \leq s \leq n$,

$$
\begin{align*}
\mu_{2, s+1: n+1}= & \mu_{3, s+1: n+1}+\frac{n+1}{2(P-Q)}\left[\{(1-2 Q)+1 / \beta\} \mu_{1, s: n}\right. \\
& \left.-n Q Q_{2}\left(\mu_{1, s-1: n-1}-Q_{1} \mu_{s-1: n-1}\right)-(1-2 Q) \mu_{2, s: n}\right] \tag{16.22}
\end{align*}
$$

and for $r \geq 2, s \leq n$ and $s-r \geq 2$,

$$
\begin{align*}
\mu_{r+1, s+1: n+1}= & \mu_{r+2, s+1: n+1}+\frac{n+1}{r(r+1)(P-Q)} \\
\times & {\left[\{r(1-2 Q)+1 / \beta\} \mu_{r, s: n}-n Q Q_{2}\left(\mu_{r, s-1: n-1}\right.\right.}  \tag{16.23}\\
& \left.\left.\quad-\mu_{r-1, s-1: n-1}\right)-r(1-2 Q) \mu_{r+1, s: n}\right]
\end{align*}
$$

Starting from $\mu_{1: 1}^{(k)}$, the recurrence relations (16.10)-(16.23) along with the relation $\mu_{1,2: 2}=\mu_{1: 1}^{(2)}$ would enable one to obtain the first $k$ single moments and also the product moments of all order statistics for any sample size in a simple recursive way. Thus, for example, starting with the value of

$$
\mu_{1: 1}^{(1)}=\mathrm{E}(X)=\frac{1}{P-Q} \int_{1-P}^{1-Q} u^{-1 / \beta}(1-u)^{1 / \beta} \mathrm{d} u
$$

and

$$
\mu_{1: 1}^{(2)}=\mathrm{E}\left(X^{2}\right)=\frac{1}{P-Q} \int_{1-P}^{1-Q} u^{-2 / \beta}(1-u)^{2 / \beta} \mathrm{d} u
$$

the recurrence relations (16.10)-(16.23) could be used systematically in a simple recursive manner in order to evaluate the means, variances and covariances of all order statistics for all sample sizes. Note that for $\beta \geq 2$, the above expressions could be rewritten as

$$
\begin{aligned}
\mu_{1: 1}^{(1)}=\mathrm{E}(X)= & \frac{1}{P-Q} B(1-1 / \beta, 1+1 / \beta)\left\{I_{1-Q}(1-1 / \beta, 1+1 / \beta)\right. \\
& \left.-I_{1-P}(1-1 / \beta, 1+1 / \beta)\right\}
\end{aligned}
$$

and

$$
\begin{aligned}
\mu_{1: 1}^{(2)}=\mathrm{E}\left(X^{2}\right)= & \frac{1}{P-Q} B(1-2 / \beta, 1+2 / \beta) \\
& \times\left\{I_{1-Q}(1-2 / \beta, 1+2 / \beta)-I_{1-P}(1-2 / \beta, 1+2 / \beta)\right\}
\end{aligned}
$$

where $I_{\alpha}(a, b)$ is the incomplete beta ratio defined by

$$
I_{\alpha}(a, b)=\frac{1}{B(a, b)} \int_{0}^{\alpha} t^{a-1}(1-t)^{b-1} \mathrm{~d} t, \quad a, b>0, \quad 0<\alpha<1
$$

whose values could be taken either from the extensive tables of Pearson (1968) or from Harvard Computation Laboratory (1955) or by using BETAI subroutine from IMSL.

The probability density function of a log-logistic distribution with scale parameter $\theta$ is

$$
\begin{equation*}
f(x)=\beta \theta x^{\beta-1}\left(1+\theta x^{\beta}\right)^{-2}, \quad 0 \leq x<\infty, \tag{16.24}
\end{equation*}
$$

where $\beta$ is the shape parameter. This is a special case of Burr type XII distribution (Tadikamalla, 1980).

It is easy to note that

$$
\begin{align*}
F(x)\{1-F(x)\} & =\frac{x}{\beta} f(x)  \tag{16.25}\\
(1-F(x))^{2} & =\frac{x^{1-\beta}}{\beta \theta} f(x) \tag{16.26}
\end{align*}
$$

where $F(x)=1-\left(1+\theta x^{\beta}\right)^{-1}, \quad 0 \leq x<\infty$.
Ali and Khan (1987) have used (16.25) and (16.26) to derive the following recurrence relations for the single as well as product moments of order statistics:

For $2 \leq r \leq n$,

$$
\begin{equation*}
\mu_{r: n}^{(k-\beta)}=\frac{(n-r+1) \theta}{r-1} \mu_{r-1: n}^{(k)} ; \tag{16.27}
\end{equation*}
$$

for $n \geq 1$,

$$
\begin{equation*}
\mu_{1: n}^{(k-\beta)}=\frac{n p \theta}{k} \mu_{1: n+1}^{(k)} \tag{16.28}
\end{equation*}
$$

for $1 \leq r \leq n$ and $\theta=1$,

$$
\begin{equation*}
\mu_{r: n}^{(-k)}=\mu_{n-r: n}^{(k)} \tag{16.29}
\end{equation*}
$$

for $k<\beta$,

$$
\begin{equation*}
\mathrm{E}\left(X^{k}\right)=\mu_{1: 1}^{(k)}=\theta^{-k / \beta} \Gamma(1-k / \beta) \Gamma(1+k / \beta) \tag{16.30}
\end{equation*}
$$

for $1 \leq r<s \leq n-1$,

$$
\begin{align*}
\mu_{r, s: n}^{(j, k)}= & \mu_{r, s-1: n}^{(j, k)}+\frac{n}{n-s+1}\{1-k / \beta(n-s)\}  \tag{16.31}\\
& \times \mu_{r, s: n-1}^{(j, k)}-\frac{n}{n-s+1} \mu_{r, s-1: n-1}^{(j, k)}
\end{align*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{align*}
\mu_{r, n: n}^{(j, k)}= & \mu_{r, n-1: n}^{(j, k)}+\frac{n k}{\beta(n-r-1)} \mu_{r, n-1: n-1}^{(j, k)}  \tag{16.32}\\
& -\frac{r}{n-r+1}\left(\mu_{r+1, n: n}^{(j, k)}-\mu_{r+1, n-1: n}^{(j, k)}\right)
\end{align*}
$$

and for $1 \leq r<s \leq n$,

$$
\begin{equation*}
\mu_{r, s: n}^{(j, k-p)}=\frac{\beta \theta(n-s+2)(n-s+1)}{k(n+1)}\left(\mu_{r, s: n+1}^{(j, k)}-\mu_{r, s-1: n+1}^{(j, k)}\right) . \tag{16.33}
\end{equation*}
$$

Some of these are identical to the results presented earlier.

## 17. Burr and truncated Burr distributions

The pdf of the doubly truncated Burr distribution is

$$
f(x)=\frac{m p \theta}{P-Q} x^{p-1}\left(1+\theta x^{p}\right)^{-(m+1)}, \quad Q_{1} \leq x \leq P_{1}
$$

where $Q$ and $1-P(Q<P)$ are the proportions of truncation on the left and right of the Burr distribution.

As convention, Khan and Khan (1987) have taken

$$
\begin{equation*}
\mu_{0: n}^{(k)}=Q_{1}^{k}, \quad n \geq 0 \text { and } \mu_{n: n-1}^{(k)}=P_{1}^{k}, \quad n \geq 1, \tag{17.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{r, r: n}^{(j, k)}=\mu_{r: n}^{(j+k)}, \quad 1 \leq r \leq n \text { and } \mu_{n-1, n: n-1}^{(j, k)}=P_{1}^{k} \mu_{n-1: n-1}^{(j)} \tag{17.2}
\end{equation*}
$$

They then derived the following recurrence relations for the single moments of order statistics and well as product moments of order statistics:

For $2 \leq r \leq n-1$ and $k \neq m n p$,

$$
\begin{equation*}
(1-k / m n p) \mu_{r: n}^{(k)}=Q_{2} \mu_{r-1: n-1}^{(k)}-P_{2} \mu_{r: n-1}^{(k)}+\frac{k}{m n p \theta} \mu_{r: n}^{(k-p)} \tag{17.3}
\end{equation*}
$$

and for $1 \leq r<s \leq n-1, s-r \geq 2$ and $k \neq(n-s+1) m p$,

$$
\begin{align*}
\{1-k / m p(n-s+1)\} \mu_{r, s: n}^{(j, k)}= & \frac{-n P_{2}}{n-s+1}\left[\mu_{r, s ; n-1}^{(j, k)}-\mu_{r, s-1: n-1}^{(j, k)}\right] \\
& +\mu_{r, s-1: n}^{(j, k)}+\frac{k}{m p \theta(n-s+1)} \mu_{r, s: n}^{(j, k-p)} \tag{17.4}
\end{align*}
$$

where $Q_{2}=(1-Q) /(P-Q)$ and $P_{2}=(1-P) /(P-Q)$.
The important deductions for $k \neq m n p$ in view of (17.1)-(17.4) are:

$$
\begin{align*}
& (1-k / m p) \mu_{1: 1}^{(k)}=Q_{2} Q_{1}^{k}-P_{2} P_{1}^{k}+\frac{k}{m p \theta} \mu_{1: 1}^{(k-p)}  \tag{17.5}\\
& (1-k / m p) \mu_{1: n}^{(k)}=Q_{2} Q_{1}^{k}-P_{2} \mu_{1: n-1}^{(k)}+\frac{k}{m p n \theta} \mu_{1: n}^{(k-p)}, \quad n \geq 1 ;  \tag{17.6}\\
& (1-k / m n p) \mu_{n: n}^{(k)}=Q_{2} \mu_{n-1: n-1}^{(k)}-P_{2} P_{1}^{k}+\frac{k}{m p n \theta} \mu_{n: n}^{(k-p)}, \quad n \geq 1 . \tag{17.7}
\end{align*}
$$

If $k=m n p$, one can write from (17.3)

$$
\begin{equation*}
\mu_{r: n-1}^{(k)}=\frac{Q_{2}}{P_{2}} \mu_{r-1: n-1}^{(k)}+\frac{1}{P_{2} \theta} \mu_{r: n}^{(k-p)}, \quad 2 \leq r \leq n-1 . \tag{17.8}
\end{equation*}
$$

The results which are presented in this section are also true for Lomax distribution $(p=1, \theta=1 / a)$, Weibull-Gamma $(\theta=1 / a)$, Weibull-Exponential ( $m=1, \theta=1 / a$ ) and Log-Logistic distribution $\left(m=1, \theta=a^{-p}\right)$.

## 18. Doubly truncated parabolic and skewed distributions

The doubly truncated parabolic distribution has its pdf as

$$
\begin{equation*}
f(x)=\frac{6 x(1-x)}{P-Q}, \quad 0<Q_{1} \leq x \leq P_{1}<1 \tag{18.1}
\end{equation*}
$$

where $P=P_{1}^{2}\left(3-2 P_{1}\right)$ and $Q=Q_{1}^{2}\left(3-2 Q_{1}\right)$.
Mohie El-Din, Mahmoud and Abu-Youssef (1991) have derived the following recurrence relations for the single and product moments of order statistics:

For $2 \leq r \leq n-1$,

$$
\begin{equation*}
\left(1+\frac{k}{3 n}\right) \mu_{r: n}^{(k)}=Q_{2} \mu_{r-1: n-1}^{(k)}-P_{2} \mu_{r: n-1}^{(k)}+\frac{k}{6 n}\left(\mu_{r: n}^{(k-1)}+\mu_{r: n}^{(k-2)}\right) \tag{18.2}
\end{equation*}
$$

for $1 \leq r \leq n-2$,

$$
\begin{align*}
\left(1+\frac{k}{3(n-r)}\right) \mu_{r, r+1: n}^{(j, k)}= & \mu_{r: n}^{(j+k)}-\frac{n p_{2}}{n-r}\left(\mu_{r, r+1: n-1}^{(j, k)}-\mu_{r: n-1}^{(j+k)}\right)  \tag{18.3}\\
& +\frac{k}{6(n-r)}\left(\mu_{r, r+1: n}^{(j, k-1)}+\mu_{r, r+1: n}^{(j, k-2)}\right)
\end{align*}
$$

and

$$
\begin{align*}
\left(1+\frac{k}{3}\right) \mu_{n-1, n: n}^{(j, k)}= & \mu_{n-1: n}^{(j+k)}-n p_{2}\left(P_{1}^{k} \mu_{n-1: n-1}^{(j)}-\mu_{n-1: n-1}^{(j+k)}\right)  \tag{18.4}\\
& +\frac{k}{6}\left(\mu_{n-1, n: n}^{(j, k-1)}+\mu_{n-1, n: n}^{(j, k-2)}\right)
\end{align*}
$$

where $P_{1}^{k}=\mu_{n: n-1}^{(k)}, P_{2}=(1-P) /(P-Q)$ and $Q_{2}=(1-Q) /(P-Q)$.
The doubly truncated skewed population has its pdf as

$$
\begin{equation*}
f(x)=\frac{12 x^{2}(1-x)}{P-Q}, \quad 0<Q_{1} \leq x \leq P_{1}<1 \tag{18.5}
\end{equation*}
$$

where $P=P_{1}^{3}\left(4-3 P_{1}\right)$ and $Q=Q_{1}^{3}\left(4-3 Q_{1}\right)$.
Mohie El-Din, Mahmoud and Abu-Youssef (1991) have derived the following recurrence relations for the single and product moments of order statistics in this case:

For $2 \leq r \leq n-1$,

$$
\begin{equation*}
\left(1+\frac{k}{4 n}\right) \mu_{r: n}^{(k)}=Q_{2} \mu_{r-1: n-1}^{(k)}-P_{2} \mu_{r: n}^{(k)}+\frac{k}{12 n}\left(\mu_{r: n}^{(k-1)}+\mu_{r: n}^{(k-2)}+\mu_{r: n}^{(k-3)}\right) \tag{18.6}
\end{equation*}
$$

and for $1 \leq r \leq n-1$ and $s-r \geq 2$,

$$
\begin{align*}
\left(1+\frac{k}{4(n-s+1)}\right) \mu_{r, s: n}^{(j, k)}= & -\frac{P_{2}(n-1)}{n-s+1}\left(\mu_{r, s: n-1}^{(j, k)}-\mu_{r, s-1: n-1}^{(j, k)}\right) \\
& +\frac{k}{12 n}\left(\mu_{r, s: n}^{(j, k-1)}+\mu_{r, s: n}^{(j, k-2)}+\mu_{r, s: n}^{(j, k-3)}\right) \tag{18.7}
\end{align*}
$$

where $P_{2}=(1-P) /(P-Q)$ and $Q_{2}=(1-Q) /(P-Q)$.

## 19. Mixture of two exponential distributions

The pdf of a mixture of two exponential distributions is

$$
\begin{equation*}
f(x)=\lambda f_{1}(x)+(1-\lambda) f_{2}(x), \quad x \geq 0, \quad 0<\lambda<1 \tag{19.1}
\end{equation*}
$$

where

$$
\begin{equation*}
f_{j}(x)=\alpha_{j} \mathrm{e}^{-\alpha_{j} x}, \quad j=1,2 ; \tag{19.2}
\end{equation*}
$$

the corresponding cdf is

$$
\begin{equation*}
F(x)=\lambda F_{1}(x)+(1-\lambda) F_{2}(x), \quad x \geq 0, \quad 0<\lambda<1 \tag{19.3}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{j}(x)=1-\mathrm{e}^{-\alpha_{j} x}, \quad j=1,2 . \tag{19.4}
\end{equation*}
$$

Nassar and Mahmoud (1985) have used (19.1)-(19.4) to obtain the following recurrence relations for the moments of order statistics:

For $r=0,1,2, \ldots$, and $n=r+1, r+2, \ldots$,

$$
\begin{align*}
\mu_{r+1: n}^{(2)}-\mu_{r: n}^{(2)}= & \left\{\left(1 / \alpha_{1}\right)+\left(1 / \alpha_{2}\right)\right\} \frac{1}{n-r} \mu_{r+1: n}+\left\{\left(1 / \alpha_{1}\right)+\left(1 / \alpha_{2}\right)\right\} \frac{1}{n-r} \\
& \times\left(\alpha_{1} \frac{\partial}{\partial \alpha_{1}} \mu_{r+1: n}-\alpha_{2} \frac{\partial}{\partial \alpha_{2}} \mu_{r+1: n}\right), \tag{19.5}
\end{align*}
$$

and for $r=1,2, \ldots$, and $n=r+1, r+2, \ldots$,

$$
\begin{align*}
n\left(\mu_{r: n}^{(2)}-\mu_{r-1: n-1}^{(2)}\right)= & \left\{\left(1 / \alpha_{1}\right)+\left(1 / \alpha_{2}\right)\right\} \mu_{r: n}+\left\{\left(1 / \alpha_{1}\right)+\left(1 / \alpha_{2}\right)\right\} \\
& \times\left(\alpha_{1} \frac{\partial}{\partial \alpha_{1}} \mu_{r: n}-\alpha_{2} \frac{\partial}{\partial \alpha_{2}} \mu_{r: n}\right) . \tag{19.6}
\end{align*}
$$

## 20. Doubly truncated Laplace distribution

The pdf of the doubly truncated Laplace distribution is

$$
\begin{equation*}
g(x)=\frac{\mathrm{e}^{-|x|}}{2(1-P-Q)}, \quad Q_{1} \leq x \leq P_{1} \tag{20.1}
\end{equation*}
$$

where $Q_{1}=\log (2 Q)<0$ and $P_{1}=-\log (2 P)>0$, and the corresponding distribution function is

$$
G(x)= \begin{cases}0, & x<Q_{1}  \tag{20.2}\\ \frac{\mathrm{e}^{x}-2 Q}{2(1-P-Q)}, & Q_{1} \leq x \leq 0 \\ \frac{2-2 Q-\mathrm{e}^{-x}}{2(1-P-Q)}, & 0 \leq x \leq P_{1} \\ 1, & \text { otherwise }\end{cases}
$$

Lien, Balakrishnan and Balasubramanian (1992) have proved the following theorem for the single moments of order statistics.

Theorem 20.1. The $k^{\text {th }}$ moment of the $i^{\text {th }}$ order statistic from a random sample of size $n$ drawn from a ( $Q, P$ )-truncated Laplace distribution in (20.1) can be written as:

$$
\begin{equation*}
\mu_{i: n}^{(k)}=\Delta_{Q, P}^{(k)}(i, n)+(-1)^{k} \Delta_{P, Q}^{(k)}(n-i, n) \tag{20.3}
\end{equation*}
$$

where $\Delta_{Q, P}^{(k)}(i, n)$ satisfies the following recurrence relation:

$$
\begin{align*}
\Delta_{Q, P}^{(k)}(i, n)= & (-k / n) \Delta_{Q, P}^{(k-1)}(i, n)-\{Q /(1-P-Q)\} \Delta_{P, Q}^{(k)}(i-1, n-1) \\
& +\{(1-P) /(1-P-Q)\} \Delta_{P, Q}^{(k)}(i, n-1), \quad k \geq 1,  \tag{20.4}\\
\Delta_{Q, P}^{(0)}(i, n)= & -(1-P-Q)^{-n}(1-2 Q)^{i-1}(1-2 P)^{n-i+1} 2^{-n} C(n, i-1) \\
& +\Delta_{P, Q}^{(0)}(i-1, n),  \tag{20.5}\\
C(n, i-1)= & \frac{n!}{(i-1)!(n-i+1)!}, \quad \Delta_{Q, P}^{(k)}(0, n)=Q_{1}^{k}, \text { and } \\
& \Delta_{Q, P}^{(k)}(n, n-1)=0 .
\end{align*}
$$

Similarly, for the product moments of order statistics of doubly truncated Laplace distribution, Lien, Balakrishnan and Balasubramanian (1992) have proved the following theorem.

Theorem 20.2. The product moment of the $i^{\text {th }}$ and $(i+1)^{\text {th }}$ order statistics from a random sample of size $n$ drawn from a $(Q, P)$-truncated Laplace distribution in (20.1) can be written as

$$
\begin{equation*}
\mu_{i, i+1: n}=A_{Q, P}(i, n)+A_{Q, P}(n-i, n)-\Delta_{Q, P}^{(1)}(i, i) \Delta_{Q, P}^{(1)}(n-i, n-i) C(n, i) \tag{20.6}
\end{equation*}
$$

where $\Delta_{Q, P}^{(1)}(i, i)$ and $\Delta_{P, Q}^{(1)}(n-i, n-i)$ can be calculated by using Eqs. (20.4) and (20.5), and $A_{Q, P}(i, n)$ satisfies the following relations:

$$
\begin{align*}
A_{Q, P}(i, n)= & \Delta_{Q, P}^{(2)}(i+1, n)-\frac{1}{i} \Delta_{Q, P}^{(1)}(i+1, n)+\frac{n Q}{i(1-P-Q)}  \tag{20.7}\\
& \times\left[\Delta_{Q, P}^{(2)}(i, n-1)-A_{Q, P}(i-1, n-1)\right]
\end{align*}
$$

and

$$
\begin{align*}
A_{Q, P}(1, n)= & \frac{n Q\left(1-Q_{1}\right)}{(1-P-Q)} \Delta_{Q, P}^{(1)}(1, n-1)-(n-1)\left[\Delta_{Q, P}^{(2)}(1, n)-\Delta_{Q, P}^{(1)}(1, n)\right] \\
& +\frac{n(1-P)}{(1-P-Q)}\left[\Delta_{Q, P}^{(2)}(1, n-1)-\Delta_{Q, P}^{(1)}(1, n-1)\right] \tag{20.8}
\end{align*}
$$

### 20.1. Non-overlapping mixture model

Let $X$ be a two component mixed random variable,

$$
X \stackrel{D}{=} \begin{cases}Z_{1} \text { with probability } & \pi  \tag{20.9}\\ Z_{2} \text { with probability } & 1-\pi\end{cases}
$$

where $Z_{1} \stackrel{D}{=} f_{1}\left(z_{1}\right)$ and $Z_{2} \stackrel{D}{=} f_{2}\left(z_{2}\right)$, and supports $R_{1}=\left(a_{1}, b_{1}\right)$ and $R_{2}=\left(a_{2}, b_{2}\right)$, $a_{1}>-\infty, b_{1}<\infty$ and $b_{1}<a_{2}$.

From (20.9), we have

$$
F(x)= \begin{cases}0 & \text { for } x<a_{1}  \tag{20.10}\\ \pi F_{1}(x) & \text { for } x \in R_{1} \\ \pi & \text { for } b_{1} \leq x \leq a_{2} \\ \pi+(1-\pi) F_{2}(x) & \text { for } x \in R_{2} \\ 1 & \text { for } x>b_{2}\end{cases}
$$

Let us denote the single and product moments of order statistics corresponding to the components $Z_{1}$ and $Z_{2}$ by $\mu_{i: n}^{(k)}[1], \mu_{i: n}^{(k)}[2]$ and $\mu_{i, j: n}[1], \mu_{i, j: n}[2]$, respectively. Then, Lien, Balakrishnan and Balasubramanian (1992) have proved the following two theorems.

Theorem 20.3. For $1 \leq i \leq n$ and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{i: n}^{(k)}=\sum_{t=0}^{i-1}\binom{n}{t} \pi^{t}(1-\pi)^{n-t} \mu_{i-k: n-t}^{(k)}[2]+\sum_{t=i}^{n}\binom{n}{t} \pi^{t}(1-\pi)^{n-t} \mu_{i: t}^{(k)}[1] \tag{20.11}
\end{equation*}
$$

Theorem 20.4. For $1 \leq i<j \leq n$,

$$
\begin{align*}
\mu_{i, j: n}= & \sum_{t=0}^{i-1}\binom{n}{t} \pi^{t}(1-\pi)^{n-t} \mu_{i-t, j-t: n-t}[2]+\sum_{t=j}^{n}\binom{n}{t} \pi^{t}(1-\pi)^{n-t} \mu_{i, j: t}[1] \\
& +\sum_{t=i}^{j-1}\binom{n}{t} \pi^{t}(1-\pi)^{n-t} \mu_{j-t: n-t}[2] \tag{20.12}
\end{align*}
$$

The results given in Theorems 20.3 and 20.4 can be extended to the case when $X$ is a m-component mixed random variable defined by

$$
\begin{equation*}
X \stackrel{D}{=} Z_{t} \text { with probability } \pi_{t}, \sum_{t=1}^{m} \pi_{t}=1 \tag{20.13}
\end{equation*}
$$

where $Z_{1}, Z_{2}, \ldots, Z_{m}$ are random variables with pdf's $f_{1}, f_{2}, \ldots, f_{m}$, cdf's $F_{1}, F_{2}, \ldots, F_{m}$ and supports $R_{1}=\left(a_{1}, b_{1}\right), R_{2}=\left(a_{2}, b_{2}\right), \ldots, R_{m}=\left(a_{m}, b_{m}\right)$, respectively, with $b_{t-1} \leq a_{t}$ for $t=1,2, \ldots, m, a_{1}>-\infty$ and $b_{m}<\infty$.

From (20.13), it is clear that the cumulative distribution function of $X$ is

$$
F(x)= \begin{cases}0 & \text { for } x<a_{1}  \tag{20.14}\\ \pi_{(t-i)}+\pi_{t} F_{t}(x) & \text { for } x \in R_{t}, t=1,2, \ldots, m \\ \pi_{(t)} & \text { for } b_{t} \leq x \leq a_{t_{1}+1}, t=1,2, \ldots, m-1 \\ 1 & \text { for } x>b_{m}\end{cases}
$$

where $\pi_{(0)}=0$ and $\pi_{(t)}=\sum_{j=1}^{t} \pi_{j}$. As before, let us denote the single moments of order statistics by $\mu_{i: n}^{(k)}$ and the product moments of order statistics by $\mu_{i, j: n}$ and the corresponding quantities for the individual component $Z_{t}$ by $\mu_{i: n}^{(k)}[t]$ and $\mu_{i, j n}[t]$, for $t=1,2, \ldots, m$. Then, by proceeding exactly on the same lines as in Theorems 20.3 and 20.4, Lien, Balakrishnan and Balasubramanian (1992) have established the following two theorems.

Theorem 20.5. For $1 \leq i \leq n$, and $k=1,2, \ldots$,

$$
\begin{equation*}
\mu_{i: n}^{(k)}=\sum_{t=1}^{m} \sum_{p=0}^{i-1} \sum_{q=i}^{n}\binom{n}{p, q-p, n-q} \pi_{(t-1)}^{p} \pi_{t}^{q-p}\left(1-\pi_{(t)}\right)^{n-q} \mu_{i-p ; q-p}^{(k)}[t] \tag{20.15}
\end{equation*}
$$

Theorem 20.6. For $1 \leq i<j \leq n$,

$$
\begin{align*}
\mu_{i, j: n}= & \sum_{i=1}^{m} \sum_{p=0}^{i-1} \sum_{q=j}^{n}\binom{n}{p, q-p, n-q} \pi_{(t-1)}^{p} \pi_{t}^{q-p}\left(1-\pi_{(t)}\right)^{n-q} \mu_{i-p, j-p: q-p}[t] \\
& +\sum_{t=1}^{m-1} \sum_{t^{\prime}=t+1}^{m} \sum_{p=0}^{i-1} \sum_{q=j}^{n} \sum_{r=i}^{j-1} \sum_{s=r}^{j-1}\binom{n}{p, i-p+s-r, r-i, q-s, n-q} \\
& \times \pi_{(t-1)}^{p} \pi_{t}^{i-p+s-r}\left(\pi_{\left(t^{\prime}-1\right)}-\pi_{(t)}\right)^{r-i} \pi_{t^{\prime}}^{q-s} \\
& \times\left(1-\pi_{\left(t^{\prime}\right)}\right)^{n-q} \mu_{i-p: s-r+i-p}[t] \mu_{j-s: q-s}\left[t^{\prime}\right] . \tag{20.16}
\end{align*}
$$

It may be noted that Theorems 20.5 and 20.6 reduce to Theorems 20.3 and 20.4 when $m=2$.

Furthermore, recurrence relations between factorial moment generating functions from the doubly truncated Laplace distribution have been derived by Mohie El-Din and Sultan (1995).

## 21. A class of probability distributions

Consider a class of probability distributions $F$ given by [Kamps (1991)]

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} F^{-1}(t)=\frac{1}{d} t^{p}(1-t)^{q-p-1}, \quad t \in(0,1) \tag{21.1}
\end{equation*}
$$

where $p$ and $q$ are integers and $d>0$.
From (21.1), we have four cases with respect to $p$ and $q, c \in R$ :
(i) Putting $p=0$ and $q=0$ in (21.1), we get

$$
\frac{\mathrm{d}}{\mathrm{~d} t} F^{-1}(t)=\frac{1}{d(1-t)}, \text { and hence, } F(x)=1-\mathrm{e}^{-d(x-c)}, \quad x \in(c, \infty)
$$

which is the exponential distribution.
(ii) Putting $p=0$ and $q \neq 0$ in (21.1), we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} F^{-1}(t) & =\frac{1}{d}(1-t)^{q-1}, \text { and hence, } \\
F(x) & =1-[d q(c-x)]^{1 / q}, \quad x \in \begin{cases}(c-1 / d q, c), & q>0 \\
(c-1 / d q, \infty), & q<0\end{cases}
\end{aligned}
$$

$q<0$ : Pareto, special Burr XII (Lomax) distributions.
(iii) Putting $p \neq-1$ and $q=p+1$ in (21.1), we have

$$
\begin{aligned}
& \frac{\mathrm{d}}{\mathrm{~d} t} F^{-1}(t)=\frac{1}{d} t^{p}, \text { and hence, } \\
& F(x)=1-[d q(x-c)]^{1 / q}, \quad x \in \begin{cases}(c, c+1 / d q), & q>0 \\
(-\infty, c+1 / d q), & q<0\end{cases}
\end{aligned}
$$

$q>0$ : power function distributions.
(iv) Putting $p=-1$ and $q=-1$ in (21.1), we get

$$
\begin{aligned}
\frac{\mathrm{d}}{\mathrm{~d} t} F^{-1}(t)=\frac{1}{d t(1-t)}, \text { and hence } F(x)= & {\left[1+\mathrm{e}^{-d(x-c)}\right]^{-1} } \\
& x \in(-\infty, \infty)
\end{aligned}
$$

which is the logistic distribution.
Kamps $(1991,1992)$ has proved two theorems for obtaining general recurrence relations between moments of order statistics based on the class of probability distributions (21.1). They are as follows.

Theorem 21.1. Let $X$ be a random variable with distribution function $F, m \geq 1$ a constant, and $F$ satisfying (21.1) with $F^{-1}(t) \geq 0$, if $m \notin N$. Then for all $k, n \in N$, $2 \leq r \leq n$, satisfying $1 \leq k+p \leq n+q$, and $X_{r: n}$ the $r^{\text {th }}$ order statistic with $-\infty<\mathrm{E}\left(X_{k: n}^{m}\right), \mathrm{E}\left(X_{k-1: n}^{m}\right), \mathrm{E}\left(X_{k+p: n+q}^{m-1}\right)<\infty$, the identity

$$
\begin{equation*}
\mathrm{E}\left(X_{k: n}^{m}\right)-\mathrm{E}\left(X_{k-1: n}^{m}\right)=m C(k, n, p, q) \mathrm{E}\left(X_{k+p: n+q}^{m-1}\right) \tag{21.2}
\end{equation*}
$$

with the constant $C(k, n, p, q)$ as

$$
\begin{equation*}
C(k, n, p, q)=\mathrm{E}\left(X_{k: n}\right)-\mathrm{E}\left(X_{k-1: n}\right)=\frac{1}{d} \frac{\binom{n}{k-1}}{(k+p)\binom{n+q}{k+p}} \tag{21.3}
\end{equation*}
$$

holds true.
In Table 1, some examples as special cases are presented for the relation (21.2). From Table 1, we observe that:
(i) The recurrence relations for moments of order statistics from exponential distributions have been obtained by Joshi (1978) with $d=1$, Khan, Yaqub and Parvez (1983) with $d=1$, Azlarov and Volodin (1986) with $m=2$, and Lin (1988a,b) with $d=1$.
(ii) The recurrence relations for moments of order statistics from Pareto and Lomax distributions have been derived by Khan and Khan (1987) and Lin (1988a,b).
(iii) The recurrence relations for moments of order statistics from power function distribution have been derived by Lin (1988a,b) with $d=1$ and $q=1$.
(iv) The recurrence relations for moments of order statistics from logistic distribution with $d=1$ have been derived by Shah (1970).

Theorem 21.2. Let $\alpha \in R, \beta \geq 0$ with $\alpha+\beta \neq 0$, and a function $h_{1}$ on $(0,1)$, with

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} h_{1}(t)=\frac{1}{d} t^{p}(1-t)^{q-p-1}, \quad t \in(0,1) \tag{21.4}
\end{equation*}
$$

and constants $d>0, p, q \in Z$ be given, such that the expression $\left\{\beta h_{1}(t)\right\}^{1 / \beta}$ is defined, if $\beta>0$.

Furthermore, let $F$ be given by

$$
F^{-1}(t)= \begin{cases}\exp \left\{h_{1}(t)\right\}, & \beta=0, t \in(0,1)  \tag{21.5}\\ \left\{\beta h_{1}(t)\right\}^{1 / \beta}, & \beta>0,\end{cases}
$$

and let the moments $\mathrm{E}\left(X_{r: n}^{\alpha+\beta}\right), \mathrm{E}\left(X_{r-1: n}^{\alpha+\beta}\right)$, and $\mathrm{E}\left(X_{r+p: n+q}^{\alpha}\right)$ of order statistics exist for some integers $r, n$ with $2 \leq r \leq n$, and $1 \leq r+p \leq n+q$. Then the recurrence relation

$$
\begin{equation*}
\mathrm{E}\left(X_{r: n}^{\alpha+\beta}\right)-\mathrm{E}\left(X_{r-1: n}^{\alpha+\beta}\right)=(\alpha+\beta) C_{1} \mathrm{E}\left(X_{r+p: n+q}^{\alpha}\right) \tag{21.6}
\end{equation*}
$$

Table 1
Some examples based on Theorem 21.1

| $p, q$ | $F(x)$ | Distribution | $d C(k, n, p, q)$ |
| :--- | :--- | :--- | :--- |
| 0,0 | $1-\exp [-d(x-c)]$, | Exponential | $\frac{1}{n-k+1}$ |
| $0,>0$ | $x \in(c, \infty)$ |  | $\frac{n!(n-k+q)!}{(n+q)!(n-k+1)!}$ |
|  | $1-[d q(c-x)]^{1 / q}$, |  | $\frac{n!(n-k+q)!}{(n+q)!(n-k+1)!}$ |
| $0,<0$ | $x \in(c-1 / d q, c)$ | Pareto |  |
|  | $1-[d q(c-x)]^{1 / q}$, | Lomax | $\frac{1}{k-1}$ |
| $-1,0$ | $x \in(c-1 / d q, \infty)$ |  | $\frac{n!(k+p-1)!}{(n+p+1)!(k-1)!}$ |
|  | $\exp [d(x-c)]$, | Power function | $\frac{n!(k+p-1)!}{(n+p+1)!(k-1)!}$ |
| $>-1, p+1$ | $x \in(-\infty, c)$ |  |  |
|  | $[d q(x-c)]^{1 / q}$, |  | $\frac{n}{(k-1)(n-k+1)}$ |
| $<-1, p+1$ | $x \in(c, c+1 / d q)$ |  |  |
|  | $[d q(x-c)]^{1 / q}$, |  |  |

with $C_{1}=\frac{1}{d} \frac{\binom{n}{(r+p)}}{\binom{n+q}{r+p}}$ holds.
Table 2 presents some examples of probability distributions included with respect to the integers $p, q$ and the parameter $\beta$, wherein

D1: Pareto distribution [Malik (1966)].
D2: Weibull distribution [Khan, Yaqub and Parvez (1983)], especially Rayleigh distribution and exponential distribution when $\beta=1$ [Joshi (1978), Khan, Yaqub and Parvez (1983), Azlarov and Volodin (1986) and Lin (1988a)].
D3: power function distributions $(\beta>0, q=1, c=1 / d)(\beta=1$ in $\operatorname{Lin}$ (1988a)). Burr XII distributions when $q<0$ [Khan and Khan (1987)], Lomax distributions when $\beta=1$ [Lin (1988a)], and log-logistic distributions [ $\beta>0$, $p=0, q=-1, d=\beta, c=-1 / \beta]$.
D4: logistic distribution [Shah (1970), Khan, Yaqub and Parvez (1983) and Lin (1988a)].
D5: power function distributions [Malik (1967a)].
Kamps and Mattner (1993) have generailized the above results of Kamps (1991) by proving the following theorem.

Theorem 21.3. Let $F$ satisfy (21.1), and let $k$ be an integer with $2 \leq k \leq n$ and $1 \leq k+p \leq n+q$. Then

$$
\begin{equation*}
\mathrm{E}\left[g\left(X_{k: n}\right)\right]-\mathrm{E}\left[g\left(X_{k-1: n}\right)\right]=C \mathrm{E}\left[g^{\prime}\left(X_{k+p: n+q}\right)\right], \tag{21.7}
\end{equation*}
$$

where $C=\frac{\binom{n}{k-1}}{\hat{d}(k+p)\binom{n+q}{k+p,}}$ holds for every absolutely continuous function $g$ provided that the right hand side in (21.7) exists.

Table 2
Some examples based on Theorem 21.2

| $p, q, \beta$ | $F(x)$ | Distribution | $(\alpha+\beta) C_{1}$ |
| :---: | :---: | :---: | :---: |
| 0, 0, 0 | $\begin{aligned} & 1-\exp (c d) x^{-d}, \\ & x \in\left(e^{c}, \infty\right) \text { and } c \in R \end{aligned}$ | D1 | $\frac{x}{d(n-r+1)}$ |
| $0,0,>0$ | $\begin{aligned} & 1-\exp \left(-d\left[x^{\beta} / \beta-c\right]\right), \\ & x \in\left((\beta c)^{1 / \beta}, \infty\right), \quad c>0 \end{aligned}$ | D2 | $\frac{\alpha+\beta}{d(n-r+1)}$ |
| $0, \neq 0,0$ | $\begin{aligned} & 1-[d q(c-\log x)]^{1 / q}, \\ & x \in \begin{cases}\left(\mathrm{e}^{c-1 / d q}, c^{c}\right), & q>0 \\ \left(\mathrm{e}^{c-1 / d q}, \infty\right), & q<0\end{cases} \end{aligned}$ |  | $\frac{\alpha(n+q-r) \cdot n!}{d(n+q)!(n-r+1)!}$ |
| $0, \neq 0,>0$ | $\begin{aligned} & 1-\left[d q\left(c-x^{\beta} / \beta\right]^{1 / q},\right. \\ & x \in\left\{\begin{array}{l} \left([\beta(c-1 / d q)]^{1 / \beta},[\beta c]^{1 / \beta}\right), \quad q>0 \\ \left([\beta(c-1 / d q)]^{1 / \beta}, \infty\right), \quad q<0 \end{array}\right. \\ & c \geq 1 / d q \end{aligned}$ | D3 | $\frac{n^{\prime}(\alpha+\beta)(n+q-r)!}{((n-r+1)((n+q)!}$ |
| $-1,-1,1$ | $\begin{aligned} & 1+[\exp (-d(x-c))]^{-1}, \\ & x \in(-\infty, \infty) \end{aligned}$ | D4 | $\frac{n(\alpha+1)}{d(r-1)!(n-r+1)}!$ |
| $-1,0,0$ | $\begin{aligned} & \mathrm{e}^{-c d} x^{d} \\ & x \in\left(0, \mathrm{e}^{c}\right) \end{aligned}$ | D5 | $\frac{\alpha}{\chi\left(\frac{\alpha}{1-1)}\right.}$ |

Recently, Mohie El-Din, Abu-Youssef and Sultan (1996) have proved the following theorem for obtaining a general identity for product moments of order statistics in a class of distribution functions, including Pareto, Weibull, exponential, Rayleigh and Burr distributions.

Theorem 21.4. Let $\alpha \in R, \beta \geq 0$ with $\alpha+\beta \neq 0, h(t)$ be a function on $(0,1)$ with

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} h(t)=\frac{1}{d}(1-t)^{q-1}, \quad d>0, \quad q \in Z \tag{21.8}
\end{equation*}
$$

$F$ be given by

$$
F^{-1}(t)= \begin{cases}\exp \{h(t)\}, & \beta=0  \tag{21.9}\\ (\beta h(t))^{1 / \beta}, & \beta>0\end{cases}
$$

where $(\beta h(t))^{1 / \beta} \in R$, and let

$$
-\infty<\mathrm{E}\left(X_{r: n}^{j} X_{s: n}^{\alpha+\beta}\right), \mathrm{E}\left(X_{r: n}^{j} X_{s-1: n}^{\alpha+\beta}\right), \mathrm{E}\left(X_{r: n+q}^{j} X_{s: n+q}^{\alpha}\right)<\infty, \quad j>0
$$

for some integers $r, s$ and $n$ with $1 \leq r<s \leq \min (n, n+q), n+q \geq 2$. Then the recurrence relation

$$
\begin{equation*}
\mathrm{E}\left(X_{r: n}^{j} X_{s: n}^{\alpha+\beta}\right)-\mathrm{E}\left(X_{r: n}^{j} X_{s-1: n}^{\alpha+\beta}\right)=(\alpha+\beta) C(n, q, s) \mathrm{E}\left(X_{r: n+q}^{j} X_{s: n+q}^{\alpha}\right), \tag{21.10}
\end{equation*}
$$

is valid, where

$$
\begin{equation*}
C(n, q, s)=\frac{n!(n+q-s)!}{d(n-s+1)!(n+q)!} . \tag{21.11}
\end{equation*}
$$

Note that Theorem 21.4 corresponds to Theorem 21.1 in the case of single order statistics.

Some examples of probability distributions based on the above theorem are presented and the corresponding values of the integer $q$ and parameter $\beta$.

Examples. (i) $q=0, \beta=0$ and $c \in R$,

$$
\frac{\mathrm{d}}{\mathrm{~d} t} h(t)=\frac{1}{d(1-t)}
$$

Then,

$$
F(x)=1-\mathrm{e}^{c d} x^{-d}, \quad x \in\left(\mathrm{e}^{c}, \infty\right)
$$

i.e., the Pareto distribution.
(ii) $q=0, \beta>0$ and $c \geq 0$,

$$
h(t)=\frac{1}{d} \log \frac{1}{(1-t)}+c
$$

Then,

$$
F(x)=1-\exp \left\{-d\left(\frac{1}{\beta} x^{\beta}-c\right)\right\}, \quad x \in\left((\beta c)^{\frac{1}{\beta}}, \infty\right)
$$

i.e., the Weibull distribution, exponential distribution with $\beta=1$, and Rayleigh distribution with $\beta=2$.
(iii) $q<0, \beta>0$ and $c \geq \frac{1}{d q}$,

$$
h(t)=-\frac{1}{d q}(1-t)^{q}+c .
$$

Then,

$$
F(x)=1-\left[d q\left(c-\frac{1}{\beta} x^{\beta}\right)\right]^{\frac{1}{q}}, \quad x \in\left(\beta\left(c-\frac{1}{d q}\right)^{\frac{1}{\beta}}, \infty\right)
$$

i.e., the Burr distribution.
(iv) $q \neq 0, \beta=0$ and $c \in R$,

$$
h(t)=-\frac{1}{d q}(1-t)^{q}+c .
$$

Then,

$$
F(x)=1-[d q(c-\log x)]^{\frac{1}{q}}, \quad \begin{cases}x \in\left(\mathrm{e}^{c-\frac{1}{d q}}, e^{c}\right), & q>0 \\ x \in\left(\mathrm{e}^{c-\frac{1}{d q}}, \infty\right), & q<0 .\end{cases}
$$

Table 3
Some Examples Based on Theorem 21.4

| $q, \beta$ | $F(x)$ | Distribution | $(\alpha+\beta) C(n, q, s)$ |
| :---: | :---: | :---: | :---: |
| 0,0 | $\begin{aligned} & 1-\mathrm{e}^{c d} x^{-d}, c \in R, \\ & x \in\left(\mathrm{e}^{c}, \infty\right) \end{aligned}$ | Pareto | $\frac{\alpha}{d(n-s+1)}$ |
| $0,>0$ | $\begin{aligned} & 1-\exp \left\{-d\left(\frac{1}{\beta} x^{\beta}-c\right)\right\}, \\ & x \in\left((\beta c)^{\frac{1}{\beta}}, \infty\right), c \geq 0 \end{aligned}$ | Weibull | $\frac{\alpha+\beta}{\alpha(n-s+1)}$ |
| 0,1 | $\begin{aligned} & 1-\exp (-d(x-c)), \\ & x \in(c, \infty) \end{aligned}$ | exponential | $\frac{\alpha+1}{d(n-s+1)}$ |
| 0,2 | $\begin{aligned} & 1-\exp \left(-d\left(x^{2} / 2-c\right)\right), \\ & x \in\left((2 c)^{\frac{1}{2}}, \infty\right) \end{aligned}$ | Rayleigh | $\frac{x+2}{d(n-s+1)}$ |
| $<0,>0$ | $\begin{aligned} & 1-\left(d q\left(c-\frac{1}{\beta} x^{\beta}\right)\right)^{\frac{1}{4}}, \\ & x \in\left(\left(c-\frac{1}{d}\right)^{\frac{1}{2}}, \infty\right) \end{aligned}$ | Burr | $\frac{n(\alpha+\beta)(n+q-s)!}{(n-s+1)!(n+q)!}$ |
| $>0,0$ | $\begin{aligned} & 1-\left(d q(c-\log x) \frac{1}{q^{\frac{1}{2}}},\right. \\ & x \in\left(\mathrm{e}^{-\frac{1}{a_{0}} ;} \mathrm{e}^{c}\right) \end{aligned}$ |  |  |
| $<0,0$ | $\begin{aligned} & 1-(d q(c-\log x))^{\frac{1}{q}}, \\ & x \in\left(\mathrm{e}^{c-\frac{1}{k} x}, \infty\right) \end{aligned}$ |  |  |

Table 3 shows the particular cases of the results which are known from the literature.

From Table 3, we note the following:
(1) The recurrence relation of order statistics for Pareto distribution which is special case from (2.15) have been reviewed by Balakrishnan, Malik and Ahmed (1988).
(2) The product moments of order statistics from Weibull distribution have been derived by Khan, Parvez and Yaqub (1983).
(3) Khan and Khan (1987) have derived the recurrence relation between the product moments of order statistics from Burr distribution.
(4) Balakrishnan, Malik and Ahmed (1988) have presented the recurrence relation for the product moments of order statistics for exponential distribution.
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# Recent Approaches to Characterizations Based on Order Statistics and Record Values 

C. R. Rao and D. N. Shanbhag

## 1. Introduction

Ferguson (1964, 1965) and Crawford (1966) were amongst the earliest authors who characterized geometric and exponential distributions via properties of order statistics. In various papers, Ahsanullah, Govindarajalu, Arnold, Galambos and many others have since obtained interesting characterization results based on order statistics. Galambos and Kotz (1978), David (1981), Azlarov and Volodin (1986), Arnold, Balakrishnan and Nagaraja (1992), Rao and Shanbhag (1994), Aly (1988), and Kamps (1995) among others have reviewed the existing literature on important properties of order statistics.

Shorrock (1972a,b, 1973), Nagaraja (1977), Gupta (1984), Dallas (1981), Nayak (1981), and Rao and Shanbhag (1986) have observed properties of, or established characterizations based on, record values. The monographs of Galambos and Kotz (1978), Azlarov and Volodin (1986), and Rao and Shanbhag (1994) have reviewed some of the major results on the topic.

Many of the characterization results based either on order statistics or record values have implicit links with the integrated Cauchy functional equation or its variants. The monograph of Rao and Shanbhag (1994) gives the relevant details as regards this and shows that the recent advances on the functional equation lead us, in places, to improved and unified versions of the results in the existing literature. (A slightly restrictive coverage of the link that we have referred to here appears in Ramachandran and Lau (1991).)

The purpose of the present paper is to review characterization results based on order statistics and record values, having links with the integrated Cauchy functional equation or its variants, and make further observations on these going beyond what Rao and Shanbhag (1994) have already pointed out. In the process of doing this, we show that many of the cited results could be arrived at via the strong memoryless property characterization of the exponential and geometric distributions. We also give some statistical applications of the characterization results discussed.

## 2. Some basic tools

The following are some basic tools that are to be referred to in the present discussion.

Theorem 1. Let $f$ be a non-negative real locally integrable Borel measurable function on $\mathbf{R}_{+}$, other than a function which is identically 0 almost everywhere [L], such that it satisfies

$$
\begin{equation*}
f(x)=\int_{\mathbf{R}_{+}} f(x+y) \mu(\mathrm{d} y) \text { for almost all }[L] x \in \mathbf{R}_{+} \tag{2.1}
\end{equation*}
$$

for some $\sigma$-finite measure $\mu$ on (the Borel $\sigma$-field of) $\mathbf{R}_{+}$with $\mu(\{0\})<1$ (yielding trivially that $\mu\left(\{0\}^{c}\right)>0$ ), where $L$ corresponds to Lebesgue measure. Then, either $\mu$ is arithmetic with some span $\lambda$ and

$$
f(x+n \lambda)=f(x) b^{n}, \quad n=0,1, \ldots \quad \text { for almost all }[L] x \in \mathbf{R}_{+}
$$

with $b$ such that

$$
\sum_{n=0}^{\infty} b^{n} \mu(\{n \lambda\})=1
$$

or $\mu$ is nonarithmetic and

$$
f(x) \propto \exp (\eta x) \quad \text { for almost all }[L] x \in \mathbf{R}_{+}
$$

with $\eta$ such that

$$
\int_{\mathbf{R}_{+}} \exp (\eta x) \mu(\mathrm{d} x)=1
$$

The theorem is due to Lau and Rao (1982) and it has several interesting proofs including that based on exchangeability, given by Alzaid, Rao and Shanbhag (1987); see Ramachandran and Lau (1991) or Rao and Shanbhag (1994) for more details.

Corollary 1. Let $\left\{\left(v_{n}, w_{n}\right): n=0,1, \ldots\right\}$ be a sequence of vectors with nonnegative real components such that $v_{n} \neq 0$ for at least one $n, w_{0}<1$, and the largest common divisor of the set $\left\{n: w_{n}>0\right\}$ is unity. Then

$$
\begin{equation*}
v_{m}=\sum_{n=0}^{\infty} v_{m+n} w_{n}, \quad m=0,1, \ldots \tag{2.2}
\end{equation*}
$$

if and only if

$$
v_{n}=v_{0} b^{n}, \quad n=0,1,2, \ldots, \quad \text { and } \quad \sum_{n=0}^{\infty} w_{n} b^{n}=1
$$

for some $b>0$.

Proof. The "if" part is trivial, and to have the "only if" part, apply the theorem considering $f: \mathbf{R}_{+} \rightarrow \mathbf{R}_{+}$such that

$$
f(x)=v_{[x]}, \quad x \in \mathbf{R}_{+}
$$

where $[\cdot]$ is the integral part, and $\mu$ as a measure concentrated on $\{0,1, \ldots\}$ such that $\mu(\{n\})=w_{n}$ for $n=0,1, \ldots$

Corollary 2. Let $X$ be a nonnegative random variable with $P\{X=0\}<1$ and $h$ be a monotonic right continuous function on $\mathbf{R}_{+}$such that $\mathrm{E}(|h(X)|)<\infty$ and $\mathrm{E}(h(X)) \neq h(0)$. Then

$$
\begin{equation*}
\mathrm{E}\{h(X-x) \mid X \geq x\}=\mathrm{E}(h(X)), \quad x \in \mathbf{R}_{+} \quad \text { with } \quad P\{X \geq x\}>0 \tag{2.3}
\end{equation*}
$$

if and only if either $h^{*}$ is nonarithmetic and $X$ is exponential, or for some $\lambda>0, h^{*}$ is arithmetic with span $\lambda$ and $P\{X \geq n \lambda+x\}=P\{X \geq x\} \quad(P\{X \geq \lambda\})^{n}$, $n \in \mathbf{N}_{0}, x \in \mathbf{R}_{+}$, where

$$
h^{*}(x)= \begin{cases}(h(x)-h(0)) /(\mathrm{E}(h(X))-h(0)), & x \geq 0 \\ 0, & x<0\end{cases}
$$

(We define $h^{*}$ to be arithmetic or nonarithmetic according to whether the measure determined by it on $\mathbf{R}_{+}$is arithmetic or nonarithmetic.)

Proof. Note, writing $\bar{F}(x)=P\{X \geq x\}, x \in \mathbf{R}_{+}$, that (2.3) is equivalent to

$$
\int_{\mathbf{R}_{+}} \bar{F}(x+y) \mu_{h^{*}}(\mathbf{d} y)=\bar{F}(x), \quad x \in \mathbf{R}_{+}
$$

where $\mu_{h^{*}}$ is the measure determined by $h^{*}$. Theorem 1 then establishes the "only if" part of the assertion. As the "if" part of the assertion is trivial, we then have the corollary.

Corollary 1 is essentially given in Lau and Rao (1982) and is a slight generalization of a lemma established earlier by Shanbhag (1977). (Shanbhag takes $w_{1}>0$ in place of the condition that the largest common divisor of the set of $n$ for which $w_{n}>0$ is 1 , even though he does not assume a priori $w_{0}<1$.) Corollary 2 , in the form that we have presented here, has appeared earlier in Rao and Shanbhag (1994, p. 108); a somewhat different version of this result has been given by Klebanov (1980). If $Y$ is a nonnegative random variable and we take

$$
h(x)=P\{Y \leq x\}, \quad x \in \mathbf{R}_{+}
$$

then it follows that for a nonnegative random variable $X$ which is independent of $Y$ with $P\{X \geq Y\}>P\{Y=0\}$, (2.3) is equivalent to

$$
P\{X \geq Y+x \mid X \geq Y\}=P\{X \geq x\}, \quad x \in \mathbf{R}_{+}
$$

Consequently, we have that the characterization based on the strong memoryless property, for the exponential and geometric distributions, given by Shimizu (1978) and Ramachandran (1979) follows essentially as a by-product of Corollary 2. (It is a simple exercise to see that the characterization based on the version of the strong memoryless property appearing above gives as a corollary that based on the version of the property with " $>$ " in place of " $\geq$ ").

Theorem 2. Let $f$ be a nonnegative real locally integrable Borel measurable function on $\mathbf{R}$, other than a function which is identically zero almost everywhere [L], such that it satisfies

$$
\begin{equation*}
f(x)=\int_{\mathbf{R}} f(x+y) \mu(\mathrm{d} y) \quad \text { for almost all }[L] x \in \mathbf{R} \tag{2.4}
\end{equation*}
$$

for some $\sigma$-finite measure $\mu$ on $\mathbf{R}$ satisfying $\mu(\{0\})<1$ or equivalently $\mu\left(\{0\}^{c}\right)>0$ (with $L$ as Lebesgue measure). Then, either $\mu$ is nonarithmetic and

$$
f(x)=c_{1} \exp \left\{\eta_{1} x\right\}+c_{2} \exp \left\{\eta_{2} x\right\} \quad \text { for almost all }[L] x \in \mathbf{R},
$$

or $\mu$ is arithmetic with some span $\lambda$ and

$$
f(x)=\xi_{1}(x) \exp \left\{\eta_{1} x\right\}+\xi_{2}(x) \exp \left\{\eta_{2} x\right\} \quad \text { for almost all }[L] x \in \mathbf{R},
$$

with $c_{1}$ and $c_{2}$ as nonnegative real numbers, $\xi_{1}$ and $\xi_{2}$ as periodic nonnegative Borel measurable functions having period $\lambda$, and $\eta_{i}, i=1,2$ as real numbers such that $\int_{\mathbf{R}} \exp \left\{\eta_{i} x\right\} \mu(\mathrm{d} x)=1$. (For the uniqueness of the representations but for the ordering of the terms, one may assume for example that $c_{2}=0$ and $\xi_{2} \equiv 0$ if $\eta_{1}=\eta_{2}$.)

Theorem 2 is a corollary to a general theorem of Deny (1961). For the details of various proofs for this theorem and other related results, see Ramachandran and Lau (1991) and Rao and Shanbhag (1994). It is interesting to note here that if in Theorem $1 f$ is bounded and $\mu\left(\mathbf{R}_{+}\right)<\infty$, then the theorem follows easily as a corollary to Theorem 2 (see Fosam, Rao and Shanbhag (1993) for more details). Also, even when it is not of much relevance to characterization problems discussed in the following sections, it is worth pointing out in this place that the next result is a corollary to Theorem 2 and is in the same spirit as Corollary 1 of Theorem 1. (Use an argument analogous to that used in the proof of Corollary 1 to see the validity of this result.)

Corollary 3. Let $\left\{\left(v_{n}, w_{n}\right): n=0, \pm 1, \ldots\right\}$ be a sequence of two-component vectors with nonnegative real components such that $w_{0}<1$ and at least one $v_{n} \neq 0$. Then

$$
v_{m}=\sum_{n=-\infty}^{\infty} w_{n} v_{n+m}, \quad m=0, \pm 1, \ldots
$$

if and only if

$$
v_{m}=B(m) b^{m}+C(m) c^{m}, \quad m=0, \pm 1, \ldots
$$

and $\sum_{m=-\infty}^{\infty} w_{m} b^{m}=\sum_{m=-\infty}^{\infty} w_{m} c^{m}=1$ for some $b, c>0$ and non-negative periodic functions $B, C$ with the largest common divisor of $\left\{m: w_{m}>0\right\}$ as their common period.

Corollary 3 was proved via a direct proof by Ramachandran (1984).
Davies and Shanbhag (1987), Shanbhag (1991), and Rao and Shanbhag (1994) have given general results subsuming versions of Deny's theorem as well as the Lau-Rao theorem, via arguments based on exchangeability, amongst other things. Although these arguments turn out to be involved due to technical difficulties one has to encounter in the general cases, one could illustrate a key idea appearing in these through a proof for Corollary 1 via de Finetti's theorem.

As the "if" part of the result is trivial, it is sufficient if we establish the "only if" part of the result. There is no loss of generality in assuming that $w_{0}=0$. The functional equation in the lemma implies that

$$
\begin{equation*}
v_{m}=\sum_{n=1}^{\infty} v_{m+n} w_{n}^{*}, \quad m=0,1, \ldots \tag{2.5}
\end{equation*}
$$

with

$$
w_{n}^{*}=\sum_{k=1}^{\infty} 2^{-k} w_{n}^{(k)}, \quad n=1,2, \ldots
$$

where $\left\{w_{n}^{(k)}\right\}$ is the $k$-fold convolution of $\left\{w_{n}\right\}$ with itself. There exists then some $n_{0}>0$ such that $w_{n}^{*}>0$ for all $n \geq n_{0}$. Substituting for $v_{m+n}, n=1,2, \ldots, n_{0}-1$ in (2.5) successively (when $n_{0}>1$ ), we can get from (2.5)

$$
\begin{equation*}
v_{m}=\sum_{n=n_{0}}^{\infty} v_{m+n} \hat{w}_{n}, \quad m=0,1, \ldots \tag{2.6}
\end{equation*}
$$

with $\hat{w}_{n}>0, n=n_{0}, n_{0}+1, \ldots$ (2.6) implies that $v_{n}>0$ for all $n$. (Note that here $v_{m}=0 \Leftrightarrow v_{n}=0$ for all $n>m$.) Define a sequence of exchangeable random variables $\left\{X_{n}: n=1,2, \ldots\right\}$ such that

$$
\begin{aligned}
P\left\{X_{1}=x_{1}, \ldots, X_{n}=x_{n}\right\}= & \frac{v_{x_{1}+\cdots+x_{n}}}{v_{0}} \hat{w}_{x_{1}} \ldots \hat{w}_{x_{n}}, \quad x_{i} \geq n_{0}, \\
& i=1,2, \ldots, n ; \quad n=1,2, \ldots .
\end{aligned}
$$

We have then, in view of de Finetti's theorem, that for all $x, y \in\left\{n_{0}, n_{0}+1, \ldots\right\}$,

$$
\begin{aligned}
0= & \frac{1}{v_{0}}\left\{v_{(x+y)+(x+y)}-2 v_{(x+y)+x+y}+v_{x+y+x+y}\right\} \\
= & \mathrm{E}\left\{\left(\left(P\left\{X_{1}=x+y \mid \mathscr{T}\right\} / \hat{w}_{x+y}\right)\right.\right. \\
& \left.\left.-\left(P\left\{X_{1}=x \mid \mathscr{T}\right\} / \hat{w}_{x}\right)\left(P\left\{X_{1}=y \mid \mathscr{T}\right\} / \hat{w}_{y}\right)\right)^{2}\right\}
\end{aligned}
$$

where $\mathscr{T}$ is the tail $\sigma$-field of $\left\{X_{n}\right\}$. Hence, it follows that

$$
\begin{aligned}
& \left(P\left\{X_{1}=x \mid \mathscr{T}\right\} / \hat{w}_{x}\right)\left(P\left\{X_{1}=y \mid \mathscr{T}\right\} / \hat{w}_{y}\right) \\
& \quad=P\left\{X_{1}=x+y \mid \mathscr{T}\right\} / \hat{w}_{x+y}, x, y=n_{0}, n_{0}+1, \ldots, \text { a.s. }
\end{aligned}
$$

which implies that there exists a positive real number $b$ such that

$$
\begin{equation*}
P\left\{X_{1}=x \mid \mathscr{T}\right\} / \hat{w}_{x}=b^{x}, \quad x=n_{0}, n_{0}+1, \ldots, \text { a.s } . \tag{2.7}
\end{equation*}
$$

with $\sum_{n=n_{0}}^{\infty} \hat{w}_{n} b^{n}=1$. (Note that $b$ is unique.) From (2.6) and (2.7), we get that

$$
\frac{v_{x}}{v_{0}}=b^{x}, \quad x=0,1, \ldots
$$

which implies, in view of (2.2), that $\sum_{n=0}^{\infty} w_{n} b^{n}=1$; consequently we have the required result.

The above proof simplifies slightly if the assumptions of Shanbhag's lemma are met. With minor alterations in the proof, one could also produce a proof based on de Finetti's theorem for Corollary 3; further details in this respect will be available from a forthcoming article of the authors.

The next result that we need is Theorem 3 given below; in the statement of the theorem, we assume the following definition.

Definition. Let $X$ be a real-valued random variable with $\mathrm{E}\left(X^{+}\right)<\infty$. Define a real-valued Borel measurable function $s$ on $\mathbf{R}$ satisfying $s(x)=\mathrm{E}\{X-x \mid X \geq x\}$ for all $x$ such that $P\{X \geq x\}>0$. This function is called the mean remaining life function (m.r.l. function for short).

The restriction of the m.r.l. to $(-\infty, b)$ where $b$ is the right extremity of the distribution of $X$ is clearly left continuous and hence is determined by its knowledge on a dense subset of $(-\infty, b)$.

Theorem 3. Let $b(\leq \infty)$ denote the right extremity of the distribution function (d.f.) $F$ of a random variable $X$ with $\mathrm{E}\left(X^{+}\right)<\infty$ and let $s$ be its m.r.l. function. Further, let $A=\left\{y: \lim _{x \uparrow y} s(x)\right.$ exists and equals 0$\}$. Then $b=\infty$ if $A$ is empty and $b=\inf \{y: y \in A\}$ if $A$ is non-empty. Moreover, for every $-\infty<y<x<b$

$$
\begin{equation*}
\frac{1-F(x-)}{1-F(y-)}=\frac{s(y)}{s(x)} \exp \left\{-\int_{y}^{x} \frac{\mathrm{~d} z}{s(z)}\right\} \tag{2.8}
\end{equation*}
$$

and for every $-\infty<x<b, 1-F(x-)$ is given by the limit of the right-hand side of (2.8) as $y \rightarrow-\infty$.

For a proof for Theorem 3 as well as some other interesting properties of the m.r.l. function, see Kotz and Shanbhag (1980) or Rao and Shanbhag (1994).

## 3. Characterizations based on order statistics

Ferguson (1964, 1965) and Crawford (1966) were among the earliest authors who characterized geometric and exponential distributions via properties of order
statistics. They showed that if $X$ and $Y$ are independent nondegenerate random variables, then $\min \{X, Y\}$ is independent of $X-Y$ if and only if for some $\alpha>0$ and $\beta \in \mathbf{R}$, we have $\alpha(X-\beta)$ and $\alpha(Y-\beta)$ to be either both exponential or both geometric (in the usual sense). Using effectively the strong memoryless property characterization of the geometric and exponential distributions, Rao and Shanbhag (1994; pp. 196-197) have essentially established the following extended version of the Ferguson-Crawford result.

Theorem 4. Let $X$ and $Y$ be as in the Ferguson-Crawford result and $y_{0}$ be a point such that there are at least two support points of the distribution of $\min \{X, Y\}$ in $\left(-\infty, y_{0}\right]$. Let $\phi$ be a real-valued Borel measurable function on $\mathbf{R}$ such that its restriction to $\left(-\infty, y_{0}\right]$ is nonvanishing and strictly monotonic. Then $X-Y$ and $\phi(\min \{X, Y\}) I_{\left\{\min \{X, Y\} \leq y_{0}\right\}}$ are independent if and only if for some $\alpha \in(0, \infty)$ and $\beta \in \mathbf{R}, \alpha(X-\beta)$ and $\alpha(Y-\beta)$ are both exponential, or geometric on $\mathbf{N}_{0}$, in which case $X-Y$ and $\min \{X, Y\}$ are independent.

The "if" part (of the theorem) and the result that $\min \{X, Y\}$ and $X-Y$ are independent if $X$ and $Y$ are as in the "if" part are trivial. To prove the "only if" part here, one could follow Rao and Shanbhag to show first that if $P\{X \geq Y\}>0$, then the assertion implies that $l \in\left(-\infty, y_{0}\right)^{1}, P\{Y=l \mid X \geq Y$, $Y \leq y_{0} \mid<1$, and

$$
\begin{aligned}
& P\left\{X \geq Y+x \mid X \geq Y, Y \leq y_{0}\right\} \\
& \quad=P\left\{X \geq^{*} l+x \mid X \geq^{*} l\right\}, \quad x \in \mathbf{R}_{+}
\end{aligned}
$$

where $l$ is the left extremity of the distribution of $Y$ and " $\geq$ " denotes " $\geq$ " if $l$ is a discontinuity point of the distribution of $Y$ and it denotes " $>$ " otherwise. Observe now that if $P\{Y=l\}=0$, then, unless $P\{X=l\}=0$, we have

$$
\begin{aligned}
& P\{X-Y<0\}=P\{X-Y<0 \mid \min \{X, Y\}=l\} \\
& \quad=P\{X-Y<0 \mid X=l\}=P\{Y>l\}=1
\end{aligned}
$$

contradicting the condition that $P\{X \geq Y\}>0$. In view of the observation that we have made in Section 2 on Corollary 2, we may then appeal to Corollary 2 to have that the conditional distribution of $X-l$ given that $X \geq l$ is exponential if the conditional distribution of $Y-l$ given that $Y \leq y_{0}$ is nonarithmetic, and that of $\lambda[(X-l) / \lambda]$ given that $X \geq l$, where $[\cdot]$ denotes the integral part, is geometric on $\{0, \lambda, 2 \lambda, \ldots\}$ if the conditional distribution of $Y-l$ given that $Y \leq y_{0}$ is arithmetic with span $\lambda$. This, in turn, implies, because of the "independence" condition in the assertion, that the left extremity of the distribution of $X$ is less than or equal to that of $Y$ and that $P\{Y \geq X\}>0$. Hence, by symmetry, a further result with the places of $X$ and $Y$ interchanged (and the obvious notational change in $l$ ) follows, and one is then led to the result sought.

[^1]Rao and Shanbhag (1994, p. 197) have effectively observed the following two simple corollaries of Theorem 4; the latter of these two results essentially extends a result of Fisz (1958).

Corollary 4. If in Theorem $4, X$ and $Y$ are additionally assumed to be identically distributed, then the assertion of the theorem holds with $|X-Y|$ in place of $X-Y$.

Proof. The corollary follows on noting that, under the assumptions, for any $y \in \mathbf{R},|X-Y|$ and $\phi(\min \{X, Y\}) I_{\{\min \{X, Y\} \leq y\}}$ are independent if and only if $X-Y$ and $\phi(\min \{X, Y\}) I_{\{\min (X, Y) \leq y\}}$ are independent.

Corollary 5. Let $X$ and $Y$ be two i.i.d. nondegenerate positive random variables and $y_{0}$ be as defined in Theorem 4. Then $\min \{X, Y\} / \max \{X, Y\}$ and $\min \{X, Y\} I_{\left\{\min (X, Y) \leq y_{0}\right\}}$ are independent if and only if for some $\alpha>0$ and $\beta \in \mathbf{R}, \alpha(\log X-\beta)$ is either geometric or exponential.

Proof. Define $X^{*}=\log X, Y^{*}=\log Y$ and $y_{0}^{*}=\log y_{0}$. (Note that $y_{0}$ here has to be positive.) Noting that $-\log (\min \{X, Y\} / \max \{X, Y\})=\left|X^{*}-Y^{*}\right|$ and
$\min \{X, Y\} I_{\left\{\log (\min \{X, Y\}) \leq \log \mathscr{y}_{0}\right\}}=\exp \left\{\min \left\{X^{*}, Y^{*}\right\}\right\} I_{\left\{\min \left\{X^{*}, Y^{*}\right\} \leq \nu_{0}^{*}\right\}}$
we can hence get the result from Corollary 4.
Remarks 1. (i) If we replace in Corollary 5, the condition on the existence of $y_{0}$ by that there exists a point $y_{0}^{\prime}$ such that there are at least two support points of the distribution of $\max \{X, Y\}$ in $\left[y_{0}^{\prime}, \infty\right)$, then the assertion of the corollary with $\min \{X, Y\} I_{\left\{\min \{X, Y\} \leq y_{0}\right\}}$ replaced by $\max \{X, Y\} I_{\left\{\max \{X, Y\} \geq y_{0}^{\prime}\right\}}$ and $\log X$ replaced by $-\log X$ holds. This follows because $\min \left\{X^{-1}, Y^{-1}\right\}=(\max \{X, Y\})^{-1}$ and $\max \left\{X^{-1}, Y^{-1}\right\}=(\min \{X, Y\})^{-1}$. The result that is observed here is indeed a direct extension of Fisz's (1958) result, and it is yet another result mentioned in Rao and Shanbhag (1994). (Fisz characterizes the distribution in question via the independence of $\max \{X, Y\} / \min \{X, Y\}$ and $\max \{X, Y\}$.)
(ii) Under the assumptions in Theorem 4, the condition that $X-Y$ and $\phi(\min \{X, Y\}) I_{\left\{\min \{X, Y\} \leq y_{0}\right\}}$ be independent is clearly equivalent to that for each $y \in\left(-\infty, y_{0}\right], X-Y$ be independent of $I_{\{\min \{X, Y\} \leq y\}}$. (The remark with $X-Y$ replaced by $|X-Y|$ applies to Corollary 4, i.e. when we have the assumptions as in the corollary.)
(iii) Theorem 4 remains valid if the "independence" condition appearing in the assertion is replaced by that conditional upon $\min \{X, Y\} \in\left(-\infty, y_{0}\right], X-Y$ and $\min \{X, Y\}$ are independent. (The corresponding remark in the case of Corollary 4 is now obvious.)
(iv) If the assumptions in Theorem 4 are met with $P\{X \geq Y\}>0$, then on modifying slightly, the Rao-Shanbhag argument that we have referred to in the proof of the theorem proves that conditionally upon $\min \{X, Y\} \in\left(-\infty, y_{0}\right]$, $\left(I_{\{X=Y\}},(X-Y)^{+}\right)$and $\min \{X, Y\}$ are independent only if $l \in\left(-\infty, y_{0}\right)$, the conditional distribution of $X-l$ given that $X \geq l$ is exponential if the conditional
distribution of $Y-l$ given that $Y \leq y_{0}$ is nonarithmetic, and that of $\lambda\left[\frac{X-l}{\lambda}\right]$ given that $X \geq l$ is geometric on $\{0, \lambda, 2 \lambda, \ldots\}$ if the conditional distribution of $Y-l$ given that $Y \leq y_{0}$ is arithmetic with span $\lambda$, where $l$ is the left extremity of the distribution of $Y$ and $[\cdot]$ denotes the integral part.
(v) The version of Theorem 4 with $\min \{X, Y\}$ in place of $\phi(\min \{X, Y\})$ holds if in place of "two support points" we take "two nonzero support points" or in place of "there are $\ldots$ in $\left(-\infty, y_{0}\right)$ " we take "the left extremity of the distribution of $\min \{X, Y\}$ is nonzero and is less than $y_{0}$ ". The result in (iii) above and that mentioned here are essentially variations of Theorem 8.2.1 of Rao and Shanbhag (1994). (Incidentally, the cited result of Rao and Shanbhag requires a minor notational alteration such as the one where " $(1, \min \{X, Y\}) I_{\left\{\min \{X, Y\} \leq y_{0}\right\}}$ " appears in place of " $\min \{X, Y\} I_{\left\{\min \{X, Y\} \leq y_{0}\right\}}$ ".)

There is an interesting variant of Theorem 4; Rossberg (1972), Ramachandran (1980), Rao (1983), Lau and Ramachandran (1991), and Rao and Shanbhag (1994) among others have produced versions of this theorem. A special case of this result for $n=2$ was given in a somewhat restricted form by Puri and Rubin (1970); see also Lau and Rao (1982), Stadje (1994) and Rao and Shanbhag (1995a) for comments and extensions on the Puri-Rubin (1970) result. We give this variant as our next theorem and show that it is also linked with the strong memoryless property characterization of the exponential and geometric distributions.

Theorem 5. Let $n \geq 2$ and $X_{1}, \ldots, X_{n}$ be i.i.d. random variables with d.f. $F$ that is not concentrated on $\{0\}$. Further, let $X_{1: n} \leq \cdots \leq X_{n: n}$ denote the corresponding order statistics. Then, for some $1 \leq i<n$,

$$
\begin{equation*}
X_{i+1: n}-X_{i: n} \stackrel{d}{=} X_{1: n-i}, \tag{3.1}
\end{equation*}
$$

where $X_{1: n-i}=\min \left\{X_{1}, \ldots, X_{n-i}\right\}$, if and only if one of the following two conditions holds:
(i) $F$ is exponential.
(ii) $F$ is concentrated on some semilattice of the form $\{0, \lambda, 2 \lambda, \ldots\}$ with $F(0)=\alpha$ and $F(j \lambda)-F((j-1) \lambda)=(1-\alpha)(1-\beta) \beta^{i-1}$ for $j=1,2, \ldots$ for some $\alpha \in\left(0,\binom{n}{i}^{-1 / i}\right]$ and $\beta \in[0,1)$ such that $P\left\{X_{i+1: n}>X_{i: n}\right\}=(1-\alpha)^{n-i}$ (which holds with $\alpha=\binom{n}{i}^{-1 / i}$ or $\beta=0$ if and only if

$$
F(0)-F(0-)=\binom{n}{i}^{-1 / i}
$$

and

$$
F(\lambda)-F(\lambda-)=1-\binom{n}{i}^{-1 / i}
$$

for some $\lambda>0$ ). (The existence of cases $\beta>0$ can easily be verified.)

Note that (3.1) is equivalent to the assertion that $P\left\{X_{i+1: n}>X_{i: n}\right\}$ $=P\left\{X_{1: n-i}>0\right\}$ and we have independent nonnegative nondegenerate random variables $Y$ and $Z$ such that

$$
P\{Y>Z+y \mid Y>Z\}=P\{Y>y \mid Y>0\}, \quad y \in \mathbf{R}_{+}
$$

with $Y \stackrel{d}{=} X_{1: n-i}$ and $Z \stackrel{d}{=} X_{i: i}$ (in obvious notation). For nonnegative nondegenerate independent random variables $Y_{1}$ and $Y_{2}$ with supports of their distributions to be equal, we have

$$
P\left\{Y_{1}>Y_{2}+y \mid Y_{1}>Y_{2}\right\}=P\left\{Y_{1}>y \mid Y_{1}>0\right\}, \quad y \in \mathbf{R}_{+}
$$

if and only if the conditional distribution of $Y_{1}$ given that $Y_{1}>0$ is either exponential or geometric on $\{\lambda, 2 \lambda, \ldots\}$ for some $\lambda>0$ or degenerate at some positive point. If $F$ is of the form

$$
F=\alpha F_{1}+(1-\alpha) F_{2}
$$

with $F_{1}$ as degenerate at the origin and $F_{2}$ as either exponential or geometric on $\{\lambda, 2 \lambda, \ldots\}$ or degenerate at a positive point, then it is easily seen that $P\left\{X_{i+1: n}>X_{i: n}\right\}=P\left\{X_{1: n-i}>0\right\}$ if and only if either $\alpha=0$ and $F$ is exponential or $\alpha \in\left(0,\binom{n}{i}^{-1 / i}\right]$ and $F$ is as in (ii) in the statement of the theorem. In view of what we have observed here, the theorem is then obvious.

The following two remarks are taken from Rao and Shanbhag (1995a). These explain respectively as to how the existence of $\beta>0$ in the theorem above (i.e., Theorem 5) follows and how the recent result of Stadje (1994) is a corollary to the theorem.

Remark 2. Suppose we consider a family of the distributions of the form in (ii), but not necessarily satisfying the condition that $P\left\{X_{i+1: n}>X_{i: n}\right\}=(1-\alpha)^{n-i}$. Then, if we take a fixed $\beta \in(0,1)$ and allow $\alpha$ to vary, we get for a sufficiently small $\alpha, P\left\{X_{i+1: n}>X_{i: n}\right\}<(1-\alpha)^{n-i}$, and for $\alpha=\binom{n}{i}^{-1 / i}$, we get $P\left\{X_{i+1: n}>X_{i: n}\right\}>(1-\alpha)^{n-i}$; since we have now $P\left\{X_{i+1: n}>X_{i: n}\right\}$ to be a continuous function of $\alpha$, we have the existence of an $\alpha$ value such that $P\left\{X_{i+1: n}>X_{i: n}\right\}=(1-\alpha)^{n-i}$. This proves that the claim made by us under brackets immediately after the statement of the theorem is justified.

Remark 3. If $n=2$ and $i=1$, we get $\binom{n}{i}^{-1 / i}=1 / 2$. In this case, if neither $\alpha=1 / 2$ nor $\beta=0$, we get $P\left\{X_{i+1: n}>X_{i: n}\right\}=1-P\left\{X_{1}=X_{2}\right\}=\{2(1-\alpha)(\alpha+\beta)\} /$ $(1+\beta)$; consequently we have here $P\left\{X_{i+1: n}>X_{i: n}\right\}=(1-\alpha)^{n-i}$, i.e. the probability to be equal to $1-\alpha$, if and only if $\beta=1-2 \alpha$. One can hence see as to how Stadje's result follows as a corollary to Theorem 5.

The sketch of the argument that we have produced above to see the validity of Theorem 5 tells us further that the following theorem holds. Arnold and Ghosh (1976) and Arnold (1980) have dealt with specialized versions of this result; see, also, Zijlstra (1983) and Fosam et al. (1993) for further specialized versions and some comments on the earlier literature.

Theorem 6. Let $n \geq 2$ and $X_{1}, \ldots, X_{n}$ be nondegenerate i.i.d. random variables with d.f. $F$. Also, let $X_{1: n}, \ldots, X_{n: n}$ be order statistics as in Theorem 5. Then, for some $i \geq 1$, the conditional distribution of $X_{i+1: n}-X_{i: n}$ given that $X_{i+1: n}-X_{i: n}>0$ is the same as the distribution of $X_{1: n-i}$, where $X_{1: n-i}$ is as defined in Theorem 5 if and only if $F$ is either exponential, or, for some $\lambda>0$, geometric on $\{\lambda, 2 \lambda, \ldots\}$.

The next two theorems are in the same spirit as Theorem 6 and extend slightly the results given in Fosam and Shanbhag (1994). Once again these results follow as corollaries to the strong memoryless property characterization of the exponential and geometric distributions. The results given in Fosam and Shanbhag (1994) and hence so also the theorems given here, in turn, subsume the specialized results given by Liang and Balakrishnan (1992, 1993).

Theorem 7. Let $n \geq 2$ and $1 \leq k \leq n-1$ be integers and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent positive random variables such that $P\left\{Y_{1}>Y_{2}>\cdots>Y_{n}\right\}>0$ and for each $i=1,2, \ldots, k$, the conditional distribution of $Y_{i+1}$ given that $Y_{i+1}>Y_{i+2}>\cdots>Y_{n}$ be nonarithmetic. (The condition on $Y_{i}$ 's is clearly met if $Y_{i}$ 's are independent positive random variables such that for each $i=2, \ldots, n$ and $y>0, P\left\{Y_{i}>y\right\}>0$.) Then

$$
\begin{align*}
& P\left\{Y_{i}-Y_{i+1}>y \mid Y_{1}>Y_{2}>\cdots>Y_{n}\right\}= P\left\{Y_{i}>y \mid Y_{1}>Y_{2}>\cdots>Y_{i}\right\} \\
& y>0 ; \quad i=1,2, \ldots, k \tag{3.2}
\end{align*}
$$

(where the right-hand side of the identity is to be read as $P\left\{Y_{1}>y\right\}$ for $i=1$ ) if and only if $Y_{i}, i=1,2, \ldots, k$, are exponential random variables. (The result also holds if " $>$ " in (3.2) is replaced by " $\geq$ " with " $Y_{1}>Y_{2}>\cdots>Y_{n}$ " and " $Y_{i+1}>Y_{i+2}>\cdots>Y_{n}$ " in the assumptions replaced respectively by " $Y_{1} \geq Y_{2} \geq \cdots \geq Y_{n}$ " and " $Y_{i+1} \geq Y_{i+1} \geq \cdots \geq Y_{n}$ ".)

Proof. Defining for each $i=1,2, \ldots, k, X^{(i)}$ and $Y^{(i)}$ to be independent positive random variables with distribution functions $P\left\{Y_{i} \leq x \mid Y_{1}>Y_{2}>\cdots>Y_{i}\right\}$, $x \in \mathbf{R}_{+}$and $P\left\{Y_{i+1} \leq x \mid Y_{i+1}>Y_{i+2}>\cdots>Y_{n}\right\}, x \in \mathbf{R}_{+}$, we see that (3.2) can be rewritten as

$$
P\left\{X^{(i)}>Y^{(i)}+x \mid X^{(i)}>Y^{(i)}\right\}=P\left\{X^{(i)}>x\right\}, \quad x>0 ; i=1,2, \ldots, k
$$

Consequently, in view of the strong memoryless characterization of the exponential distributions, it follows that (3.2) is valid if and only if the distribution functions $P\left\{Y_{i} \leq x \mid Y_{1}>Y_{2}>\cdots>Y_{i}\right\}, x \in \mathbf{R}_{+}$, are those corresponding to exponential random variables for $i=1,2, \ldots, k$. It is easy to see inductively that we have the distribution functions $P\left\{Y_{i} \leq x \mid Y_{1}>Y_{2}>\ldots>Y_{i}\right\}, x \in \mathbf{R}_{+}$, for $i=1,2, \ldots, k$ as those corresponding to exponential distributions if and only if the random variables $Y_{1}, \ldots, Y_{k}$ are exponential. Hence we have the theorem.

Theorem 8. Let $n \geq 2$ and $1 \leq k \leq n-1$ be integers and $Y_{1}, Y_{2}, \ldots, Y_{n}$ be independent nonnegative integer-valued random variables such that
$P\left\{Y_{1} \geq Y_{2} \geq \cdots \geq Y_{n}\right\}>0$ and for each $i=1,2, \ldots, k$, the conditional distribution of $Y_{i+1}$ given $Y_{i+1} \geq Y_{i+2} \geq \cdots \geq Y_{n}$ be arithmetic with span 1. Also, let

$$
P\left\{Y_{i+1}=0 \mid Y_{1} \geq Y_{2} \geq \cdots \geq Y_{n}\right\}<1, \quad i=1,2, \ldots, k
$$

(The conditions on $Y_{i}$ 's are clearly met if $Y_{i}$ 's are independent nonnegative integervalued random variables such that $P\left\{Y_{1} \geq 1\right\}>0, P\left\{Y_{i}=1\right\}>0$ for $2 \leq i \leq k+j$ and $P\left\{Y_{i}=0\right\}>0$ for $k+j<i \leq n$ for some $j \geq 1$.) Then

$$
\begin{array}{r}
P\left\{Y_{i}-Y_{i+1} \geq y \mid Y_{1} \geq Y_{2} \geq \cdots \geq Y_{n}\right\}=P\left\{Y_{i} \geq y \mid Y_{1} \geq Y_{2} \geq \cdots \geq Y_{i}\right\} \\
y=0,1, \ldots ; \quad i=1,2, \ldots, k \tag{3.3}
\end{array}
$$

(where the right-hand side of the identity is to be read as $P\left\{Y_{1} \geq y\right\}$ for $i=1$ ) if and only if $Y_{i}, i=1,2, \ldots, k$, are geometric random variables.

Theorem 8 follows essentially via the argument in the proof of Theorem 7 but with "geometric" in place of "exponential".

Remarks 4. (i) As observed by Fosam and Shanbhag (1994), the specialized version of Theorem 7 given by them subsumes the "only if" part (i.e. the major part) of the Liang-Balakrishnan (1992) theorem; note that if $X$ and $Y$ are independent positive random variables such that 0 is a cluster point of the distribution of $Y$, then, conditionally upon $X>Y$, the random variables $X-Y$ and $Y$ are independent only if

$$
\left.\begin{array}{rl}
P\{X>Y+x \mid X>Y\} & (
\end{array}=\lim _{y \leq 0} P\{X>Y+x \mid X>Y, Y \leq y\}\right) ~ 子, ~ x \in(0, \infty) . ~ \$ ~=P\{X>x\}, \quad x
$$

Consequently, it follows that under the weaker assumption in the FosamShanbhag result in place of its original assumption, the Liang-Balakrishnan theorem holds. This improved theorem also holds if $A$ is replaced by $A^{*}=\left\{Y_{1} \geq Y_{2} \geq \cdots \geq Y_{n}\right\}$.
(ii) If $X$ and $Y$ are independent nonnegative integer-valued random variables such that $P\{Y=0\}>0$, then, conditionally upon $X \geq Y$, the random variables $X-Y$ and $Y$ are independent only if

$$
\begin{aligned}
P\{X \geq Y+x \mid X \geq Y\} & (=P\{X \geq Y+x \mid X \geq Y, Y=0\}) \\
& =P\{X \geq x\}, \quad x=0,1, \ldots
\end{aligned}
$$

In view of this, we have that comments analogous to those on the Liang-Balakrishnan (1992) theorem (but with Theorem 8 in place of Theorem 7) also apply to the Liang-Balakrishnan (1993) theorem. (Note that in this latter case, we restrict ourselves to the independence conditionally upon $A^{*}$, where $A^{*}$ is as in (i)).
(iii) Under a somewhat more complicated assumption, it can be shown that the equation (3.3) with " $\geq$ " replaced by " $>$ " leads us to characterizations of shifted geometric distributions.

Before discussing further results that are linked with Corollary 2, let us give the next general result. This latter result could be viewed as one of the important tools in the remainder of the present study:

Theorem 9. Let $Y$ and $Z$ be independent random variables with distributions such that the corresponding supports are equal and $Y$ is continuous. Further, let $\phi$ be a nonarithmetic (or nonlattice) real monotonic function on $\mathbf{R}_{+}$such that $\mathrm{E}(|\phi(Y-Z)|)<\infty$. Then, for some constant $c \neq \phi(0+)$,

$$
\begin{equation*}
\mathrm{E}\{\phi(Y-Z) \mid Y \geq Z, Z\}=c \quad \text { a.s. } \tag{3.4}
\end{equation*}
$$

if and only if $Y$ is exponential, upto a change of location. (By the conditional expectation in (3.4), we really mean the one with $I_{\{Y \geq Z\}}$ in place of $Y \geq Z$, the assertion of the theorem also holds if " $Y \geq Z$ " is replaced by " $Y>Z$.")

Under the stated assumptions in Theorem 9, we have (3.4) to be equivalent to

$$
\begin{equation*}
\mathrm{E}\{\phi((Y-z)+) \mid Y \geq z\}=c \quad \text { for each } z \in \operatorname{supp}[G] \text { with } P\{Y \geq z\}>0 \tag{3.5}
\end{equation*}
$$

where $G$ is the d.f. of $Y$. If $z_{1}, z_{2} \in \operatorname{supp}[G]$ such that $z_{1}<z_{2}$ with $P\left\{Y \geq z_{1}\right\}=P\left\{Y \geq z_{2}\right\}>0$, then, from (3.5), it easily follows that the equation in it holds for each $z \in\left[z_{1}, z_{2}\right]$; consequently, we see that (3.5) is equivalent to the assertion obtained from it by deleting " $\in$ supp $[G]$ " and we get Theorem 9 as a consequence of Corollary 2 . (One could also arrive at the result directly without appealing to Corollary 2, from Theorem 1.)

Corollary 6. Let $F$ be continuous and, as before, let $X_{1: n}, \ldots, X_{n: n}$ for $n \geq 2$ be $n$ ordered observations based on a random sample of size $n$ from $F$. Further, let $i$ be a fixed positive integer less than $n$ and $\phi$ be a nonarithmetic (or nonlattice) real monotonic function on $\mathbf{R}_{+}$such that $\mathrm{E}\left(\left|\phi\left(X_{i+1: n}-X_{i: n}\right)\right|\right)<\infty$. Then, for some constant $c \neq \phi(0+)$,

$$
\begin{equation*}
\mathrm{E}\left(\phi\left(X_{i+1: n}-X_{i: n}\right) \mid X_{i: n}\right)=c \quad \text { a.s. } \tag{3.6}
\end{equation*}
$$

if and only if $F$ is exponential, within a shift.
We can express (3.6) as (3.4) with $Y$ and $Z$ as independent random variables such that $Z \stackrel{d}{=} X_{i: i}$ and $Y \stackrel{d}{=} X_{1: n-i} ;$ consequently, we get Corollary 6 as a corollary to Theorem 9.

One could now raise a question as to how crucial is the assumption of continuity of $Y$ for the validity of Theorem 9. The continuity assumption (when taken in conjunction with other assumptions in the theorem) implies that

$$
\begin{equation*}
\mathrm{E}\{\phi(Y-z) \mid Y>z\}=c \quad \text { for a.a. }[G] z \in \mathbf{R} \tag{3.7}
\end{equation*}
$$

is equivalent to

$$
\begin{equation*}
\mathrm{E}\{\phi((Y-z)-) \mid Y>z\}=c \quad \text { for each } z \in \mathbf{R} \text { with } P\{Y>z\}>0 \tag{3.8}
\end{equation*}
$$

where $G$ is the d.f. of $Y$. The equivalence mentioned here (or any relevant alternative version of it) is the reason as to why one is able to get Theorem 9 via Corollary 2 or Theorem 1. Suppose we now have the assumptions in Theorem 9 met with $Y$ nondegenerate in place of continuous. Then, if $\phi$ is left continuous and satisfies the condition that

$$
\begin{align*}
G(x+\cdot)=G((y+\cdot)-) & \text { a.e. }[\|\phi(\cdot+)-\phi(0+)\|] \\
& \text { whenever } 0<G(x)=G(y-)<G(y) \tag{3.9}
\end{align*}
$$

then it easily follows that (3.7) is equivalent to (3.8); thus, we have cases other than those met in Theorem 9 under which (3.7) and (3.8) are equivalent.

Taking a clue from the observations made above and using essentially the same arguments as those that led us to Theorem 9 and Corollary 6 respectively, we can now give the following theorem and corollary. The theorem given here answers the question that we have raised above partially.

Theorem 10. Let $Y$ and $Z$ be independent nondegenerate random variables such that the corresponding distributions have the same support and the same set of discontinuity points. Let $\phi$ be a monotonic real left continuous nonconstant function on $\mathbf{R}_{+}$for which (3.9) is met (or, more generally, a monotonic real nonconstant function for which (3.7) and (3.8) are equivalent) and $\mathrm{E}(|\phi(Y-Z)|)<\infty$, where $G$ is the d.f. of $Y$. Then, for some constant $c \neq \phi(0+)$,

$$
\begin{equation*}
\mathrm{E}\{\phi(Y-Z) \mid Y>Z, Z\}=c \quad \text { a.s. } \tag{3.10}
\end{equation*}
$$

if and only if the left extremity $l$, of the distribution of $Y$ is finite, and either $\phi$ is nonarithmetic (or nonlattice) and the conditional distribution of $Y-l$ given that $Y>l$ is exponential, or for some $\lambda \geq 0, \phi$ is arithmetic (or lattice) with span $\lambda$ and the conditional survivor function, $\bar{G}_{l}$, of $Y-l$ given that $Y>l$ satisfies for some $\beta \in(0,1)$

$$
\bar{G}_{l}(x+n \lambda)=\beta^{n} \bar{G}_{l}(x), \quad x>0 ; n=0,1, \ldots
$$

Corollary 7. Let $X_{1: n}, \ldots, X_{n: n}$ be ordered observations based on a random sample of size $n(\geq 2)$ from a nondegenerate distribution with d.f. $F$. Let $1 \leq i \leq n-1$ be a given integer and $\phi$ be a monotonic real left continuous nonconstant function on $\mathbf{R}_{+}$such that $\mathrm{E}\left(\left|\phi\left(X_{i+1: n}-X_{i: n}\right)\right|\right)<\infty$ and (3.9) met with $F$ in place of $G$. Then, for some constant $c \neq \phi(0+)$

$$
\mathrm{E}\left(\phi\left(X_{i+1: n}-X_{i: n}\right) \mid X_{i+1: n}>X_{i: n}, X_{i: n}\right)=c \quad \text { a.s. }
$$

if and only if the left extremity, $l$, of $F$ is finite, and either $\phi$ is nonarithmetic (or nonlattice) and (with $X_{1} \sim F$ ) the conditional distribution of $X_{1}$ given that $X_{1}>l$ is exponential, within a shift, or for some $\lambda>0, \phi$ is arithmetic (or lattice) with
span $\lambda$ and the conditional survivor function, $\bar{F}_{l}$, of $X_{1}$ given that $X_{1}>l$ satisfies for some $\beta \in(0,1)$

$$
\bar{F}_{l}(x+n \lambda)=\beta^{n} \bar{F}_{l}(x), \quad x>l ; n=0,1,2, \ldots .
$$

Remarks 5. (i) Suppose now that the assumptions in Theorem 10 are met, but, with (3.7) and (3.8) such that " $Y \geq z$ " appears in place of " $Y>z$ " in both of them and " $\phi(\cdot+)$ " appears in place of " $\phi(\cdot-)$ " in (3.8), and with "right continuous" in place of "left continuous". Then (3.10) with " $Y>Z$ " replaced by " $Y \geq Z$ " holds if and only if $l$, the left extremity of $Y$, is finite, and $\phi$ is either nonarithmetic and $Y-l$ is exponential, or for some $\lambda>0, \phi$ is arithmetic with span $\lambda$ and for some $\beta \in(0,1)$

$$
P\{Y-l \geq x+n \hat{\lambda}\}=\beta^{n} P\{Y-l \geq x\}, \quad x \in \mathbf{R}_{+} ; n=0,1, \ldots .
$$

(This follows essentially via the same argument as in the earlier case.)
(ii) As a further corollary of Corollary 7, it follows that if $X_{1: n}, \ldots, X_{n: n}$ are as defined in Corollary 7, then conditionally upon $\left\{X_{i+1: n}>X_{i: n}\right\}$, the random variables $X_{i+1: n}-X_{i: n}$ and $X_{i: n}$ are independent if and only if conditionally upon $X_{1}>l$, the random variable $X_{1}-l$ is either exponential or geometric on $\{\lambda, 2 \lambda, \ldots\}$ for some $\lambda>0$, where $X_{1} \sim F$. This latter result gives as a corollary Rogers's (1963) extension of Fisz's result.
(iii) In view of Shanbhag's (1977) lemma, it follows that the following variant of Corollary 7 holds:

Theorem 11. Let $X_{1}$ and $X_{2}$ be i.i.d. nondegenerate integer-valued random variables with support of the type $I \cap \mathbf{Z}$ with $I$ as an interval and $\phi: \mathbf{N}_{0} \rightarrow \mathbf{R}$ a function such that $\mathrm{E}\left(\left|\phi\left(\left|X_{1}-X_{2}\right|\right)\right|\right)<\infty, \phi(1)>\phi(0)$ and $\phi(n+2)-$ $2 \phi(n+1)+\phi(n) \geq 0$ for all $n \in \mathbf{N}_{0}$ (i.e., the second differences of $\phi$ are nonnegative on $\mathbf{N}_{0}$ ). Then, for some $c$,

$$
\mathrm{E}\left(\phi\left(\left|X_{1}-X_{2}\right|\right) \mid \min \left\{X_{1}, X_{2}\right\}\right)=c \quad \text { a.s. }
$$

if and only if $X_{1}$ is geometric, but for a shift. (For a proof of the theorem, see Rao and Shanbhag (1994, pp. 200-201).)
(iv) Specialized versions of Corollary 6 and Theorem 11 have appeared in Beg and Kirmani (1979), and Kirmani and Alam (1980) respectively. (See, also Rao and Shanbhag (1986).) Corollary 7 is essentially due to Rao and Shanbhag (1994).
(v) Let $X_{1: n} \leq \cdots \leq X_{n: n}$ denote the $n$ ordered observations in a random sample of size $n(\geq 2)$ from a nondegenerate d.f. $F$ concentrated on $\mathbf{N}_{0}$. Arnold (1980) effectively raised the question as to whether the independence of $X_{2: n}-X_{1: n}$ and the event $\left\{X_{1: n}=m\right\}$ for a fixed $m \geq 1$, when obviously $F(m)-F(m-)>0$, implies that $F$ is geometric (possibly within a shift or a change of scale). Some partial results on the conjecture have appeared in Sreehari (1983) and Alzaid et al. (1988).

However, that the conjecture in its existing form is false is shown by the following example.

Example. Let $m$ be a positive integer and for each $c \in(0,1)$, let $f^{(c)}:(0,1) \rightarrow$ $(0, \infty)$ such that

$$
f^{(c)}(q)=q^{-m}\left\{\frac{1}{1-q^{2}}+\frac{1}{1-c}\right\}, \quad q \in(0,1)
$$

Note that for each $c$,

$$
\lim _{q \downarrow 0} f^{(c)}(q)=\lim _{q \uparrow 1} f^{(c)}(q)=\infty
$$

Also, we have for each $c, f^{(c)}(q)$ to be strictly decreasing when $q \in\left(0, \sqrt{\frac{m}{m+2}}\right.$, and for each $c \in(0,1 / 2], f^{(c)}(q)$ to be strictly increasing in $q$ when $q \in\left[\sqrt{\frac{m}{m+1}}, 1\right)$; this could be verified by obtaining the derivative of $f^{(c)}(q)$ with respect to $q$ and observing that this is uniformly negative and (for $c \in\left(0, \frac{1}{2}\right)$ uniformly positive respectively, on the intervals in question. Consequently, for a sufficiently small $c$,

$$
\lim _{q \downarrow c} f^{(c)}(c / q)>f^{(c)}\left(c / \sqrt{\frac{m}{m+1}}\right)>f^{(c)}\left(\sqrt{\frac{m}{m+1}}\right)
$$

As $f^{(c)}$ is continuous for each $c$, it then follows that for a sufficiently small $c$, we have a $q \in\left(c, c / \sqrt{\frac{m}{m+1}}\right]$ such that

$$
f^{(c)}(q)=f^{(c)}(c / q)
$$

with $q \neq c / q$. Hence, it follows that we can find distinct $q_{1}, q_{2} \in(0,1)$ such that

$$
q_{1}^{-m}\left\{\frac{1}{1-q_{1}^{2}}+\frac{1}{1-q_{1} q_{2}}\right\}=q_{2}^{-m}\left\{\frac{1}{1-q_{2}^{2}}+\frac{1}{1-q_{1} q_{2}}\right\}
$$

Suppose now that $X_{1}$ and $X_{2}$ are independent identically distributed random variables such that

$$
P\left\{X_{1}=j\right\}=\left(q_{1}^{j}+q_{2}^{j}\right) /\left\{\left(1-q_{1}\right)^{-1}+\left(1-q_{2}\right)^{-1}\right\}, \quad j=0,1, \ldots
$$

It is then a simple exercise to check that

$$
\begin{aligned}
& P\left\{\left|X_{1}-X_{2}\right|=j, \min \left\{X_{1}, X_{2}\right\}=m\right\} \\
& \quad=P\left\{\left|X_{1}-X_{2}\right|=j\right\} P\left\{\min \left\{X_{1}, X_{2}\right\}=m\right\}, \quad j=0,1, \ldots,
\end{aligned}
$$

implying that the conjecture is false.
There are characterization results based on order statistics, which are arrived at in the literature via techniques different from those we have used so far in the present study. We give below three such results. These results follow respectively via Theorem 2, Theorem 3 and essentially the technique that we have used immediately above the statement of Theorem 3, to prove Corollary 1 (together with
a certain uniqueness property appearing in Rao and Shanbhag (1995b). The details of the existing literature on these results could be found in Kagan, Linnik and Rao (1973), Rao and Shanbhag (1994), and Rao and Shanbhag (1995b); note, in particular, that Theorem 12 is essentially due to Rao and Shanbhag (1994) and it extends a result of Shimizu, and Theorem 14 is due to Rao and Shanbhag (1995b) and it deals with a conjecture of Dufour. (A special case of Theorem 14 was established earlier by Leslie and van Eeden (1993).)

Theorem 12. Let $X_{1}, \ldots, X_{n}, n \geq 2$, be i.i.d. positive random variables and $a_{1}, \ldots, a_{n}$ be positive real numbers not equal to 1 , such that the smallest closed subgroup of $\mathbf{R}$ containing $\log a_{1}, \ldots, \log a_{n}$ equals $\mathbf{R}$ itself. Then, in obvious notation, for some $\mathrm{m} \geq 1$

$$
\begin{equation*}
\min \left\{X_{1} a_{1}, \ldots, X_{n} a_{n}\right\} \stackrel{d}{=} X_{1: m} \tag{3.11}
\end{equation*}
$$

if and only if the survivor function of $X_{1}$ is of the form

$$
\begin{equation*}
\bar{F}(x)=\exp \left\{-\lambda_{1} x^{x_{1}}-\lambda_{2} x^{\alpha_{2}}\right\}, \quad x \in \mathbf{R}_{+} \tag{3.12}
\end{equation*}
$$

with $\lambda_{1}, \lambda_{2} \geq 0, \lambda_{1}+\lambda_{2}>0$ and $\alpha_{r}(r=1,2)$ as positive numbers such that $\sum_{i=1}^{n} a_{i}^{-\alpha_{r}}=m$. (If $\alpha_{1}=\alpha_{2}$, the distribution corresponding to (3.12) is Weibull.)

The theorem is an obvious consequence of Theorem 2 since, defining $\bar{F}$ to be the survivor function of $X_{1}$, we have (3.11) to be equivalent to

$$
\prod_{i=1}^{n} \bar{F}\left(x / a_{i}\right)=(\bar{F}(x))^{m}, x \in \mathbf{R}_{+}
$$

which implies, in view of the assumption in the theorem (i.e. in Theorem 12) on $a_{i}$ 's and $X_{i}$ 's, that $\bar{F}$ is nonvanishing on $\mathbf{R}_{+}$with $\bar{F}(0+)(=\bar{F}(0))=1$; note that the "if" part of the result here is trivial and hence it is sufficient if we prove its "only if" part.

Theorem 13. Let $F$ be a continuous d.f. with finite mean and $X_{1: n}, \ldots, X_{n: n}$ be the ordered observations based on a random sample of size $n(\geq 2)$ from it. Then, for some $1 \leq i<n$

$$
\begin{equation*}
\mathrm{E}\left(X_{i: n} \mid X_{i+1: n}=x\right)=a x-b \quad \text { for almost all }[F] x \in \mathbf{R} . \tag{3.13}
\end{equation*}
$$

only if $a>0$ and the d.f. has the following form, to within a shift and a change of scale:
(i) $F(x)=\mathrm{e}^{x}$ for $x \leq 0$ if $a=1$.
(ii) $F(x)=x^{\theta} \quad$ for $x \in[0,1]$ if $a \in(0,1)$.
(iii) $F(x)=(-x)^{\theta} \quad$ for $x \leq-1$ if $a>1$, where $\theta=a[i(1-a)]^{-1}$.

As (3.13) implies that

$$
\begin{equation*}
\frac{\int_{-\infty}^{x} y F^{i}(\mathrm{~d} y)}{(F(x))^{i}}=a x-b, \quad x \in(l, \infty) \cap \operatorname{supp}[F] \tag{3.14}
\end{equation*}
$$

where $l$ is the left extremity of $F$, and the left hand side of the equation in (3.14) is an increasing nonconstant function on $(l, \infty) \cap \operatorname{supp}[F]$, it follows that $a>0$. This, in turn, implies that the right-hand side of and, hence, the left-hand side of the equation in (3.14) is strictly increasing on $(l, \infty) \cap \operatorname{supp}[F]$, giving us $(l, \infty) \cap \operatorname{supp}[F]$ as an interval. As the relation (3.14) can then be translated into that corresponding to the mean residual life for the random variable $-X_{i: i}$, we then get Theorem 13 as a corollary to Theorem 3.

Theorem 14. Let $r$ and $n$ be positive integers greater than or equal to 3 such that either $r, n \in\{3,4\}$ with $r=n$, or $r, n \geq 5$. Also, let $X_{1}, \ldots, X_{n}$ be i.i.d. positive random variables and $X_{1: n}, \ldots, X_{n: n}$ be the corresponding order statistics. Define $X_{0: n}=0$,

$$
D_{i, n}=(n-i+1)\left(X_{i: n}-X_{i-1: n}\right), \quad i=1,2, \ldots, n
$$

and

$$
S_{i, n}=\sum_{j=1}^{n} D_{j, n}, \quad i=1,2, \ldots, n
$$

Then, if $\left(S_{1, n} / S_{r, n}, S_{2, n} / S_{r, n}, \ldots, S_{r-1, n} / S_{r, n}\right)$ is distributed as the vector of order statistics relative to a random sample of size $r-1$ from the uniform distribution on ( 0,1 ), we have $X_{1}$ to be an exponential random variable.

Essentially using the theme involved in the proof based on exchangeability, given in Section 2 for Corollary 1, but without involving de Finetti's theorem, Rao and Shanbhag (1995b) have proved Theorem 14 when $r, n \geq 5$; the result for $r=n=3,4$ follows from the certain uniqueness theorem on the problem, established by Rao and Shanbhag (1995b). (The validity of the result for $r, n=3,4$ also follows from the existing literature, see, Leslie and van Eeden (1993) for the relevant references.) Theorem 14 for $r, n \geq 5$ has also been proved independently via a different argument by Xu and Yang (1995; private communication).

Remarks 6. (i) The Proof of Theorem 13 sketched here provides a link between Theorem 13 and the uniqueness theorem corresponding to the mean residual life function (i.e. Theorem 3), and reveals the analogy between Theorem 13 and a characterization result given in Hall and Wellner (1981). (Incidentally, Theorem 13 is a result of Ferguson.)
(ii) We have not dealt with in this review characterization results of the type considered in Chan (1967).

## 4. Characterizations involving record values and monotonic stochastic processes

Some characterization results essentially of the type met in the last section for order statistics also hold for record values:

Definition. Let $\left\{X_{n}: n=1,2, \ldots\right\}$ be a sequence of i.i.d. random variables such that the right extremity of the common distribution of $X_{j}$ 's is not one of its discontinuity points.

Then, if we define $\{L(i): i=1,2, \ldots\}$ such that $L(1)=1$ and for $i>1$

$$
L(i)=\inf \left\{j: j>L(i-1), X_{j}>X_{L(i-1)}\right\}
$$

the sequence $\left\{X_{L(i)}: i=1,2, \ldots\right\}$ is called the sequence of record values and the sequence $\{L(i): i=1,2, \ldots\}$ as that of record times.

To give us some idea regarding characterization results based on record values, we shall touch upon here briefly three characterization results. These are respectively due to Witte (1988), Rao and Shanbhag $(1986,1994)$ and Dallas $(1981)$. (The result given by Dallas though is slightly weaker than that given here; the present version is due to Rao and Shanbhag (1994). We also present the RaoShanbhag result in a somewhat different form with a different proof.) Lau and Rao (1982), Rao and Shanbhag (1986) and several others have given specialized versions of Witte's result. Gupta (1984), and Huang and Li (1993) among others have given specialized versions of the Rao-Shanbhag result (i.e. Theorem 16).

Theorem 15. Let $\left\{R_{i}: i=1,2, \ldots\right\}$ be a sequence of record values corresponding to a d.f. $F$ (as in the definition above). For some $k \geq 1, R_{k+1}-R_{k} \stackrel{d}{=} X_{1}$ where $X_{1}$ is a random variable with d.f. $F$, if and only if $X_{1}$ is exponential or, for some $a>0, X_{1}$ is geometric on $\{a, 2 a, \ldots\}$ (i.e. $a^{-1} X_{1}-1$ is geometric in the usual sense).

The following condensed version of essentially Witte's proof is given in Rao and Shanbhag (1994, pp. 205-206):

Proof. Clearly the condition that $R_{k+1}-R_{k} \stackrel{d}{=} X_{1}$ is equivalent to that $X_{1}>0$ a.s. (i.e. $F(0)=0$ ) and

$$
\begin{equation*}
\int_{(0, \infty)} \frac{\overline{\bar{F}}(x+y)}{\overline{\bar{F}}(y)} F_{k}(d y)=\overline{\bar{F}}(x), \quad x \in(0, \infty) \tag{4.1}
\end{equation*}
$$

where $F_{k}$ is the d.f. of $R_{k}$ and $\overline{\bar{F}}(\cdot)=1-F(\cdot)$. Note that if (4.1) holds with $F(0)=0$ then given any point $s_{0} \in \operatorname{supp}[F]$ there exists a point $s_{1} \in \operatorname{supp}\left[F_{k}\right]$ such that $s_{0}+s_{1} \in \operatorname{supp}[F]$ and hence $\in \operatorname{supp}\left[F_{k}\right]$. Consequently, from the condition, we get that the smallest closed subgroup of $\mathbf{R}$ containing $\operatorname{supp}\left[F_{k}\right]$ equals that containing $\operatorname{supp}[F]$. In view of Theorem 1, we have then immediately that if (4.1) holds with $F(0)=0$, then either $X_{1}$ is exponential or for some $a>0, a^{-1} X_{1}-1$ is
geometric (in the usual sense). The converse of the assertion is trivial and hence we have the theorem.

The above proof is in effect that corresponding to a version of the strong memoryless property characterization of the exponential and geometric distributions. Note that for $F$ concentrated on $(0, \infty)$, we can express (4.1) as

$$
\mathscr{E}_{\mu_{1} \times \mu_{2}}\left(I_{\left\{(x, y) \in \mathbf{R}^{2}: x>y+z\right\}}\right) / \mathscr{E}_{\mu_{1} \times \mu_{2}}\left(I_{\left\{(x, y) \in \mathbf{R}^{2}: x>y\right\}}\right)=\mathscr{E}_{\mu_{1}}\left(I_{\{x \in \mathbf{R} x>z\}}\right), z>0,
$$

where $\mathscr{E}_{\mu}$ denotes the integral with respect to $\mu$, and $\mu_{1}$ and $\mu_{2}$ are measures concentrated on $(0, \infty)$ such that for every Borel subset $B$ of $(0, \infty)$,

$$
\mu_{1}(B)=P_{F}(B)
$$

and

$$
\mu_{2}(B)=\int_{B}(\overline{\bar{F}})^{-1} F_{k}(\mathrm{~d} y)
$$

where $P_{F}$ is the measure determined on (the Borel $\sigma$-field of) $\mathbf{R}$ by $F$.
Theorem 16. Let $\left\{R_{i}: i=1,2, \ldots\right\}$ be as in Theorem $15, k$ be a positive integer, and $\phi$ be a nonconstant real monotonic left continuous function on $\mathbf{R}_{+}$such that $\mathrm{E}\left(\left|\phi\left(R_{k+1}-R_{k}\right)\right|\right)<\infty$ and (3.9) is met with $G$ replaced by $F_{k}$, where $F_{k}$ is the d.f. of $R_{k}$. Then, for some $c \neq \phi(0+)$,

$$
\begin{equation*}
\mathrm{E}\left\{\phi\left(R_{k+1}-R_{k}\right) \mid R_{k}\right\}=c \quad \text { a.s. } \tag{4.2}
\end{equation*}
$$

if and only if the left extremity, $l_{k}$, of the distribution of $R_{k}$ is finite, and either $\phi$ is nonarithmetic and the conditional distribution of $X_{1}-l_{k}$ given that $X_{1}>l_{k}$ is exponential, or for some $\lambda>0, \phi$ is arithmetic with span $\lambda$ and for some $\beta \in(0,1)$

$$
P\left\{X_{1}-l_{k} \geq x+n \lambda\right\}=\beta^{n} P\left\{X_{1}-l_{k} \geq x\right\}, \quad x>0 ; n=0,1, \ldots
$$

where $X_{1}$ is a random variable distributed with d.f. $F$.
(4.2) can be expressed as (3.10) with $Y$ such that its distribution is given by the conditional distribution of $X_{1}$ given that $X_{1} \geq l_{k}$ and $Z \stackrel{d}{=} R_{k}$, and hence the theorem follows easily as a Corollary to Theorem 10. (Note that we allow here the case with $P\left\{Y=l_{k}\right\}>0$ and $P\left\{Z=l_{k}\right\}=0$.)

Corollary 8. Let the assumptions in Theorem 16 be met. Then the following assertions hold:
(i) If $F$ is continuous or has its left extremity as one of its continuity points and $\phi$ is nonarithmetic, then, for some $c \neq \phi(0+),(4.2)$ is met if and only if $F$ is exponential, within a shift.
(ii) If $\phi$ is arithmetic with span $a$ and $F$ is arithmetic with span greater than or equal to $a$, then, for some $c \neq \phi(0+),(4.2)$ is valid if and only if $F$ has a finite left extremity and the conditional distribution of the residual value of $X_{1}$ over the $k$ th
support point of $F$ given that this is positive is geometric on $\{a, 2 a, \ldots\}$, where $X_{1}$ is a random variable with d.f. $F$.
(The corollary follows trivially from Theorem 16.)
Theorem 17. Let $\left\{R_{i}\right\}$ be as defined in the two previous theorems, but with $F$ continuous. Let $k_{2}>k_{1} \geq 1$ be fixed integers. Then, on some interval of the type $(-\infty, a)$, with $a>$ the left extremity of the distribution of $R_{k_{1}}$, the conditional distribution of $R_{k_{2}}-R_{k_{1}}$ given $R_{k_{1}}=x$ is independent of $x$ for almost all $x$ if and only of $F$ is exponential, within a shift.

It easily follows that the independence in question is equivalent to the condition that for almost all $[F] c \in(-\infty, \min \{a, b\})$, where $b$ is the right extremity of $F$, the r.v. $R_{k_{2}-k_{1}}^{(c)}-c$, where $R_{k_{2}-k_{1}}^{(c)}$ is the $\left(k_{2}-k_{1}\right)^{\text {th }}$ record value corresponding to an i.i.d. sequence with d.f. $F_{c}$ such that

$$
F_{c}(x)= \begin{cases}\frac{F(x)-F(c)}{1-F(c)} & \text { if } x>c \\ 0 & \text { otherwise }\end{cases}
$$

is distributed independently of $c$. As $F$ is continuous, the latter condition is seen to be equivalent to the condition that the left extremity, $l$, of $F$ is finite and for some $a>l$

$$
\begin{aligned}
(1-F(c+x))= & (1-F(l+x))(1-F(c)) \\
& c \in(-\infty, a) \cap \operatorname{supp}[F], x \in \mathbf{R}_{+}
\end{aligned}
$$

(note that the last equation implies that $b=\infty$ ). In view of the Marsaglia-Tubilla (1975) result, the assertion of the theorem then follows. (Incidentally, the Mars-aglia-Tubilla result referred to here could be arrived at as a corollary to either of Theorems 1 and 2.)

Remarks 7. (i) Downton's (1969) result (with the correction as in Fosam et al. (1993) may be viewed as a specialized version of Theorem 15 for $k=1$. Moreover, if we assume $F$ to be concentrated on $\{0,1,2, \ldots\}$ with $F(1)-F(1-)>0$ (and the right extremity condition met), then as a corollary to the theorem it follows that, for some $k \geq 1, R_{k+1}-R_{k} \stackrel{d}{=} X_{1}+1$ if and only if $F$ is geometric.
(ii) When $F$ is continuous, Theorem 16 holds without the left continuity assumption of $\phi$. (This is also so of Corollary 7 of the last section.)
(iii) A version of Dallas's (1981) result has also appeared in Nayak (1981). With obvious alterations in its proof, one could easily see that Theorem 17 holds with $R_{k_{2}}$ and $R_{k_{1}}$ replaced respectively by $X_{k_{2}: n}$ and $X_{k_{1}: n}$ (assuming of course that $n \geq k_{2}>k_{1} \geq 1$ ). A variant of this latter result appears in Gather (1989); the result in this case is that if $F$ is a continuous d.f. with support equal to $\mathbf{R}_{+}$, then $F$ is exponential if and only if $X_{j_{r}: n}-X_{i: n} \stackrel{d}{=} X_{j_{r}-i: n-i}, r=1,2$ holds for fixed $1 \leq i<j_{1}<j_{2} \leq n$ and $n \geq 3$.

Finally, in this section, we mention a theorem that leads us to a characteristic property of Yule and Poisson processes. Rao and Shanbhag $(1989,1994)$ have shown implicitly that there is a link between a version of Theorem 1 (revealed first in Rao and Shanbhag (1986)) and this result:

Suppose that $\left\{X_{n}: n=1,2, \ldots\right\}$ is a sequence of independent positive random variables. Define $N(t)=\sup \left\{n: X_{1}+\cdots+X_{n} \leq t\right\}, t>0$. Let $n_{0}(\geq 2)$ be a fixed positive integer and let $\left\{X_{n}: n=1,2, \ldots\right\}$ be such that it satisfies additionally $P\{N(t)=n\}>0$ for $n=1,2, \ldots, n_{0}$ and all $t>0$. We have then the following theorem.

Theorem 18. The conditional distribution of $N(y)$ given $N(t)=n$ for each $0<y<t, t>0$ and $n=1,2, \ldots, n_{0}$ is nondegenerate binomial with index $n$ and success probability parameter independent of $n$ if and only if for some $\lambda_{0}>0$ and $\lambda \neq 0$ such that $\lambda_{0}+n_{0} \lambda>0$,

$$
\begin{equation*}
P\left\{X_{i}>x\right\}=\exp \left\{-\left(\lambda_{0}+(i-1) \lambda\right) x\right\}, \quad x \in \mathbf{R}_{+}, \quad i=1,2, \ldots, n_{0}+1 \tag{4.3}
\end{equation*}
$$

(For a proof of this theorem, see Rao and Shanbhag (1994; pp. 218-219).)
As a corollary of Theorem 18, we have the characterization given below:
Corollary 9. If we assume $P\{N(t)=n\}>0$ for every $n \geq 1$ and every $t>0$, then the conditional distribution of $N(y)$ given $N(t)=n$ is nondegenerate binomial with parameters as stated in Theorem 18 for every $0<y<t<\infty$ and every $n \geq 1$ if and only if the process $\{N(t)\}$ is Yule. (The process constructed with intervals such that $P\left\{X_{n}>x\right\}=\mathrm{e}^{-\left\{\lambda_{0}+(n-1) \lambda\right\} x}, x \in \mathbf{R}_{+}$, with $\lambda_{0}>0$ and $\lambda \geq 0$, is referred to as Yule; the process reduces to a Poisson process if $\lambda=0$.)

Remarks 8. (i) In Theorem 18 and Corollary 9 the success probability parameter corresponding to the binomial distribution equals $\left(\mathrm{e}^{\lambda y}-1\right) /\left(\mathrm{e}^{\lambda t}-1\right)$ if $\lambda \neq 0$ and $y / t$ if $\lambda=0$.
(ii) From the proof of Theorem 18 in Rao and Shanbhag (1994), it is clear that both Theorem 18 and Corollary 9 remain valid even when in each case, the requirement of the conditional distribution is replaced by that $P\{N(y)=0 \mid$ $N(t)=n\}$ and $P\{N(y)=n \mid N(t)=n\}$ are as in the conditional distribution.
(iii) Corollary 9 gives us a characterization of a Poisson process if it is assumed additionally that for some $i, j$ with $i \neq j$ and some $x>0, P\left\{X_{i} \leq x\right\}=P\left\{X_{j} \leq x\right\}$. It also gives us a version of Liberman's (1985) characterization of a Poisson process in the class of renewal processes as a special case. (Suppose that we have a renewal process generated by a positive i.i.d. sequence, with index set $[0, \infty)$ and that $t>0$ and $n$ is a positive integer. Then for the process, we have the conditional distribution of the epochs at which the events during $(0, t]$ occur given that during the interval there are $n$ events, to be the same as that of $n$ ordered observations from the uniform distribution on $(0, t]$ only if for each $0<y<t$, the conditional
distribution of the number of events during $(0, y]$ given that there are $n$ events during $(0, t]$ is binomial $(n, y / t)$. Also, if we have a renewal process on $[0, \infty)$, then, under the assumptions in question, the criterion of Theorem 18 with $n_{0}=2$ characterizes a Poisson process.
(iv) Even when the a priori conditions that $P\{N(t)=n\}>0$ for $n=1,2, \ldots, n_{0}$ and all $t>0$ in Theorem 18 and that $P\{N(t)=n\}>0$ for every $n \geq 1$ and every $t>0$ in Corollary 9 are not assumed, the respective results still hold, provided we understand by the conditional distributions their versions selected such that they are as stated whenever $P\{N(t)=n\}=0$.

Characterization problems arise naturally in areas such as reliability, statistical inference and model building where one is interested in knowing whether a particular hypothesis or model is equivalent to some other hypothesis or model that is appealing in some sense. For example, the problem of whether the uni-form-order-statistics distribution of the vector in Dufour's conjecture, characterizes exponential distributions appears when one bases a test of the hypothesis that the r.v. $X_{1}$ is exponentially distributed on the vector in question. (This is also true of the analogous characterization of the Poisson process met in Remarks 8, iii).) There are several tests of uniformity available and the result relative to the Dufour conjecture suggests a possible way of testing the exponentiality of a sequence of ordered observations before the complete set is observed. The strong memoryless property characterization of exponential distributions has interesting and important applications in queuing theory and other areas (see, for example, Rao and Shanbhag (1994).) The property in the characterization result given by Liang and Balakrishnan (1992) was shown to be of relevance in estimation theory by Sackrowitz and Samuel-Cahn (1984); it is now natural to ask whether the property in question is valid for nonexponential $Y_{1}, \ldots, Y_{k}$ so that one could explore the possibility of using it for other distributions. However, that it is a characterization property of exponential distributions tells us that the possibility does not arise.

The results that we have listed here mostly concern exponential or geometric distributions in one form or another. Although these are theoretical results, we expect these to be of potential importance in applications. Some illustrations of these are provided above. Also, we have made, in this article, an effort to unify a certain set of results in characterization theory via techniques cited in Section 2 of the article.
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# Characterizations of Distributions via Identically Distributed Functions of Order Statistics 

Ursula Gather, Udo Kamps and Nicole Schweitzer

## 1. Introduction

The theory of order statistics provides a variety of useful distributional equations for specific underlying distributions. The question arises as to whether, under suitable regularity conditions, such an identity is a characteristic property of the corresponding distribution. This paper reviews corresponding characterization results.

Related characterizations using order statistics are based, e.g., on inequalities for moments (see Rychlik, Chapter 6), recurrence relations for moments (see Kamps, Chapter 10), conditional moments, and the independence of functions of order statistics (cf Rao and Shanbhag, Chapter 8). For earlier surveys of this material and additional results we refer to Kotz (1974), Galambos (1975a,b), Galambos, Kotz (1978), Azlarov, Volodin (1986), Arnold et al. (1992, Chapter 6.4), Rao, Shanbhag (1994) and Johnson et al. (1994, 1995).

Throughout this paper, let $X_{1}, \ldots, X_{n}, n \geq 2$, denote i.i.d. random variables each with distribution function $F$. Let $X_{1, n} \leq \cdots \leq X_{n, n}$ be the corresponding order statistics. Let $\mathbb{N}$ denote the set of positive integers. Moreover, let $F^{-1}$ be the pseudo-inverse of $F$ defined by $F^{-1}(y)=\inf \{x ; F(x) \geq y\}, y \in(0,1)$.

There is a large number of publications on characterizations of distributions via moments of order statistics initiated by Hoeffding (1953) who shows that the triangular array $\left(\mathrm{E} X_{r, n}\right)_{1 \leq r \leq n, n \in \mathbb{N}}$ of expected values of order statistics characterizes the underlying distribution if the first absolute moment exists. We do not consider results of this type here, but refer to Galambos, Kotz (1978, Chapter 3.4), Kamps (1995, Chapter II.2) and to the review articles of Hwang, Lin (1984), Huang (1989) and Lin (1989).

It should be noted however that characterization results where moment conditions are involved are certainly not necessarily stronger than a result where a corresponding distributional identity is assumed. In theorems based on moment conditions the existence of these moments is often implicitly assumed and this is of course restrictive.

The starting point for many characterizations of exponential distributions via identically distributed functions of order statistics is the well-known result of Sukhatme (1937): The normalized spacings

$$
\begin{equation*}
D_{1, n}=n X_{1, n} \quad \text { and } \quad D_{r, n}=(n-r+1)\left(X_{r, n}-X_{r-1, n}\right), \quad 2 \leq r \leq n \tag{1.1}
\end{equation*}
$$

from an exponential distribution with parameter $\lambda$, i.e., $F(x)=1-\mathrm{e}^{-\lambda x}$, $x \geq 0, \lambda>0(F \sim \operatorname{Exp}(\lambda)$ for short $)$, are again independent and identically exponentially distributed (cf David 1981, p. 20). Thus, we have

$$
\begin{equation*}
F \sim \operatorname{Exp}(\lambda) \text { implies that } D_{1, n}, \ldots, D_{n, n} \text { are i.i.d. } \sim \operatorname{Exp}(\lambda) \tag{1.2}
\end{equation*}
$$

This property is also valid for several other models of ordered random variables. In Kamps (1995, p. 81) it is derived for so-called generalized order statistics.

Malmquist (1950) considers ratios of order statistics from a standard uniform distribution $U[0,1]$ and obtains

$$
\begin{align*}
& F \sim U[0,1] \quad \text { implies that }\left(X_{r, n} / X_{r+1, n}\right)^{r}, 1 \leq r \leq n-1,  \tag{1.3}\\
& \text { are i.i.d. } \sim U[0,1]
\end{align*}
$$

Malmquist points out that for exponential distributions (1.2) follows by transformation. Motivated by this work, Renyi (1953) proves (1.2) by direct arguments, and notes that

$$
X_{r, n}=\sum_{i=1}^{r} D_{i, n} /(n-i+1)
$$

Thus, an order statistic from an exponential distribution can be represented by a weighted sum of i.i.d. exponential random variables, i.e.,

$$
\begin{align*}
& F \sim \operatorname{Exp}(\lambda) \quad \text { implies } \quad X_{r, n}=\sum_{i=1}^{r} Y_{i} /(n-i+1), 1 \leq r \leq n  \tag{1.4}\\
& \text { with } Y_{1}, \ldots, Y_{n} \text { i.i.d. } \sim \operatorname{Exp}(\lambda)
\end{align*}
$$

Independently from Malmquist and Renyi, (1.2) is derived by Epstein, Sobel (1953). They also show that
(1.5) $\quad F \sim \operatorname{Exp}(\lambda) \quad$ implies $\quad X_{r+1, n}-X_{r, n} \sim X_{1, n-r} \quad$ for all $\quad 1 \leq r \leq n-1$.

We note that the early work of Sukhatme (1937) is not referred to in Malmquist (1950), Epstein, Sobel (1953) and Renyi (1953).

The distributional relation (1.5) can be stated in a more general form as

$$
\begin{equation*}
F \sim \operatorname{Exp}(\lambda) \quad \text { implies } \quad X_{s, n}-X_{r, n} \sim X_{s-r, n-r} \quad \text { for all } \quad 1 \leq r<s \leq n \tag{1.6}
\end{equation*}
$$

since, applying (1.4), we have

$$
X_{s, n}-X_{r, n}=\sum_{i=r+1}^{s} Y_{i} /(n-i+1)=\sum_{i=1}^{s-r} Y_{i+r} /((n-r)-i+1) \sim X_{s-r, n-r}
$$

Characterizations of special distributions by distributional identities are often related to those of the exponential distribution. On the one hand, the ideas of the
proofs may be applied in the discrete case to characterize the geometric distribution. Considering (1.6), then the condition $X_{r+1, n}>X_{r, n}$ is imposed to avoid ties, i.e., equality of adjacent order statistics (cf Section 6). On the other hand, transformations of the exponential distribution yield characterizations, e.g., of power function, Pareto and Weibull distributions (cf Section 3).

The following sections discuss step by step the development of characterizations corresponding to the above types of results, namely via spacings, in Section 2 for exponential distributions and by transformations for other continuous distribution functions in Section 3. With respect to general distributional characterizing properties, uniform distributions are treated in Section 4 whereas other specific continuous distributions are discussed in Section 5.

We do not present proofs in the present collection of results. However, it is evident that many of the characterizing distributional properties of order statistics are reduced to simple defining functional equations of distributions. Under weak assumptions, the main part of some proofs consists in the solution of more complicated and general functional equations such as the integrated Cauchy functional equation (ICFE) (cf Ramachandran, Lau 1991, Rao, Shanbhag 1994).

Finally we note that though aiming at a complete survey, we might have overlooked some contributions to the field.

## 2. Characterizations of exponential distributions based on normalized spacings

From Section 1 we summarize the following properties for exponential distributions. Let $1 \leq r<s \leq n \in \mathbb{N}$.

Normalized spacings are exponentially distributed

$$
\begin{equation*}
D_{r, n} \sim \operatorname{Exp}(\lambda) \quad(\mathrm{cf}(1.2)) \tag{2.1}
\end{equation*}
$$

and hence distributed according to the underlying distribution function

$$
\begin{equation*}
D_{r, n} \sim F(\mathrm{cf}(1.2)) \tag{2.2}
\end{equation*}
$$

Different normalized spacings are identically distributed

$$
\begin{equation*}
D_{r, n} \sim D_{s, n}(\mathrm{cf}(1.2)) \tag{2.3}
\end{equation*}
$$

Each order statistic is distributed as a weighted sum of i.i.d. exponential random variables $Y_{1}, \ldots, Y_{r}$

$$
\begin{equation*}
X_{r, n} \sim \sum_{i=1}^{r} Y_{i} /(n-i+1)(\mathrm{cf}(1.4)) \tag{2.4}
\end{equation*}
$$

Moreover, there are several characterizations based on

$$
\begin{equation*}
X_{s, n}-X_{r, n} \sim X_{s-r, n-r} \quad(\operatorname{cf}(1.6)) \tag{2.5}
\end{equation*}
$$

Often, the above properties are replaced by corresponding relations for expectations, densities or failure rates. For $r=1$, (2.2) and (2.4) are connected and then read

$$
\begin{equation*}
n X_{1, n} \sim X_{1} \quad \text { or } \quad n X_{1, n} \sim F \tag{2.6}
\end{equation*}
$$

The proofs of several results need certain aging properties of the underlying distributions to be fulfilled. Those properties are introduced first.
$F$ is called IFR (DFR) (more precisely: $F$ possesses the IFR (DFR) property) (IFR: increasing failure rate; DFR: decreasing failure rate) if $[1-F(x+z)] /[1-F(x)]$ decreases (increases) with respect to $x$ on the support of $F(\operatorname{supp}(F)$ for short) for all $z \geq 0$.
If $F$ is absolutely continuous with density function $f$, then $F$ is IFR (DFR) if its failure rate $f /(1-F)$ increases (decreases) on the support of $F$.

The following conditions are weaker than the above ones.
$F$ is called NBU (NWU) (NBU: new better than used; NWU; new worse than used), if
$1-F(x+y) \underset{(\geq)}{\leq}(1-F(x)) \cdot(1-F(y)) \quad$ for all $x, y, x+y \in \operatorname{supp}(F)$.
$F$ is called DMRL (IMRL) (DMRL: decreasing mean residual life; IMRL: increasing mean residual life) if
$\frac{1}{1-F(x)} \int_{x}^{\infty}(1-F(y)) \mathrm{d} y$ decreases (increases) with respect to $x$ on $\operatorname{supp}(F)$.

### 2.1. Results based on $D_{r, n} \sim \operatorname{Exp}(\lambda)$

The following result is due to Rossberg (1972) with a proof based on complex analysis.
(2.1.1) (Rossberg 1972) Let $\alpha(F)=\inf \{x ; F(x)>0\}>-\infty$. Suppose that for some fixed $r, n \in \mathbb{N}, 2 \leq r \leq n$, the Laplace transform $\int_{\alpha(F)}^{\infty} \mathrm{e}^{-s x} \mathrm{~d} F^{r-1}(x)$ is nonzero for all $s \in \mathbb{C}$ with $\operatorname{Re}(s)>0$. Then $D_{r, n} \sim \operatorname{Exp}(1)$ iff $X_{1}-\alpha(F) \sim \operatorname{Exp}(1)$.

The assumption concerning the Laplace transform can not be dropped since (2.1) is satisfied by other distributions than the exponential. Rossberg (1972) gives the following example. If

$$
F(x)=F_{R}(x)=1-\mathrm{e}^{-x}\left(1+\frac{4}{a^{2}}(1-\cos a x)\right), \quad a \geq 2 \sqrt{2}, x \geq 0
$$

then (2.1) is fulfilled, but the corresponding Laplace transform has zeros in $\{s \in \mathbb{C} ; \operatorname{Re}(s)>0\}$. A related stability result is shown by Shimizu (1980). For specific distributions it may be difficult to verify the assumption concerning the Laplace transform. Therefore, in Pudeg (1990) it is replaced by an aging property.
(2.1.2) (Pudeg 1990) Let $F$ be IFR (or DFR) and let $\alpha(F)>-\infty$. Then (2.1) holds for a pair $(r, n), 2 \leq r \leq n$, iff $X_{1}-\alpha(F) \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$.

Obviously, the assumption " $F$ is IFR (or DFR)" can be replaced by " $1-(1-F)^{n-r+1}$ is IFR (or DFR)". Pudeg points out that this condition in (2.1.2) can be weakened to " $1-(1-F)^{n-r+1}$ is DMRL (or IMRL)". Moreover,
she shows that Rossberg's example still serves as a counterexample. $F_{R}$ does not possess the DMRL or IMRL property and hence is neither IFR nor DFR.

In a recent paper, Riedel and Rossberg (1994) treat the problem of characterizing exponential distributions by a distributional property of a contrast $X_{r+s, n}-X_{r, n}$ (see also Section 2.5). Their main assumption concerns the asymptotic behaviour of the survival function of the contrast. For further results and details as well as for a discussion we refer to Riedel, Rossberg (1994).
(2.1.3) (Riedel, Rossberg 1994) Let $F$ be absolutely continuous with a continuous and bounded density $f$ on $[0, \infty)$, and let $\lambda>0$. Then $F \sim \operatorname{Exp}(\lambda)$ if one of the following conditions is satisfied.
a) There exists a triple $(r, s, n), 1 \leq s \leq n-r$, such that

$$
P\left(X_{r+s, n}-X_{r, n} \geq x\right)-\mathrm{e}^{-\lambda(n-r) x}=o\left(x^{s}\right), \quad x \rightarrow 0
$$

and $f(x) /[1-F(x)]-\lambda$ does not change its sign for any $x \geq 0$.
b) There exists a quadruple $\left(r, s_{1}, s_{2}, n\right), 1 \leq s_{1}<s_{2} \leq n-r$, such that

$$
P\left(X_{r+s_{i}, n}-X_{r, n} \geq x\right)-\mathrm{e}^{-\lambda(n-r) x}=o\left(x^{s_{i}}\right), \quad x \rightarrow 0, \text { for } i=1,2 .
$$

Seshadri et al. (1969) are interested in applications of characterizations to goodness of fit tests. They assume for instance that all normalized spacings (cf (2.1.1)) are exponentially distributed to conclude that the underlying distribution is exponential. Other results of Seshadri et al. (1969) are presented in Section 5.
(2.1.4) (Seshadri, Csörgö, Stephens 1969) Let $F^{-1}(0+) \geq 0, \lambda>0$ and $n \geq 2$. Then $F \sim \operatorname{Exp}(\lambda)$ iff $D_{j, n} \sim \operatorname{Exp}(\lambda)$ for all $1 \leq j \leq n$.

Fang and Fang (1989) give a multivariate characterization result which can be seen as an extension of (2.1.4). In a previous paper Fang, Fang (1988) introduce the class $\tau_{n}$ of multivariate $l_{1}$-norm symmetric distributions which are versions of multivariate exponential distributions. More precisely, $\tau_{n}$ is the class of all multivariate distribution functions of non-negative random variables $X_{1}, \ldots, X_{n}$ for which $P\left(X_{1}>x_{1}, \ldots, X_{n}>x_{n}\right)=h\left(\sum_{i=1}^{n} x_{i}\right)$ for all $\left(x_{1}, \ldots, x_{n}\right) \in[0, \infty)^{n}$ and some function $h$ on $[0, \infty)$.

Obviously, the joint distribution function of $n$ i.i.d. exponential random variables is a member of $\tau_{n}$.
(2.1.5) (Fang, Fang 1989) Let $X_{1}, \ldots, X_{n} \geq 0$ be exchangeable random variables with a joint distribution function $G$ and a joint continuous density function. Then $G \in \tau_{n}$ iff $\left(X_{1}, \ldots, X_{n}\right) \sim\left(D_{1, n}, \ldots, D_{n, n}\right)$.

### 2.2. Results based on $D_{r, n} \sim F$ and related characterizations

For the particular case $r=1$, Desu (1971) proves a characterization result based on $n X_{1, n} \sim F$ (i.e., (2.6)) for all $n \geq 2$ (see also Bell, Sarma 1980). There is a link here to extreme value theory where limits of minima and maxima with respect to $n$
are considered (see Galambos 1978, p. 188 and Galambos 1975a, p. 78). The requirement "for all $n \in \mathbb{N}$ " has been modified in three ways. The distributional identity (2.6) needs to hold only for some special $n$ or for two different values of $n$. Moreover, the equality of expectations $n \mathrm{E} X_{1, n}=\mathrm{E} X_{1}$ for all $n \in \mathbb{N}$ suffices to characterize the exponential distribution. This is shown in Chan (1967). It is also possible to choose certain subsequences of positive integers (see the remarks in Section 1). Property (2.6) is analyzed more generally by Shimizu (1979).
(2.2.1) (Shimizu 1979) Let $m, n_{1}, \ldots, n_{m} \in \mathbb{N}, c, a_{1}, \ldots, a_{m}>0$ with

$$
\left\{\begin{array}{ll}
c>\max _{1 \leq k \leq m} a_{k}, & \text { if } m>1 \\
c=a_{1}, & \text { if } m=1
\end{array}\right. \text { and let }
$$

$\left\{\begin{array}{l}\alpha \text { be the uniquely determined positive real number with } \sum_{k=1}^{m} a_{k}^{\alpha}=c^{\alpha}, \text { if } m>1 \\ \alpha>0 \text { arbitrary, if } m=1 .\end{array}\right.$
Let the trivial case $m=n_{1}=a_{1}=1$ be excluded. Let $\left(X_{j}^{(k)}\right)_{1 \leq j \leq n_{k}, 1 \leq k \leq m}$ be i.i.d. random variables with distribution function $F$ satisfying $0=F(0)<F(x)<1$ for some $x>0$, and $X_{1, n_{k}}^{(k)}=\min _{1 \leq j \leq n_{k}} X_{j}^{(k)}$. Then

$$
\min _{1 \leq k \leq m}\left(\frac{c n_{k}^{1 / \alpha}}{a_{k}} X_{1, n_{k}}^{(k)}\right) \sim F
$$

iff

$$
F(x)= \begin{cases}1-\exp \left(-x^{\alpha} H(-\ln x)\right), & x \geq 0 \\ 0, & x<0\end{cases}
$$

where $H$ is a positive, bounded function with periods $A_{k}=\ln \left(c n_{k}^{1 / \alpha} / a_{k}\right)$, $1 \leq k \leq m$.

The above general setting reduces to the case $c=\alpha=1$ by means of the monotone transformation $X_{j}^{(k)} \rightarrow\left(c X_{j}^{(k)}\right)^{\alpha}$. Davies, Shanbhag (1987) point out that the proof can be simplified applying the integrated Cauchy functional equation (ICFE; cf Lau, Rao 1982, Rao, Shanbhag 1986, Alzaid et al. 1988, Ramachandran, Lau 1991, Rao et al. 1994, Rao, Shanbhag 1994). As corollaries, characterizations of exponential distributions result without assuming continuity of $F$. Galambos (1975b, p. 92) notes that therefore there is no discrete distribution satisfying (2.6). However in the discrete case a similar condition can be considered (see Galambos 1975b, p. 92, Bagchi 1989, (6.13), (6.14)).

For the special case $m=a_{1}=c=\alpha=1, n_{1}=n$, we obtain the following corollary from (2.2.1).
(2.2.2) (cf Shimizu 1979) Let $F$ be as in (2.2.1). Then (2.6) is satisfied iff $F$ is given by $F(x)=\left\{\begin{array}{ll}1-\mathrm{e}^{-x H(-\ln x)}, & x>0 \\ 0, & x \leq 0\end{array}\right.$ with some positive, bounded function $H$ having period $\ln n$.

Under additional conditions, known characterization results for exponential distributions are obtained.
(2.2.3) (Arnold 1971, Shimizu 1979) Let $\operatorname{supp}(F)=(0, \infty)$. Then $F \sim \operatorname{Exp}(\lambda)$ iff $n_{i} X_{1, n_{i}} \sim F$ for $1<n_{1}<n_{2}$ with $\ln n_{1} / \ln n_{2}$ irrational.

Arnold (1971) requires (2.6) for two different values of $n$ and Gupta (1973) requires " $\lim _{x \rightarrow 0} F(x) / x=\lambda$ for some $0<\lambda<\infty$ ". Desu's (1971) result is obviously contained in Arnold's (1971) result. Dallas (1977) (not cited by Shimizu 1979) states a general solution of the distributional identity (2.6) which is equivalent to

$$
(1-F(x))^{n}=1-F(n x)
$$

(see also Bosch 1977, Riedel 1981, Galambos, Kotz 1983 and (5.2.5)).
The relation between the periodic function $A$ in Dallas (1977) and the function $H$ in (2.2.1) is given by

$$
H(-\ln x)=n^{A\left(\log _{n} x\right)}
$$

Because of the above representation of $F$, additional conditions are of interest which guarantee that $H$ is constant. Gupta (1973) and Dallas (1977) point out that such conditions must restrict the behaviour of $F$ at the origin, since the function $A\left(\log _{n} x\right)$ oscillates infinitely often in neighbourhoods of zero. This motivates Gupta's (1973) condition requiring $0<\lim _{x \rightarrow 0+} F(x) / x=\lambda<\infty$.

We also refer to Arnold et al. (1992, p. 146) for a discussion of the functional equation. The particular case $n=2$ in the above equation appears in Kamps (1990) in a different context. Marshall, Olkin (1991) work on a multivariate version of the above functional equation leading to a multivariate characterization result analogous to Desu's (1971) theorem.

Arnold, Isaacson (1976) discuss solutions to $\min (X, Y) \sim a X$ and $\min (X, Y) \sim a X \sim b Y$ for positive constants $a$ and $b$ and independent non-negative random variables $X$ and $Y$.

Galambos (1975a) points out that prior to Desu (1971) there was a stronger result of Sethuraman (1965) which is quoted by Galambos as follows. We present Sethuraman's result in detail in (5.3.2) and (5.3.3).
(2.2.4) (Sethuraman 1965, Galambos 1975a) Let $\operatorname{supp}(F)=(0, \infty)$. If we have for $\alpha_{1}, \alpha_{2} \in \mathbb{R}, \ln \alpha_{1} / \ln \alpha_{2} \quad$ irrational, and for $n_{1}, n_{2} \in \mathbb{N}$ that $\alpha_{1} X_{1, n_{1}} \sim \alpha_{2} X_{1, n_{2}} \sim F$, then there exist $\alpha>0$ and $\lambda>0$ such that $X^{\alpha} \sim \operatorname{Exp}(\lambda)$. The constants $\alpha_{1}$ and $\alpha_{2}$ are necessarily of the form $\alpha_{i}=n_{i}^{1 / \alpha}, i=1,2$.

For further details see Galambos (1975a). Another corollary of Shimizu's result is the following.
(2.2.5) (Shimizu 1979) Let $F$ be as in (2.2.1), $a_{1}, \ldots, a_{n}>0$ with $\sum_{k=1}^{n} a_{k}=1$ and $\ln a_{i} / \ln a_{j}$ irrational for some $i, j \in\{1, \ldots, n\}$. Then $F \sim \operatorname{Exp}(\lambda)$ iff $\min _{1 \leq k \leq n} X_{k} / a_{k} \sim F$.

Using failure rates, a weaker condition that (2.2) is sufficient to characterize exponential distributions.
(2.2.6) (cf Ahsanullah 1981) Let $F$ be absolutely continuous, $F(0)=0$ and strictly increasing on $(0, \infty)$. Let the failure rates $r_{X_{1}}$ and $r_{D_{r, n}}$ of $X_{1}$ and $D_{r, n}$, respectively, be continuous on the right at zero. Moreover, assume that $r_{X_{1}}$ attains its maximum or minimum at zero. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a pair $(r, n), 2 \leq r \leq n$, such that $r_{D_{r, n}}(0+)=r_{X_{1}}(0+)$.
In Ahsanullah's (1981) paper, the equation $r_{D_{r . n}}(x)=r_{X_{1}}(x)$ is required for all $x \geq 0$, whereas the validity for $x=0$ is sufficient as Gajek, Gather (1989) point out. Moreover, the IFR or DFR property of $F$ is assumed which can be replaced by the condition that zero is an extremal point of $r_{X_{1}}$.

In Ahsanullah (1977) the weaker condition of NBU or NWU is assumed. However, there is a gap in the proof (cf Gather 1989) and we only have the desired result in the particular case $r=n$.
(2.2.7) (Ahsanullah 1977) Let $F$ be absolutely continuous, strictly increasing on $(0, \infty)$ and NBU or NWU. Then $F \sim \operatorname{Exp}(\lambda)$ iff $D_{n, n} \sim F$ for some $n \in \mathbb{N}$.

The related characterization (2.2.8) is shown in Ahsanullah (1987) where the characteristic property reduces to (2.6) in the case $r=1$. Kakosyan et al. (1984) and Ahsanullah (1988a,b) also deal with random sums.
(2.2.8) (Ahsanullah 1987) Let $F$ be absolutely continuous with density function $f$, strictly increasing on $(0, \infty)$ and let $f$ be continuous on the right at zero. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a pair $(r, n), 2 \leq r \leq n-1$, such that $\sum_{i=1}^{r} D_{i, n} \sim \sum_{j=1}^{r} Y_{j}$ with $Y_{1}, \ldots, Y_{r}$ i.i.d. $\sim F$.
We now turn to a random sample size. Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d random variables with an absolutely continuous distribution function $F$. We consider a sample $X_{1}, \ldots, X_{N}$ of random sample size $N$. The random variable $N$ is assumed to be independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$. In (2.2.10) and (2.2.11) below, $N$ is also assumed to be geometrically distributed with $P(N=k)=(1-p) p^{k-1}, k \in \mathbb{N}, p \in(0,1)$. Let $X_{1, N} \leq \cdots \leq X_{N, N}$ be the corresponding order statistics. Kakosyan et al. (1984, p. 77) characterize exponential distributions via identical distributions of $N X_{1, N}$ and $X_{1}$ which is a corollary of (5.3.6).
(2.2.9) (Kakosyan, Klebanov, Melamed 1984) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables with distribution function $F, X_{1}>0, F$ continuous for $x \geq 0$, and let $\lim _{x \rightarrow 0} F(x) / x$ exist and be finite. Moreover, let $N \geq 2$ be an integervalued random variable independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$. Then $F \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$ iff $N X_{1, N} \sim X_{1}$.

Kakosyan et al. (1984) conjecture that the distributional identity

$$
(1-p) \sum_{i=1}^{N} X_{i} \sim n X_{1, n}
$$

for some fixed $n \in \mathbb{N}$ where $N$ is geometrically distributed characterizes an exponential distribution. Under the additional assumption that $F$ is IFR or DFR, Ahsanullah (1988a) deals with this assertion and points out that $n X_{1, n}$ can be replaced by $N X_{1, N}$. In Ahsanullah (1988b) the following more general result (with respect to $r$ ) is shown.
(2.2.10) (Ahsanullah 1988b) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables with distribution function $F, F$ absolutely continuous, $F(0+) \geq 0$, let $F$ be IFR or $\mathrm{DFR}, \mathrm{E} X_{1}<\infty$, and $0<\lim _{x \rightarrow 0+} F(x) / x=\lambda<\infty$. Moreover, let $N$ be a geometrically distributed random variable independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a pair $(r, n), 1 \leq r \leq n$, such that $(1-p) \sum_{i=1}^{N} X_{i} \sim D_{r, n}$.
(2.2.11) (Ahsanullah 1988a) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables with distribution function $F, F^{-1}(0+) \geq 0, F(x)<1$ for all $x>0, F$ IFR or DFR, $\mathrm{E} X_{1}<\infty$, and $0<\lim _{x \rightarrow 0+} F(x) / x=\lambda<\infty$. Moreover, let $N$ be a geometrically distributed random variable independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$. Then $F \sim \operatorname{Exp}(\lambda)$ iff $(1-p) \sum_{i=1}^{N} X_{i} \sim N X_{1, N}$.

### 2.3. Results based on $D_{r, n} \sim D_{s, n}$

Normalized spacings from an exponential distribution are identically distributed. For the class of IFR (DFR) distributions, Ahsanullah (1976, 1978a) shows that (2.3) with $r=1$ and $s=r+1$, respectively, is sufficient to characterize exponential distributions. In Ahsanullah (1978b) we find that (2.3) is a characteristic property of the exponential distribution if the underlying distribution function is absolutely continuous.
(2.3.1) (Ahsanullah 1978b) Let $F$ be absolutely continuous, strictly increasing on $(0, \infty)$, and IFR or DFR. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a triple $(r, s, n), 2 \leq r<s \leq n$, with (2.3).

Gajek, Gather (1989) do not use (2.3) as a distributional identity, but only require the equality of the corresponding densities or of the failure rates at zero.
(2.3.2) (Gajek, Gather 1989) Let $F$ be absolutely continuous, $F^{-1}(0+)=0$, strictly increasing on $(0, \infty)$, and IFR or DFR. Moreover, the densities $f^{D_{r, n}}$ and $f^{D_{s, n}}$ of $D_{r, n}$ and $D_{s, n}$ are assumed to be continuous on the right at zero. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a triple $(r, s, n), 1 \leq r<s \leq n$, such that $f^{D_{r, n}}(0)=f^{D_{s, n}}(0)$.

We also find a result using expectations of $D_{r, n}$ and $D_{s, n}$. Ahsanullah (1981) considers the case $s=r+1$.
(2.3.3) (Ahsanullah 1981) Let $F$ be absolutely continuous, $\operatorname{supp}(F)=(0, \infty)$, and IFR or DFR. Moreover, let $\mathrm{E} X_{1}<\infty$. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a pair $(r, n), 2 \leq r \leq n$, such that $\mathrm{E} D_{r, n}=\mathrm{E} D_{r-1, n}$.

As pointed out in Gather, Szekely (1989) it is an open problem whether the fact that certain linear statistics are identically distributed characterizes exponential distributions. The answer can of course not be affirmative in general, since $X_{r, n}-X_{r-1, n}$ and $X_{s, n}-X_{s-1, n}, 2 \leq r<s \leq n$, are identically distributed if $F$ is uniform (see Section 4.1).

### 2.4. Results based on $X_{r ; n} \sim \sum_{i=1}^{r} Y_{i}(n-i+1)$

As shown above, an order statistic from an exponential distribution can always be represented as a weighted sum of i.i.d. random variables. In characterization results such sums are assumed to have the same underlying distribution as some order statistic. Ahsanullah, Rahman (1972) assume the validity of (2.4) for all $n \in \mathbb{N}$ and $r \leq n$ to characterize the exponential distribution. For $r=1$ this is the result of Desu (1971) (see 2.2.).
(2.4.1) (Ahsanullah, Rahman 1972) Let $F$ be continuous, $\operatorname{supp}(F) \subseteq(0, \infty)$ and $n \geq 2$. Then $F \sim \operatorname{Exp}(\lambda)$ iff (2.4) is satisfied for all $1 \leq r \leq n$ with $Y_{1}, \ldots, Y_{n}$ i.i.d. $\sim F$.

This result and possible other assumptions are investigated in Huang (1974a). We note that it suffices to consider equality of corresponding moment equations for certain sequences of indices (cf Huang 1974b, Kamps 1992b), if the existence of the expectations involved is ensured. Huang (1974b) discusses Desu's (1971) result which corresponds to the case $r=1$. Then, e.g., the condition that $\mathrm{E}\left(n X_{1, n}\right)=\mathrm{E} X_{1}$ is valid for all $n \geq 2$ can be weakened by using Müntz's theorem and requiring equality for a sequence $\left(n_{i}\right)_{i \in \mathbb{N}} \subset \mathbb{N}$ with a divergent sum of reciprocals $\left(\sum_{i=1}^{\infty} n_{i}^{-1}=\infty\right)$.

### 2.5. Results based on $X_{s, n}-X_{r, n} \sim X_{s-r, n-r}$

Several papers deal with characterizations of exponential distributions based on equation (2.5):

$$
X_{s, n}-X_{r, n} \sim X_{s-r, n-r} .
$$

The first result is due to Puri, Rubin (1970) for the case $n=2$. Rossberg (1972) gives a more general result where $s=r+1$ which is also proved in Rao (1983) using the ICFE (see also Ramachandran 1982).
(2.5.1) (Rossberg 1972) Let $F$ be continuous and $\alpha(F)=0$. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a pair $(r, n), 1 \leq r<n$, with (2.5) where $s=r+1$.

Continuity of $F$ is required in (2.5.1) as pointed out by Becker (1984, Chapter 4). There has to be an assumption on the support of $F$ to characterize exponential distributions. Related results are also available for discrete distributions (cf (6.8)).

For arbitrary $s$, either an aging property of $F$ is assumed or (2.5) is required for two different values of $s$. We first quote a result of Gajek, Gather (1989) where
(2.5) is replaced by the corresponding moment equation. The moments are assumed to exist (see the remarks in Section 1).
(2.5.2) (Iwińska 1986, Gajek, Gather 1989) Let $F$ be absolutely continuous, $F^{-1}(0+)=0$, strictly increasing on $(0, \infty)$ and NBU or NWU. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a triple $(r, s, n), 1 \leq r<s \leq n$, with

$$
\mathrm{E} X_{s, n}-\mathrm{E} X_{r, n}=\mathrm{E} X_{s-r, n-r}
$$

A similar result is proven earlier by Ahsanullah (1984) using the stronger condition that (2.5) is fulfilled and that $F$ is IFR or DFR. Moreover, Gajek, Gather (1989) show that, under suitable smoothness conditions, relation (2.5) can be replaced by the equality of $(s-r-1)^{\text {th }}$ derivatives of the corresponding failure rates evaluated at zero. Under the conditions of (2.5.2) and based on (2.5), exponential distributions were characterized before by Iwińska (1985).
(2.5.3) (Gather 1988) Let $F$ be continuous and strictly increasing on $(0, \infty)$. Then $F \sim \operatorname{Exp}(\lambda)$ iff there exists a quadruple $\left(r, s_{1}, s_{2}, n\right), 1 \leq r<s_{1}<s_{2} \leq n$, such that (2.5) holds for $s=s_{1}$ and $s=s_{2}$.

This result, which is proved using Jensen's inequality, is already stated in Ahsanullah (1975). However, in the proof the NBU/NWU property of $F$ is implicitly used as pointed out by Gather (1988). The discrete analogue is shown in (6.5).

Without any further assumption, the equation

$$
\mathrm{E} X_{r+1, n}-\mathrm{E} X_{r, n}=\mathrm{E} X_{1, n-r}
$$

valid for one pair $(r, n), 1 \leq r \leq n-1$, does not characterize exponential distributions. For every choice of $r$ and $n$ there is a distribution different from the exponential with the above property as shown in $\operatorname{Kamps}(1991,1992 a)$. E.g., the distribution given by

$$
F(x)=\left(1+\mathrm{e}^{c d} x^{-d}\right)^{-1}, \quad c>0, d=\frac{n}{n-1} \text { and } x>0
$$

satisfies the moment relation in the case $r=2$.
Similar to (2.1.3), Riedel, Rossberg (1994) prove characterizations of exponential distributions by comparing the survival functions on both sides of (2.5). For further results and comments we refer to their paper.
(2.5.4) (Riedel, Rossberg 1994) Let $F$ be absolutely continuous with a continuous and bounded density $f$ on $[0, \infty)$ and $F(0)=0$. Then $F \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$ if one of the following conditions is fulfilled.
a) There exists a triple $(r, s, n), 1 \leq s \leq n-r$, such that

$$
P\left(X_{r+s, n}-X_{r, n} \geq x\right)-P\left(X_{s, n-r} \geq x\right)=o\left(F^{s}(x)\right), \quad x \rightarrow 0
$$

and $f(x) /[1-F(x)]-f(0)$ does not change sign for $x \geq 0$.
b) There exists a quadruple $\left(r, s_{1}, s_{2}, n\right), 1 \leq s_{1}<s_{2} \leq n-r$, such that

$$
P\left(X_{r+s_{i}, n}-X_{r, n} \geq x\right)-P\left(X_{s_{i}, n-r} \geq x\right)=o\left(F^{s_{i}}(x)\right), \quad x \rightarrow 0, \quad i=1,2
$$

## 3. Related characterizations of other continuous distributions

By transformations we immediately obtain similar results (as in Section 2) for other continuous distributions. Let $G$ be the underlying continuous distribution function of $Y_{1}, \ldots, Y_{n}$ with order statistics $Y_{1, n}, \ldots, Y_{n, n}$. Moreover, let $F$ be the exponential distribution function with parameter $\lambda>0, X_{1}, \ldots, X_{n}$ i.i.d $\sim F$ and let $X_{1, n}, \ldots, X_{n, n}$ be the corresponding order statistics. Then we can use the relations

$$
\begin{equation*}
G^{-1} F\left(X_{r, n}\right) \sim Y_{r, n}, \quad F^{-1} G\left(Y_{r, n}\right) \sim X_{r, n}, \quad 1 \leq r \leq n, \tag{3.1}
\end{equation*}
$$

to establish results similar to those in Section 2.
The following table shows some continuous distribution functions, their pseudo-inverse functions and explicit transformations $\left(Y_{r, n}=a, Y_{r-1, n}=b\right.$, $Y_{1}=c$ ) concerning the distributional identity (2.2).

|  | $G(x)$ |  | $x \in$ | distribution | $G^{-1}(y), y \in(0,1)$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1 | $(x / v)^{\lambda}$ | $\lambda, v>0$ | $(0, v)$ | power fct | $v y^{1 / \lambda}$ |
| 2 | $1-(v / x)^{\lambda}$ | $\lambda, v>0$ | $(v, \infty)$ | Pareto | $v(1-y)^{-1 / \lambda}$ |
| 3 | $1-\mathrm{e}^{-\lambda x^{r}}$ | $\lambda, v>0$ | $(0, \infty)$ | Weibull | $\left(\frac{1}{\lambda} \ln \frac{1}{1-y}\right)^{1 / v}$ |
| 4 | $\left(1+\mathrm{e}^{-\lambda x}\right)^{-1}$ | $\lambda>0$ | $(-\infty, \infty)$ | logistic | $\frac{1}{\lambda} \ln \frac{y}{1-y}$ |
| 5 | $1-\left(1+x^{v}\right)^{-\lambda}$ | $\lambda, v>0$ | $(0, \infty)$ | Burr XII | $\left((1-y)^{-1 / \lambda}-1\right)^{1 / v}$ |


|  | $G^{-1} F(x)$ | $F^{-1} G(x)$ | $X_{r, n}-X_{r-1, n}, r \geq 2$ |
| :--- | :--- | :--- | :--- |
| 1 | $v\left(1-\mathrm{e}^{-\lambda x}\right)^{1 / \lambda}$ | $-\frac{1}{\lambda} \ln \left(1-\left(\frac{x}{v}\right)^{\lambda}\right)$ | $\frac{1}{\lambda} \ln \left(\left(v^{\lambda}-b^{\lambda}\right) /\left(v^{2}-a^{\lambda}\right)\right)$ |
| 2 | $v \mathrm{e}^{r}$ | $\ln \frac{x}{v}$ | $\ln \frac{a}{b}$ |
| 3 | $x^{1 / v}$ | $x^{i v}$ | $a^{v}-b^{v}$ |
| 4 | $\frac{1}{\lambda} \ln \left(\mathrm{e}^{\lambda x}-1\right)$ | $\frac{1}{\lambda} \ln \left(1+\mathrm{e}^{i x}\right)$ | $\frac{1}{\lambda} \ln \left(\left(1+\mathrm{e}^{\lambda a}\right) /\left(1+\mathrm{e}^{\lambda b}\right)\right)$ |
| 5 | $\left(\mathrm{e}^{x}-1\right)^{1 / v}$ | $\ln \left(1+x^{v}\right)$ | $\ln \left(\left(1+a^{v}\right) /\left(1+b^{v}\right)\right)$ |


|  | distributional identity (cf (2.2)) |  |
| :---: | :---: | :---: |
| 1 | $\left(\frac{v^{2}-b^{2}}{v^{2}-a^{2}}\right)^{n-r+1}$ |  |
| 2 | $\left(\frac{a}{b}\right)^{n-r+1}$ | $\sim \frac{c}{v}$ |
| 3 | $(n-r+1)\left(a^{v}-b^{v}\right)$ | $\sim c^{v}$ |
| 4 | $\left(\frac{1+\mathrm{e}^{\text {ju }}}{\left.1+\mathrm{e}^{5}\right)^{\prime \prime}}\right)^{n-r+1}$ | $\sim 1+\mathrm{e}^{i c}$ |
| 5 | $\left(\frac{1+a^{k}}{1+b^{n}}\right)^{n-r+1}$ | $\sim 1+c^{p}$ |

Since

$$
X_{r, n}-X_{r-1, n} \sim \frac{X_{1}}{n-r+1} \sim \frac{F^{-1} G\left(Y_{1}\right)}{n-r+1}
$$

according to (1.2) and (3.1), the last table shows distributional identities for several distributions.

If $G$ is the standard uniform distribution $(\lambda=v=1$ in case 1$)$ with order statistics $U_{1, n}, \ldots, U_{n, n}$, we obtain

$$
\left(\frac{1-U_{r-1, n}}{1-U_{r, n}}\right)^{n-r+1} \sim \frac{1}{1-U}, \text { with } U \sim U[0,1]
$$

Observing that

$$
1-U_{r, n} \sim U_{n-r+1, n}, \quad 1 \leq r \leq n
$$

we get (1.3).
Several authors use the above transformations to find results for power function and Pareto distributions (see Renyi 1953, Desu 1971, Rossberg 1972, Ahsanullah 1989).

It has been noted in (1.3) that Malmquist (1950) derives (1.2) by applying his result to the uniform distribution. Rossberg (1972) deduces from (2.5.1) that $G$ is the distribution function of a Pareto distribution with parameters $\lambda>0$ and $v=1$ iff there exists a pair $(r, n), 1 \leq r<n$, such that $Y_{r+1, n} / Y_{r, n} \sim Y_{1, n-r}$. Rossberg also states a result analogous to (2.1.1). Desu (1971) transforms his result (see Section 2.2) with respect to power function distributions. As a corollary to (2.2.7), Ahsanullah (1989) considers an absolutely continuous distribution function $G$ with $\operatorname{supp}(G)=[0,1]$. The assumption of the NBU/NWU property of the underlying distribution in (2.2.7) is replaced by

$$
G(x \cdot y) \underset{(\leq)}{\gtrless} G(x) \cdot G(y)
$$

Then $G$ is the distribution function of a power function distribution iff $Y_{1, n} / Y_{2, n} \sim G$ for some $n \in \mathbb{N}$ (see (4.2.1)).

Gupta (1979) shows a result concerning the independence of functions of order statistics from exponential distributions and obtains analogous results for power function and Pareto distributions via transformations. In the same context, Shah, Kabe (1981) consider also Burr XII and logistic distributions.

In two papers, Janardan, Taneja (1979a,b) deal with Weibull distributions. In the first, they are concerned with (2.5.3) for Weibull distributions in the same way as Ahsanullah (1975). Since the proof of the latter fails without assuming the NBU/NWU property of the underlying distribution function, a similar additional condition is needed. However, with the above transformation for Weibull variables, Gather's (1988) result can be utilized. In Janardan, Taneja (1979b), analogues to Desu's (1971) and Gupta's (1973) result are shown in a direct way.

Applying Shimizu's (1979) result (for $\alpha$ arbitrary), we obtain characterizations of Weibull distributions without using a transformation.

Dimaki, Xekalaki (1993) present a characterization of Pareto distributions via identical distributions of $X_{s, n} / X_{r, n}$ and $X_{s-r, n-r}$ for $s \in\left\{s_{1}, s_{2}\right\}, 1 \leq r<s_{1}<s_{2} \leq n$. This assertion can directly be obtained via transformation from Gather's (1988) result (see (2.5.3)) which is not cited, however. The authors also restate Desu's (1971) result in terms of Pareto distributions.

## 4. Characterizations of uniform distributions

In the previous section we mentioned results for uniform distributions which are obtained from characterizations of exponential distributions by a simple transformation. We now gather together several other results dealing with uniform distributions.

### 4.1. Characterizations based on spacings

Normalized spacings play an important role in characterization results for exponential distributions as shown in Section 2. In particular, the distributional identity

$$
X_{s, n}-X_{r, n} \sim X_{s-r, n-r}
$$

is valid for $1 \leq r<s \leq n$, if $F \sim \operatorname{Exp}(\lambda)(\operatorname{cf}(2.5))$.
A similar relation holds if $F \sim U[0, a]$ for some $a>0$ :

$$
\begin{equation*}
X_{s, n}-X_{r, n} \sim X_{s-r, n} \tag{4.1.1}
\end{equation*}
$$

(cf Hajós, Rényi 1954). Several authors deal with characterizations of uniform distributions based on (4.1.1). In the exponential case, aging properties of the underlying distribution function are used as assumptions in some of the theorems (cf Section 2). In characterization results for the uniform distribution, superadditivity or sub-additivity of $F$ are appropriate conditions.

The distribution function $F$ is called super-additive (sub-additive) if $F(x+y) \geqq(\leq) F(x)+F(y)$ for all $x, y, x+y \in \operatorname{supp}(F)$.
Many interesting distribution functions have such a property. E.g., power function distributions with $F(x)=x^{\alpha}, x \in(0,1)$, are super-additive if $\alpha \geq 1$ and subadditive if $0<\alpha \leq 1$. Moreover, any NWU-distribution function is sub-additive. Huang et al. (1979) present a corresponding result.
(4.1.3) (Huang, Arnold, Ghosh 1979) Let $F$ be continuous, strictly increasing on $\operatorname{supp}(F)$, and let $F$ be super-additive or sub-additive. Then $F \sim U[0, a]$ for some $a>0$ iff there exists a pair $(r, n), 1 \leq r \leq n-1$, such that $X_{r+1, n}-X_{r, n}$ $\sim X_{1, n}$.

By considering (4.1.1) for $s=r+1$, the question arises whether the uniform distribution is the only one satisfying

$$
X_{i, n}-X_{i-1, n} \sim X_{j, n}-X_{j-1, n}
$$

for some $i \neq j$. A partial answer to this is due to Ahsanullah (1989).
(4.1.4) (Ahsanullah 1989) Let $F$ be absolutely continuous with density function $f, \quad F(0)=0, \quad F(1)=1$, and either $f(x) \geq f(y)$ or $f(x) \leq f(y)$ for all $x, y \in(0,1), x \geq y$. Then $F \sim U[0,1]$ iff there exists a pair $(r, n), 2 \leq r \leq n$, such that $X_{r, n}-X_{r-1, n} \sim X_{r-1, n}-X_{r-2, n}$.
The assumption " $r \neq(n+1) / 2$ " in Ahsanullah (1989) can be dropped since monotonicity of $f$ excludes the case that $f$ is an arbitrary symmetric density.

Moreover, Ahsanullah (1989) proves a characterization result for the standard uniform distribution using (4.1.1) for $s=n$ and $r=1$.
(4.1.5) (Ahsanullah 1989) Let $F$ be absolutely continuous, symmetric, either super-additive or sub-additive, $F^{-1}(0+)=0, F(1)=1$. Then $F \sim U[0,1]$ iff $X_{n, n}-X_{1, n} \sim X_{n-1, n}$ for some $n \geq 2$.
Without requiring super-additivity, Huang et al. (1979) prove the following result based on the first spacing in a sample of size $n$.
(4.1.6) (Huang, Arnold, Ghosh 1979) Let $F$ be strictly increasing on $\operatorname{supp}(F)=[0, a], 0<a<\infty$, and let $F$ be absolutely continuous with continuous density $f$ on $(0, a), \quad f(0+)<\infty, \quad f(a-)<\infty$. Then $F \sim U[0, a] \quad$ iff $X_{2, n}-X_{1, n} \sim X_{1, n}$.
Under the conditions of (4.1.6), the fact that $a-X_{n, n}$ and $X_{n, n}-X_{n-1, n}$ have the same distribution characterizes the $U[0, a]$-distribution, too. A refinement of (4.1.6) is shown in Shimizu, Huang (1983) stating that, for an absolutely continuous distribution function $F$ being strictly increasing on $\operatorname{supp}(F), F \sim U[0, a]$ for some $0<a<\infty$ iff $X_{2, n}-X_{1, n} \sim X_{1, n}$ for some $n \geq 2$.

### 4.2. Miscellaneous results

As in the exponential case (cf (2.1.1) and (2.1.2)), Ahsanullah (1989) shows by transformation and applying (2.2.7) that if the ratio of the first two order statistics is uniformly distributed then the underlying distribution is uniform.

However, $X_{1, n} / X_{2, n} \sim F$ is not a characterizing property of the standard uniform distribution. For all power function distributions with $F(x)=x^{\alpha}$, $\alpha>0, x \in(0,1)$, we have the same property.
(4.2.1) (Ahsanullah 1989) Let $F$ be absolutely continuous, $F^{-1}(0+)=0$, $F(1)=1$, and let either $F(x \cdot y) \geq F(x) \cdot F(y)$ or $F(x \cdot y) \leq F(x) \cdot F(y)$ for all $x, y \in \operatorname{supp}(F)$. Then $F(x)=x^{\alpha}, x \in(0,1)$, for some $\alpha>0$ iff $X_{1, n} / X_{2, n} \sim F$.

We now quote two results of Madreimov, Petunin (1983) where the forms of expected (contrasts of) order statistics are used as characterizing properties.
(4.2.2) (Madreimov, Petunin 1983) Let $F$ be continuous and let $X_{1}, \ldots, X_{n}$, $X \sim F$ be independent random variables.
a) Then $F \sim U[0,1]$ iff $E\left(X_{n, n}-X_{i, n}\right)=P\left(X \in\left(X_{i, n}, X_{n, n}\right)\right)$ for all $i \in \mathbb{N}$ and $n \geq i$.
b) Then $F \sim U[0,1]$ iff there exists a pair $(i, j), 1 \leq i<j \leq n$, such that $E\left(X_{i, n}\right)=P\left(X \in\left(X_{j-i, n}, X_{j, n}\right)\right)$ for all $n \geq 2$.
We refer to (5.2.7) for a simultaneous characterization of the standard uniform and of exponential distributions and to Section 5.6 for results of Ghurye (1960).

Finally, we mention a characterization based on moments. It is well known that the property $\mathrm{E} X_{1, n}=1 /(n+1)$ for all $n \in \mathbb{N}$ implies that the underlying distribution is standard uniform (cf Galambos, Kotz 1978, p. 55). A simple corollary of this is the following which is of interest for goodness of fit tests.
(4.2.3) (Galambos, Kotz 1978) Let $F^{-1}(0+) \geq 0, S_{r}=\sum_{i=1}^{r} X_{i}, 1 \leq r \leq n+1$, and $V_{r}=S_{r} / S_{n+1}, 1 \leq r \leq n$. Then $F \sim U[0,1]$ iff $\left(V_{1}, \ldots, V_{n}\right) \sim\left(X_{1, n}, \ldots, X_{n, n}\right)$.

## 5. Characterizations of specific continuous distributions

In this section we review some characterization results for specific continuous distributions such as normal, exponential, Weibull and logistic distributions. We do not consider further general characterizations of distributions such as the following by Kotlarski, Sasvári (1992) where for independent random variables $X_{1}, X_{2}, X_{3}$ the joint distributions of $\max \left(X_{1}, X_{3}\right)$ and $\max \left(X_{2}, X_{3}\right)$ as well as of $\max \left(X_{1}, X_{3}\right)$ and $\min \left(X_{2}, X_{3}\right)$ determine the distributions of $X_{1}, X_{2}, X_{3}$ (see also Kotlarski 1978 and (5.6.1)).

Several of the results in this section are based on ratios of partial sums of random variables which behave like uniform order statistics.

Throughout this section, $U_{1}, \ldots, U_{m}, m \in \mathbb{N}$, are i.i.d. random variables from a standard uniform distribution with order statistics $U_{1, m} \leq \cdots \leq U_{m, m}$.

### 5.1. Characterizations of normal and logarithmic normal distributions

(5.1.1) (Csörgö, Seshadri 1971a) Let $F$ have mean $\mu$ and variance $\sigma^{2},|\mu|<\infty$, $0<\sigma<\infty$, and let $n=2 k+3, k \geq 2$. Moreover, let

$$
\begin{aligned}
& Z_{1}=\left(X_{1}-X_{2}\right) / \sqrt{2}, \quad Z_{2}=\left(X_{1}+X_{2}-2 X_{3}\right) / \sqrt{6}, \ldots, \\
& Z_{n-1}=\left(X_{1}+\cdots+X_{n-1}-(n-1) X_{n}\right) / \sqrt{n(n-1)}, \quad Z_{n}=\sum_{i=1}^{n} X_{i} / \sqrt{n} \\
& W_{r}=Z_{2 r-1}^{2}+Z_{2 r}^{2}, \quad S_{r}=\sum_{i=1}^{r} W_{i}, \quad 1 \leq r \leq k+1, \text { and }
\end{aligned}
$$

$$
V_{r}=S_{r} / S_{k+1}, \quad 1 \leq r \leq k
$$

Then $F \sim N\left(\mu, \sigma^{2}\right)$ iff $\left(V_{1}, \ldots, V_{k}\right) \sim\left(U_{1, k}, \ldots, U_{k, k}\right)$.
The result (5.1.3) below for logarithmic normal distributions is a corollary of (5.1.1). If the mean $\mu$ is known, then the following theorem may be used.
(5.1.2) (Csörgö, Seshadri 1971a) Let $F$ have mean $\mu,|\mu|<\infty$, let $F$ be symmetric about $\mu$ and let $n=2 k, k \geq 3$. Moreover, let

$$
\begin{aligned}
& Z_{i}=X_{i}-\mu, 1 \leq i \leq n, W_{r}=Z_{2 r-1}^{2}+Z_{2 r}^{2}, S_{r}=\sum_{i=1}^{r} W_{i}, 1 \leq r \leq k, \text { and } \\
& V_{r}=S_{r} / S_{k}, 1 \leq r \leq k-1
\end{aligned}
$$

Then $F \sim N\left(\mu, \sigma^{2}\right)$ for some $0<\sigma<\infty \operatorname{iff}\left(V_{1}, \ldots, V_{k-1}\right) \sim\left(U_{1, k-1}, \ldots, U_{k-1, k-1}\right)$.
Two further characterizations of normal distributions are shown by the same authors in Csörgö, Seshadri (1971b) based on two independent samples of random variables. This result is related to the Behrens-Fisher problem.
(5.1.3) (Csörgö, Seshadri 1971a) Let $F$ be absolutely continuous with finite mean $\mu$ and variance $\sigma^{2},|\mu|<\infty, 0<\sigma<\infty, F^{-1}(0+)>0$, and let $Y_{i}=\ln X_{i}$, $1 \leq i \leq n, n=2 k+3, k \geq 2$. Moreover, let

$$
\begin{aligned}
& Z_{1}=\left(Y_{1}-Y_{2}\right) / \sqrt{2}, Z_{2}=\left(Y_{1}+Y_{2}-2 Y_{3}\right) / \sqrt{6}, \ldots, \\
& Z_{n-1}=\left(Y_{1}+\cdots+Y_{n-1}-(n-1) Y_{n}\right) / \sqrt{n(n-1)}, \quad Z_{n}=\sum_{i=1}^{n} Y_{i} / \sqrt{n} \\
& W_{r}=Z_{2 r-1}^{2}+Z_{2 r}^{2}, \quad S_{r}=\sum_{i=1}^{r} W_{i}, \quad 1 \leq r \leq k+1, \text { and } \\
& V_{r}=S_{r} / S_{k+1}, \quad 1 \leq r \leq k
\end{aligned}
$$

Then $F$ is the distribution function of the logarithmic normal distribution with density

$$
\begin{aligned}
f(x)= & x^{-1}\left(2 \pi \sigma^{2}\right)^{-1 / 2} \exp \left\{-\left(2 \sigma^{2}\right)^{-1}(\ln x-\mu)^{2}\right\}, \quad x>0, \text { iff } \\
& \left(V_{1}, \ldots, V_{k}\right) \sim\left(U_{1, k}, \ldots, U_{k, k}\right)
\end{aligned}
$$

Klebanov (1972) states a result based on identical distributions of the range and the range of orthogonal transformations of random variables.
(5.1.4) (Klebanov 1972) Let $F$ be absolutely continuous with continuous density function and $n \geq 4$. Let $Y_{1, n} \leq \cdots \leq Y_{n, n}$ be the order statistics based on $Y_{1}, \ldots, Y_{n}$ where $\left(Y_{1}, \ldots, Y_{n}\right)^{\prime}=A\left(X_{1}, \ldots, X_{n}\right)^{\prime}$ for some orthogonal transformation $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$. Then $F \sim N\left(0, \sigma^{2}\right)$ for some $0<\sigma<\infty$ iff $X_{n, n}-X_{1 . n} \sim Y_{n, n}-Y_{1 . n}$ for any orthogonal transformation $A: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$.

Ahsanullah, Hamedani (1988) contribute two results concerning the distribution of the square of the minimum of two i.i.d. random variables. The minimum $X_{1,2}$ can be replaced by the maximum $X_{2,2}$.
(5.1.5) (Ahsanullah, Hamedani 1988) Let $F$ be absolutely continuous and symmetric about zero. Then $F \sim N(0,1)$ iff $X_{1,2}^{2} \sim \chi^{2}(1)$ where $\chi^{2}(1)$ is the chisquare distribution with one degree of freedom.

Without requiring a symmetric underlying distribution we find
(5.1.6) (Ahsanullah, Hamedani 1988) Let $F$ be absolutely continuous. Then $F \sim N(0,1)$ iff $X_{1,2}^{2} \sim \chi^{2}(1)$ and $X_{1} / X_{2} \sim C(0)$ where $C(0)$ is the Cauchy distribution with median zero.

### 5.2. Characterizations of exponential distributions

In this section we also consider two-parameter exponential distributions with density function

$$
f(x)=\hat{\lambda} \exp \{-\lambda(x-a)\}, \quad x>a, \quad \lambda>0
$$

which we denote by $\operatorname{Exp}(\lambda, a)$ so that $\operatorname{Exp}(\lambda) \equiv \operatorname{Exp}(\lambda, 0)$.
The following theorems (5.2.1) and (5.2.2) are quoted in Csörgö, Seshadri (1971a). They are used to obtain two characterizations of the Poisson process. Several other characterizations of exponential distributions can be found in Section 5.3 on Weibull distributions.
(5.2.1) (Seshadri, Csörgö, Stephens 1969) Let $F$ have mean $1 / \lambda, 0<\lambda<\infty$, and $X_{1}>0, n \geq 3$. Let $S_{r}=\sum_{i=1}^{r} X_{i}, 1 \leq r \leq n$, and $V_{r}=S_{r} / S_{n}, 1 \leq r \leq n-1$. Then $F \sim \operatorname{Exp}(\lambda)$ iff $\left(V_{1}, \ldots, V_{n-1}\right) \sim\left(U_{1, n-1}, \ldots, U_{n-1, n-1}\right)$.

Csörgö et al. (1975) and Menon, Seshadri (1975) point out that the original proof of (5.2.1) is incorrect and present a new proof for $n \geq 3$. In Csörgö et al. (1975) an additional result for two-parameter exponential distributions is stated. A correct proof of the following characterization of $\operatorname{Exp}(\lambda, a)$-distributions is given in Dufour et al. (1984).
(5.2.2) (Seshadri, Csörgö, Stephens 1969) Let $n \geq 3$ and let $F$ have mean $a+1 / \lambda, \lambda>0, X_{1}>a$. Define $\quad S_{r}=\sum_{i=1}^{r} D_{i, n}, 1 \leq r \leq n, X_{0, n}=a$, and $V_{r}=S_{r} / S_{n}, 1 \leq r \leq n-1$. Then $F \sim \operatorname{Exp}(\lambda, a)$ iff $\left(V_{1}, \ldots, V_{n-1}\right) \sim\left(U_{1, n-1}, \ldots\right.$, $U_{n-1, n-1}$ ).
Dufour (1982) conjectured that $\left(V_{1}, \ldots, V_{r-1}\right) \sim\left(U_{1, r-1}, \ldots, U_{r-1, r-1}\right), V_{i}=S_{i} / S_{r}$, $1 \leq i \leq r-1, S_{i}=\sum_{j=1}^{i} D_{j, n}, 1 \leq i \leq r$, for some $2 \leq r<n$ is a characteristic property of exponential distributions. Seshadri et al. (1969) and Dufour et al. (1984) (see (5.2.2)) prove this result for the uncensored case $n=r \geq 3$. It should be noted that the distributional identity $D_{1,2} /\left(D_{1,2}+D_{2,2}\right) \sim U[0,1]$ does not characterize exponential distributions (cf Menon, Seshadri 1975). Leslie, van Eeden (1993) prove Dufour's conjecture for the case $r \geq \frac{2}{3} n+1$ and they point out the use of such results in goodness of fit testing.
(5.2.3) (Leslie, van Eeden 1993) Let $F^{-1}(0+) \geq 0, \frac{2}{3} n+1 \leq r \leq n-1$. Let $S_{i}=\sum_{j=1}^{i} D_{j, n}, 1 \leq i \leq r$, and $V_{i}=S_{i} / S_{r}, 1 \leq i \leq r-1$. Then $F \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$ iff $\left(V_{1}, \ldots, V_{r-1}\right) \sim\left(U_{1, r-1}, \ldots, U_{r-1, r-1}\right)$.

For further characterization results used in the proof of (5.2.3) we refer to van Eeden (1991) and Leslie, van Eeden (1993).

In Xu, Yang (1995) it is shown that Dufour's conjecture is true for all $5 \leq r \leq n$. The cases $r=2,3,4$ are still not determined. If, however, the distribution of $X_{1}$ is restricted to either the class of NBU or NWU distributions, Xu, Yang (1995) show that Dufour's conjecture is true if $r \geq 2$.

In Seshadri et al. (1969) we also find a related result based on spacings of uniform order statistics.
(5.2.4) (Seshadri, Csörgö, Stephens 1969) Let $X_{1}>0, \mathrm{E} X_{1}=1, V_{r}=X_{r} / \sum_{i=1}^{n}$ $X_{i}, 1 \leq r \leq n-1$. Then $F \sim \operatorname{Exp}(1)$ iff $\left(V_{1}, \ldots, V_{n-1}\right) \sim\left(U_{1, n-1}, \ldots, U_{n-1, n-1}-\right.$ $\left.U_{n-2, n-1}\right)$.

Galambos, Kotz (1983) point out that Desu's (1971) result (see Section 2.2) is related to an assertion for the distribution of the integer part of a random variable. They quote a result based on a conditional distribution and give further details.
(5.2.5) (Galambos, Kotz 1983) Let $F^{-1}(0+) \geq 0, X_{i}^{(t)}=\left[X_{i} / t\right]+1, t>0$, $i=1,2$, where $[x]$ denotes the integer part of $x \in \mathbb{R}$. If the distribution of

$$
\min \left(X_{1}^{(t)}, X_{2}^{(t)}\right) \mid X_{1}^{(t)}+X_{2}^{(t)}=2 m+1
$$

is uniform on $1, \ldots, m$ for every $m \in \mathbb{N}$, then $F \sim \operatorname{Exp}(\lambda)$ for some $\lambda>0$.
Not truncating the $X_{i}$ 's to integers, Galambos (1975a) shows that the underlying distribution with continuous density is exponential iff the distribution of $2 X_{1,2}$ given $X_{1}+X_{2}=s$ is uniform on $[0, s]$ (see also Berk 1977, Patil, Seshadri 1964).

For characterizations of exponential distributions related to those of logistic distributions we refer to Section 5.5 and to a result of Ghurye (1960) which is mentioned in Section 5.6.

Huang et al. (1979) restate (5.2.1) as follows and present a simultaneous characterization of exponential distributions and the standard uniform distribution.
(5.2.6) (Huang, Arnold, Ghosh 1979) Under the assumptions of (5.2.1) we have $F \sim \operatorname{Exp}(\lambda)$ iff $\left(V_{1}, V_{2}\right) \sim\left(U_{1, n-1}, U_{2, n-1}\right)$.
(5.2.7) (Huang, Arnold, Ghosh 1979) Let $V_{1}, \ldots, V_{n-1}$ be as in (5.2.1). Moreover, let $Y_{1, n-1}, \ldots, Y_{n-1, n-1}$ be order statistics of i.i.d. random variables $Y_{1}, \ldots, Y_{n}$ with distribution function $G$ and continuous density function. Then $F \sim \operatorname{Exp}(\lambda)$ and $G \sim U[0,1]$ iff $\left(V_{1}, V_{2}\right) \sim\left(Y_{1, n-1}, Y_{2, n-1}\right)$.

### 5.3. Characterizations of Weibull distributions

As a corollary to their results, Csörgö, Seshadri (1971a) state the following characterization of Weibull distributions based on ratios of partial sums.
(5.3.1) (Csörgö, Seshadri 1971a) Let $F$ be absolutely continuous with finite mean, $X_{1}>0$ and $n \geq 3$. Define $Y_{i}=X_{i}^{2}, 1 \leq i \leq n, S_{r}=\sum_{i=1}^{r} Y_{i}, 1 \leq r \leq n$, $V_{r}=S_{r} / S_{n}, 1 \leq r \leq n-1$. Then $F$ is the distribution function of a Weibull distribution with density function $f(x)=2 \lambda x \exp \left\{-\lambda x^{2}\right\}, x>0, \lambda>0$, iff $\left(V_{1}, \ldots, V_{n-1}\right) \sim\left(U_{1, n-1}, \ldots, U_{n-1, n-1}\right)$.

Sethuraman (1965) shows a characterization result for distributions which, in extreme value theory, are well known as limiting distributions of normalized minima of i.i.d. random variables. For details on characterizations based on asymptotic properties of extremes we refer to Galambos (1978). The random variables $X_{1}, \ldots, X_{n}$ in (5.3.2) are not assumed to be identically distributed but only compatible which means that $P\left(X_{i}>X_{j}\right)>0$ for all $i \neq j, 1 \leq i, j \leq n$. A preliminary theorem is the following.
(5.3.2) (Sethuraman 1965) Let $X_{1}, \ldots, X_{n}$ be compatible and $X_{i} \sim F_{i}, 1 \leq i \leq n$. Then there exist constants $p_{2}, \ldots, p_{n}>0$ with
iff $\quad X_{1, n} \sim X_{1, n} \mid X_{1, n}=X_{i} \quad$ for all $1 \leq i \leq n$.
Obviously, if $p_{i} \in \mathbb{N}$, then the equation $\left(1-F_{i}(x)\right)^{p_{i}}=1-F_{1}(x)$ yields that $F_{1}$ is the distribution of the minimum of a number of $p_{i}$ i.i.d. random variables with distribution function $F_{i}$. Such an interpretation is also possible when $1 / p_{i} \in \mathbb{N}$. Sethuraman's main theorem reads as follows and characterizes Weibull, reflected Weibull distributions and the double exponential distribution. For a related characterization of the latter we also refer to Dubey (1966).
(5.3.3) (Sethuraman 1965) Let $X_{1}, \ldots, X_{n}$ be compatible, $X_{i} \sim F_{i}, 1 \leq i \leq n$, and let $X_{1, n} \sim X_{1, n} \mid X_{1, n}=X_{i}$ for all $1 \leq i \leq n$. Let $F_{1}, \ldots, F_{n}$ be of the same type, i.e., there exist constants $a_{2} \geq 1, \ldots, a_{n} \geq 1, b_{2}, \ldots, b_{n} \in \mathbb{R}$ such that $F_{i}(x)=F_{1}\left(a_{i} x+b_{i}\right), 2 \leq i \leq n$. For $a_{2}>1$ one has $a_{i}>1, b_{2} /\left(1-a_{2}\right)=$ $b_{i} /\left(1-a_{i}\right), 3 \leq i \leq n$. If further $\ln a_{i} / \ln a_{j}$ is irrational for some pair $(i, j), i, j \geq 2$, then

$$
\left\{\begin{array}{lll}
F \text { is of the type } & \Phi_{1, \alpha}, & p_{2}>1 \\
F \text { is of the type } & \Phi_{2, \alpha}, & p_{2}<1
\end{array}\right.
$$

For $a_{1}=1$, one has $a_{i}=1,3 \leq i \leq n$. If further $b_{i} / b_{j}$ is irrational for some pair $(i, j), i, j \geq 2$, then $F$ is of the type $\Delta . \Phi_{1, \alpha}, \Phi_{2, \alpha}$ and $\Delta$ denote the limiting distributions of the sample minimum:

$$
\begin{aligned}
& \Phi_{1, \alpha}(x)=\left\{\begin{array}{ll}
1-\exp \left\{-(-x)^{-\alpha}\right\}, & x<0 \\
1, & x \geq 0
\end{array}, \alpha>0,\right. \\
& \Phi_{2, \alpha}(x)=\left\{\begin{array}{ll}
0, & x \leq 0 \\
1-\exp \left\{-x^{\alpha}\right\}, & x>0
\end{array}, \alpha>0,\right. \\
& \Delta(x)=1-\exp \left\{-\mathrm{e}^{x}\right\}, \quad x \in \mathbb{R} .
\end{aligned}
$$

In Shimizu, Davies (1981) and Kakosyan et al. (1984) several characterizations of distributions are shown which are based on relations similar to (2.6) (see Section 2.2 for characterizations of exponential distributions). In Shimizu, Davies (1981) we find two characterizations of Weibull distributions based on a modified condition (2.6). A solution of a general functional equation leads to (5.3.4) for order statistics from a sample with random sample size. Another characterization deals with order statistics of ratios of independent random variables.

Let $\operatorname{Wei}(\lambda, \alpha)$ denote the Weibull distribution with distribution function $F(x)=1-\exp \left\{-\lambda x^{\alpha}\right\}, \alpha>0, \lambda>0, x>0$.
(5.3.4) (Shimizu, Davies 1981) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables with distribution function $F$. Let $F$ be non-degenerate, $\alpha>0$, and $N$ an integer-valued random variable independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$ such that $P(N \geq 2)=1$, $\ln N$ has finite expectation, and is not concentrated on a lattice $(k p)_{k \in \mathbb{N}}$ for any $p>0$. Then $F \sim \mathrm{Wei}(\lambda, \alpha)$ for some $\lambda>0$ iff $N^{1 / \alpha} X_{1, N} \sim X_{1}$.
(5.3.5) (Shimizu, Davies 1981) Let $F$ be non-degenerate and $\alpha>0$. Let further $Y_{1}, \ldots, Y_{n}>0$ be random variables independent of $X_{1}, \ldots, X_{n}$ such that $P\left(\sum_{i=1}^{n} Y_{i}^{\alpha}=1\right)=1$ and $P\left(\ln Y_{i} / \ln Y_{j}\right.$ is irrational for some $i$ and $\left.j\right)>0$. Moreover, let $Z_{i}=X_{i} / Y_{i}, \quad 1 \leq i \leq n$. Then $F \sim \mathrm{Wei}(\lambda, \alpha)$ for some $\lambda>0$ iff $Z_{1, n} \sim X_{1}$.

In their book, Kakosyan et al. (1984, Chapter 3.1) consider characterizations by properties of order statistics associated with non-linear statistics. The following is a corollary of a more general theorem where $X_{1, n}$ is replaced by the infimum of a countable number of random variables.
(5.3.6) (Kakosyan, Klebanov, Melamed 1984) Let $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d. random variables with distribution function $F$. Let $X_{1}>0, F$ be continuous on $[0, \infty)$ and non-degenerate. Let $\left(a_{i}\right)_{i \in \mathbb{N}}$ be a sequence of positive constants satisfying $\sum_{i=1}^{\infty} a_{i}^{\alpha}=1$ for some $\alpha>0$ and let $0<\lim _{x \rightarrow 0+} F(x) / x^{\alpha}=\lambda<\infty$. Then $F \sim \operatorname{Wei}(\lambda, \alpha)$ iff $X_{1} \sim \inf _{i \in \mathbb{N}} X_{i} / a_{i}$.

Gupta's (1973) result (see Section 2.2) is a consequence of (5.3.6) for $a_{1}=\cdots=a_{n}=\frac{1}{n}, \alpha=1$. The theorem can also be extended to conditionally independent random variables (see Kakosyan et al. 1984, p. 75). Moreover, the numbers $a_{i}, i \in \mathbb{N}$, can be replaced by random variables independent of $\left(X_{i}\right)_{i \in \mathbb{N}}$, (see Kakosyan et al. 1984, p. 77).

For related characterizations of exponential, logistic and other distributions and for more details we refer to Chapter 3.1 in Kakosyan et al. (1984).

### 5.4. Characterizations of gamma distributions

Csörgö Seshadri (1971a) also use the fact that certain ratios of partial sums are distributed as uniform order statistics to obtain the following characterizations for gamma distributions of order $1 / n$ the densities of which are given by

$$
f(x)=(\pi / \lambda)^{-1 / n}(x-a)^{-(n-1) / n} \exp \{-\lambda(x-a)\}, \quad \lambda>0, \quad x>a
$$

These distributions are denoted by $\operatorname{Gam}\left(\frac{1}{n}, \lambda, a\right)$.
(5.4.1) (Csörgö, Seshadri 1971a) Let $n=2 k, k \geq 3, X_{1}>0$. Let $Y_{i}=X_{2 i-1}+$ $X_{2 i}, 1 \leq i \leq k, S_{r}=\sum_{i=1}^{r} Y_{i}, V_{r}=S_{r} / S_{k}, 1 \leq r \leq k-1$. Then $F \sim \operatorname{Gam}\left(\frac{1}{2}, \lambda, 0\right)$ for some $\lambda>0$ iff $\left(V_{1}, \ldots, V_{k-1}\right) \sim\left(U_{1, k-1}, \ldots, U_{k-1, k-1}\right)$.

In terms of normalized spacings the same authors obtain
(5.4.2) (Csörgö, Seshadri 1971a) Let $n=2 k, k \geq 3, X_{1}>a$. Let $Y_{i}=X_{2 i-1}+$ $X_{2 i}, \quad 1 \leq i \leq k, D_{i, k}^{Y}=(k-i+1)\left(Y_{i, k}-Y_{i-1, k}\right), 1 \leq i \leq k, \quad Y_{0, k}=2 a, \quad S_{r}=$ $\sum_{i=1}^{r} D_{i, k}^{Y}, 1 \leq r \leq k, V_{r}=S_{r} / S_{k}, 1 \leq r \leq k-1$. Then $F \sim \operatorname{Gam}\left(\frac{1}{2}, \lambda, a\right)$ for some $\lambda>0$ iff $\left(V_{1}, \ldots, V_{k-1}\right) \sim\left(U_{1, k-1}, \ldots, U_{k-1, k-1}\right)$.
These results can easily be generalized to obtain characterizations of $\operatorname{Gam}\left(\frac{1}{n}, \lambda, a\right)$ distributions as pointed out by Csörgö, Seshadri (1971a).

### 5.5. Characterizations of the logistic distribution

In George, Mudholkar (1981a) we find the following theorem on related characterizations of the standard exponential and the logistic distribution by properties of the minimum and maximum of two random variables. A random variable $X$ has a (standard) logistic distribution, if its distribution function is given by $F(x)=\left(1+\mathrm{e}^{-x}\right)^{-1}, x \in \mathbb{R}$, briefly $F \sim \mathbf{L g c}$.
(5.5.1) (George, Mudholkar 1981a) Let $F(0)=1 / 2$ and $t \varphi(t)$ be integrable where $\varphi$ is the characteristic function of $F$. Let a random variable $Z$ with distribution function $G$ be independent of $X_{1}, X_{2} \sim F$.
a) If $G \sim \operatorname{Exp}(1)$, we have

$$
F \sim \operatorname{Lgc} \quad \text { iff } \quad X_{1,2}+Z \sim X_{1} \quad \text { iff } \quad X_{2,2}-Z \sim X_{1}
$$

b) If $F \sim \operatorname{Lgc}$, we have

$$
G \sim \operatorname{Exp}(1) \quad \text { iff } \quad X_{1,2}+Z \sim X_{1} \quad \text { iff } \quad X_{2,2}-Z \sim X_{1}
$$

It is also possible to obtain a simultaneous characterization of exponential and logistic distributions by the same arguments as in (5.5.1). For further details we refer to George, Mudholkar (1982) and Galambos (1992).
(5.5.2) (George, Mudholkar 1981a) Let $Z_{1}, Z_{2}$ be non-negative random variables with some non-lattice distribution function $G$ and independent of $X_{1}$ and $X_{2}$ which have distribution function $F$. Then $F \sim \operatorname{Lgc}$ and $G \sim \operatorname{Exp}(1)$ iff $X_{1,2}+Z_{1} \sim X_{1}$ and $X_{2,2}-Z_{2} \sim X_{1}$.

George, Mudholkar (1981a) also present a characterization based on the characteristic function of the sample median and herewith generalize a result in George, Mudholkar (1981b).
(5.5.3) (George, Mudholkar 1981a) Let $F$ be absolutely continuous with density function $f$ and characteristic function $\varphi$, let $n=2 m-1$ for some $m \in \mathbb{N}$ and let $\varphi_{m, n}$ be the characteristic function of the sample median $X_{m, n}$. Moreover, let $F(0)=1 / 2$,

$$
\begin{aligned}
& f(x)=o\left(\mathrm{e}^{k x}\right), x \rightarrow \infty, \text { for every } k \in \mathbb{N}, \\
& f(x)=o\left(\mathrm{e}^{-k x}\right), x \rightarrow-\infty, \text { for every } k \in \mathbb{N}, \\
& \text { and } t^{k} \varphi(t) \text { be integrable for every } k \in \mathbb{N} .
\end{aligned}
$$

Then $F \sim \operatorname{Lgc}$ iff $\varphi_{m, n}(t)=\Pi_{j=1}^{m-1}\left(1+t^{2} / j^{2}\right) \varphi(t)$ for all $t \in \mathbb{R}$.
As a consequence of the above theorem, George, Mudholkar (1981a) get the following theorem which again connects logistic and exponential distributions.
(5.5.4) (George, Mudholkar 1981a) Let $Z_{1}, \ldots, Z_{n-1}$ be independent Laplacedistributed random variables with densities $g_{1}, \ldots, g_{n-1}$ where $g_{j}(z)=$ $\frac{j}{2} \exp \{-j|z|\}, 1 \leq j \leq n-1$. Let $X_{1}, \ldots, X_{2 n-1}$ be independent of $Z_{1}, \ldots, Z_{n-1}, F$ be absolutely continuous and let the same conditions as in (5.5.2) be fulfilled. Then $F \sim \operatorname{Lgc}$ iff $X_{n, 2 n-1}+\sum_{j=1}^{n-1} Z_{j} \sim X_{1}$.
George and Mudholkar (198la,b) mention as special case of their result and under the above regularity conditions with respect to $F$ that if $Z$ is a Laplace variable with density $g(z)=\frac{1}{2} \mathrm{e}^{-|z|}, z \in \mathbb{R}$, and independent of $X_{1}, X_{2}, X_{3}$, then $F \sim \operatorname{Lgc}$ iff $X_{2,3}+Z \sim X_{1}$. Since $Z$ may be represented as a difference of two i.i.d. exponential random variables $Y_{1}$ and $Y_{2}$, the above result can also be stated in this way. Let $Y_{1}$ and $Y_{2}$ be i.i.d. standard exponentially distributed random variables which are independent of $X_{1}, X_{2}$ and $X_{3}$. Then $F \sim \operatorname{Lgc}$ iff $X_{2,3}+Y_{1}-Y_{2} \sim X_{1}$.

An open problem regarding characterizations is mentioned in Arnold et al. (1992, p. 150). It is questioned whether a logistic distribution can be characterized by its property that the mid-range is distributed as the median in a sample of size 3 .

### 5.6. Miscellaneous results

Kagan et al. (1973) give some remarks on order statistics. Actually they deal with linear statistics $\sum_{i=1}^{n} a_{i} X_{i}$ which correspond to $M$-statistics of the form $\max \left(\left(X_{1}-a\right) / b_{1}, \ldots,\left(X_{n}-a\right) / b_{n}\right)$ with $a \in \mathbb{R}$ and $b_{1}, \ldots, b_{n}>0$. They state a result where, under several regularity conditions, identical distributions of two $M$-statistics characterize the underlying distribution function of the form $F(x)=\exp \left\{-\sum_{i=1}^{k} e_{i} /(x-a)^{i}\right\}$. Moreover, a theorem of Ghurye (1960) is cited (see Kagan et al. 1973, p. 443) where in the case that $W=\sum_{i=1}^{n}\left(X_{i}-X_{1, n}\right)$, the uniform distribution of $\left(\left(X_{1}-X_{1, n}\right) / W, \ldots,\left(X_{n}-X_{1, n}\right) / W\right)$ over some surface characterizes a two-parameter exponential distribution and a uniform distribution in the case that $W=X_{n, n}-X_{1, n}$. One further characterization of uniform
distributions is shown in Ghurye (1960) based on a uniform distribution of $\left(X_{1} / X_{n, n}, \ldots, X_{n} / X_{n, n}\right)$.

Kotlarski (1979) presents the following theorem by using maxima of a random number of random variables. The underlying distributions of the random variables involved are uniquely determined but not explicitly given (see the introductory remarks to this section).
(5.6.1) (Kotlarski 1979) Let the random variables $N,\left(X_{i}\right)_{i \in \mathbb{N}},\left(Y_{i}\right)_{i \in \mathbb{N}}$ be independent, $\operatorname{supp}(N) \subset \mathbb{N}_{0}, P(N=1)>0$,
$\left(X_{i}\right)_{i \in \mathbb{N}} \sim F, F$ continuous, $F(a)=0, F(b)=1,0<F(x)<1$ for $a<x<b$, $-\infty \leq a<b \leq \infty$,
$\left(Y_{i}\right)_{i \in \mathbb{N}} \sim G, G$ continuous, $G(c)=0, G(d)=1,0<G(y)<1$ for $c<y<d$, $-\infty \leq c<d \leq \infty$.

Moreover, let

$$
\begin{array}{lll}
U=a & \text { for } N=0, \text { and } U=X_{N, N} & \text { for } N>0 \\
V=c & \text { for } N=0, \text { and } V=Y_{N, N} & \text { for } N>0
\end{array}
$$

Then the joint distribution of the two-dimensional random variable ( $U, V$ ) uniquely determines the distributions of $N, X_{1}$ and $Y_{1}$.
Under the additional assumption that $X_{1}$ and $Y_{1}$ have positive densities on the interiors of their supports, Kotlarski (1985) shows a procedure to obtain the distributions of $N, X_{1}$ and $Y_{1}$ if the joint distribution of $U$ and $V$ is given. He gives an example where $H(x, y)=\left(1+x^{2} y^{2}\right) / 2, x, y \in[0,1]$, is the joint distribution function of $U$ and $V$ which leads to standard uniform distributions of $X_{1}$ and $Y_{1}$.

## 6. Characterizations of geometric and other discrete distributions

A random variable $X$ with distribution function $F$ is said to be geometrically distributed with parameter $p \in(0,1)$ and with the positive integers $\mathbb{N}$ or $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$ as its support if

$$
P(X=k)=(1-p) p^{k-1} \quad \text { for all } \quad k \in \mathbb{N} \quad(F \sim \operatorname{Geo}(p) \text { for short })
$$

or if $\quad P(X=k)=(1-p) p^{k} \quad$ for all $\quad k \in \mathbb{N}_{0} \quad\left(F \sim \operatorname{Geo}_{\mathbf{N}_{0}}(p)\right.$ for short $)$, respectively

We will also consider arbitrary lattice supports.
There is a variety of characterization results based on the independence of functions of order statistics. For details and a review we refer to Becker (1984), Galambos (1975b) and Srivastava (1986). Some other characterizations are also based on a relation similar to (1.6). Since for non-continuous distributions ties may occur with positive probability, often conditional distributions are considered. E.g., we find that if $F \sim \operatorname{Geo}(p), p \in(0,1)$, then

$$
\begin{equation*}
X_{s, n}-X_{r, n} \mid X_{r+1, n}>X_{r, n} \sim X_{s-r, n-r} \quad \text { for all } 1 \leq r<s \leq n \tag{6.1}
\end{equation*}
$$

For certain applications it may be useful to define a geometric distribution with an arbitrary lattice as support. Assuming condition (6.1), the lattice structure of the support follows as shown by Becker (1984, p. 62).

Concerning similarities and distinctions of the results and their proofs for exponential and geometric distributions we refer to the remarks in Galambos (1975b) and Arnold et al. (1984). For instance, there is no discrete distribution satisfying $n X_{1, n} \sim F$ (i.e., (2.6)). A related condition is considered in Galambos (1975b, p. 92) and in Bagchi (1989) (cf (6.12)-(6.14)). Arnold, Ghosh (1976) show that (6.1) for $s=n=2$ and $r=1$ characterizes geometric distributions within the class of nondegenerate distributions with supp $(F) \subset \mathbb{N}_{0}$ and $P\left(X_{1}=1\right)>0$, which is explicitly used in the proof. They conjecture that (6.1) for $s=r+1$ and arbitrary $n \geq s$ is also a characteristic property which indeed is proven by Arnold (1980) using Shanbhag's (1977) lemma. For a different proof of (6.2) we refer to Zijlstra (1983).
(6.2) (Arnold 1980) Assume that $\operatorname{supp}(F) \subset \mathbb{N}_{0}$ and $0<P\left(X_{1}=1\right)<1$. Then $F \sim \operatorname{Geo}(p)$ for some $p \in(0,1)$ iff there exists a pair $(r, n), 1 \leq r<n$, such that

$$
X_{r+1, n}-X_{r, n} \mid X_{r+1, n}>X_{r, n} \sim X_{1, n-r}
$$

Fosam et al. (1993) point out that the assumption $P\left(X_{1}=1\right)>0$ is also implicitly made in Arnold, Ghosh (1976). Without this assumption, a modified theorem can be shown by using a Lau-Rao theorem where the geometric distributions are defined on some lattice:

$$
P\left(X_{1}=\lambda k\right)=(1-p) p^{k-1}, \quad k \in \mathbb{N}
$$

for some $p \in(0,1)$ and some positive integer $\lambda$.
Arnold, Ghosh (1976) and Arnold (1980) ask whether

$$
X_{s, n}-X_{r, n} \mid X_{s, n}>X_{r, n} \sim X_{s-r, n-r}
$$

for some $r, s$ with $s>r+1$ characterizes geometric distributions. However, Zijlstra (1983) points out that this is not a property of geometric distributions.

Conditioning on $X_{r+1, n}>X_{r, n}$ Zijlstra states the following theorem.
(6.3) (Zijlstra 1983) Let $\operatorname{supp}(F) \subset \mathbb{N}_{0}$ and $(1-F(i+1)) /(1-F(i)) \geq$ $1-F(0)>0$ for all $i \in \mathbb{N}_{0}$. Then $F \sim \mathrm{Geo}_{\mathbb{N}_{0}}(p)$ for some $p \in(0,1)$ iff there exists a triple $(r, s, n), 2 \leq r+1<s \leq n$, such that

$$
P\left(X_{s, n}-X_{r, n}>j \mid X_{r+1, n}>X_{r, n}\right)=P\left(X_{s-r, n-r}>j-1\right) \quad \text { for all } j \in \mathbb{N}_{0}
$$

The assumption of (6.3) is obviously fulfilled for NWU-distributions.
Similar to the result (2.5.2) for exponential distributions, Arnold's (1980) result is generalized by Becker (1984) with respect to arbitrary spacings under the IFR/DFR-assumption and by Schweitzer (1995) under the NBU/NWU-assumption (cf (2.5.2) for exponential distributions).
(6.4) (Becker 1984, Schweitzer 1995) Let $F$ be discrete and NBU or NWU. Then $F \sim \operatorname{Geo}(p)$ with support $\{m t ; m \in \mathbb{N}\}$ for some $t \in \mathbb{R}$ iff there exists a triple $(r, s, n), 1 \leq r<s \leq n$, satisfying

$$
P\left(X_{s, n}-X_{r, n} \leq t \mid X_{r+1, n}>X_{r, n}\right)=P\left(X_{s-r, n-r} \leq t\right)
$$

Arnold et al. (1984) consider the particular case $s=n=3$ and $r=1$. Becker (1984) proves a characterization result of geometric distributions without an aging condition assuming the distributional identity for two different values of $s$ and again applying Jensen's inequality. This result is similar to (2.5.3).
(6.5) (Becker 1984) Let $F$ be discrete and let $\alpha(F)=t>-\infty$. Then $F \sim \operatorname{Geo}(p)$ with support $\{m t ; m \in \mathbb{N}\}$ iff there exists a quadruple $\left(r, s_{1}, s_{2}, n\right)$, $1 \leq r<s_{1}<s_{2} \leq n$, such that

$$
X_{s_{1}, n}-X_{r, n} \mid X_{r+1, n}>X_{r, n} \sim X_{s_{\mid}-r, n-r}
$$

and

$$
P\left(X_{s_{2}, n}-X_{r, n}>t \mid X_{r+1, n}>X_{r, n}\right)=P\left(X_{s_{2}-r, n-r}>t\right)
$$

As a corollary, Becker (1984) points out that, assuming a support with lattice structure, the validity of

$$
P\left(X_{s, n}-X_{r, n}>t \mid X_{r+1, n}>X_{r, n}\right)=P\left(X_{s-r, n-r}>t\right)
$$

for $s \in\left\{s_{1}, s_{2}\right\}, 1 \leq r<s_{1}<s_{2} \leq n$, is sufficient to characterize geometric distributions. If in addition we condition on $X_{1, n}$, we obtain a characterization using only one distributional identity.
(6.6) (Nagaraja, Srivastava 1987) Let $F$ be non-degenerate, $\operatorname{supp}(F) \subset \mathbb{N}$ and $P\left(X_{1}=1\right)>0$. Then $F \sim \operatorname{Geo}(p)$ for some $p \in(0,1)$ iff there exists a pair $(s, n), 1 \leq s \leq n$, such that

$$
\begin{aligned}
& P\left(X_{s, n}-X_{1, n}=j \mid X_{1, n}=1, X_{2, n}>X_{1, n}\right)=P\left(X_{s-1, n-1}=j\right) \\
& \text { for all } j \in \operatorname{supp}(F)
\end{aligned}
$$

By considering the equality of the corresponding survival functions in (6.6), Schweitzer (1995) characterizes geometric distributions by means of the more general equation ( $r=1$ in (6.6)):

$$
P\left(X_{s, n}-X_{r, n}>j \mid X_{r, n}=1, X_{r+1, n}>X_{r, n}\right)=P\left(X_{s-r, n-r}>j\right)
$$

If the condition $X_{1, n}=1$ in (6.6) is changed into $X_{1, n}=i$ for some $i>1$, then there are distributions other than geometric satisfying the distributional identity. Nagaraja, Srivastava (1987) also show a result in this framework for $\mathrm{Geo}_{\mathrm{N}_{0}}(p)$ requiring this identity for two different values of $i$.
(6.7) (Nagaraja, Srivastava 1987) Let $F$ be non-degenerate, $\operatorname{supp}(F) \subset \mathbb{N}_{0}$ and $P\left(X_{1}=0\right)>0$. Then $F \sim \operatorname{Geo}_{\mathbb{N}_{\hat{p}}}(p)$ for some $p \in(0,1)$ iff there exists a triple $(s, n, i), 1 \leq s \leq n, i \in \mathbb{N}$, such that

$$
\begin{array}{r}
P\left(X_{s, n}-X_{1, n}=j \mid X_{1, n}=i, X_{2, n}>X_{1, n}\right)=P\left(X_{s-1, n-1}=j-1\right) \\
\text { for all } j \in \mathbb{N}
\end{array}
$$

and there exists some $k \in \mathbb{N}, k>i, k+1$ and $i+1$ relatively prime, such that

$$
\begin{aligned}
P\left(X_{s, n}-X_{1, n}=j \mid X_{1, n}=k, X_{2, n}>X_{1, n}\right)= & P\left(X_{s-1, n-1}=j-1\right) \\
& \text { for all } 1 \leq j \leq i
\end{aligned}
$$

For discrete distributions, Puri, Rubin (1970, $r=1, n=2$ ), Ramachandran (1982), Zijlstra (1983, supp $(F) \subset \mathbb{N}_{0}$ ) and Becker (1984) deal with the following general characterization result based on (2.5) with $s=r+1$. Here $\epsilon_{a}$ denotes a degenerate distribution with mass in $a \in \mathbb{R}$. Theorem (6.8) gives the answer to the question found in Galambos (1975b, p. 93).
(6.8) (Puri, Rubin 1970, Ramachandran 1982, Zijlstra 1983, Becker 1984) Let $F$ be some discrete distribution (i.e. $\operatorname{supp}(F)$ is countable). Then there exists a pair $(r, n), 1 \leq r<n$, such that

$$
X_{r+1, n}-X_{r, n} \sim X_{1, n-r}
$$

iff either
i) $F \sim \epsilon_{0}$ ( $F$ is degenerate)
or ii) $F \sim p_{0} \epsilon_{0}+\left(1-p_{0}\right) \epsilon_{a}$ with $p_{0}=\binom{n}{r}^{-1 / r}, a>0$ ( $F$ has two mass points) or iii) $F \sim p_{0} \epsilon_{0}+\left(1-p_{0}\right)(1-p) \sum_{m=1}^{\infty} p^{m-1} \epsilon_{t m}$ with $t>0,0<p_{0}<\binom{n}{r}^{-1 / r}$ and $p$ is determined by $\binom{n}{r} \sum_{i=0}^{r}(-1)^{i}\binom{r}{i}\left(1-p_{0}\right)^{i}\left(1-p^{n-r}\right) /\left(1-p^{n-r+i}\right)=1$. For every pair $(r, n), 1 \leq r<n$, there exist $p_{0}, p \in(0,1)$ satisfying this equation. ( $F$ is a mixture of a degenerate distribution and a geometric distribution).

Puri, Rubin (1970) require an additional assumption for the support of F . Rossberg (1972) (see (2.5.1)) does not give the complete solution in the discrete case. However, it can be obtained by analytical methods. This is shown by Ramachandran (1982) using the Wiener-Hopf technique. Rao (1983) (see (2.5.1)) applies the ICFE in the continuous case. Zijlstra (1983) and Becker (1984) consider discrete distributions and make use of Shanbhag's (1977) lemma.

As a corollary, Becker (1984) obtains explicit representations of the distribution in (6.8) iii) for special cases.
(6.9) (Becker 1984) Let $F$ be discrete with more than two mass points.
a) Then $X_{2, n}-X_{1, n} \sim X_{1, n-1}$ iff

$$
F \sim\left(1-\frac{n-1}{n} \frac{1-p^{n}}{1-p^{n-1}}\right) \epsilon_{0}+\sum_{m=1}^{\infty} \frac{n-1}{n} \frac{1-p^{n}}{1-p^{n-1}}(1-p) p^{m-1} \epsilon_{t m}
$$

for some $p \in(0,1)$ and $t>0$.
b) Then $X_{3, n}-X_{2, n} \sim X_{1, n-2}(n \geq 3)$ iff $F \sim \sum_{m=0}^{\infty} p_{m} \epsilon_{t m}, t>0$ with

$$
p_{0}=1-\frac{1-p^{n}}{1-p^{n-1}}+\left(\left(\frac{1-p^{n}}{1-p^{n-1}}\right)^{2}-\left(1-\frac{2}{n(n-1)}\right) \frac{1-p^{n}}{1-p^{n-2}}\right)^{1 / 2}
$$

and $p_{m}=\left(1-p_{0}\right)(1-p) p^{m-1}, m \in \mathbf{N}, p \in(0,1)$.
We now quote a result due to Puri (1966) characterizing geometric distributions by the identical distribution of $X_{2,2}-X_{1,2}$ and a sum of two independent random variables.
(6.10) (Puri 1966) Let $\operatorname{supp}(F) \subset \mathbb{N}_{0}, 0<1-p=q=F(0)<1$. Then $F \sim \mathrm{Geo}_{\mathrm{N}_{0}}(p)$ for some $p \in(0,1)$ iff

$$
X_{2,2}-X_{1,2} \sim Y_{1}+Y_{2}
$$

where $Y_{1}$ and $Y_{2}$ are independent, $Y_{1} \sim \frac{1}{1+p} \epsilon_{0}+\frac{p}{1+p} \epsilon_{1}$ (Bernoulli distribution) and $Y_{2} \sim \operatorname{Geo}_{\mathrm{N}_{0}}(p)$.

Another result is based on two i.i.d. random variables characterizing discrete distributions by means of the distribution of the minimum conditioned on the sum of random variables.
(6.11) (Galambos 1975b) Let $F$ be non-degenerate, $\operatorname{supp}(F) \subset \mathbb{N}_{0}$ such that if $P\left(X_{1}=k\right)=0$ then $P\left(X_{1}=m\right)=0$ for all $m \geq k$. Moreover, let $g$ and $c$ be functions with $g(m) \geq 0, c(m)>0$ for all $m \in \mathbb{N}_{0}$. Then $P\left(X_{1}=k\right)=c g(k) v^{k}$ for all $k \in \mathbb{N}_{0}$, for some $v>0$ and a norming constant $c$ iff

$$
P\left(X_{1,2}=k \mid X_{1}+X_{2}=m\right)=c(m) g(k) g(m-k), \quad 0 \leq k \leq \frac{m-1}{2}
$$

for all $m \in \mathbb{N}, m$ odd satisfying $P\left(X_{1}+X_{2}=m\right)>0$.
Galambos (1975b) discusses some special cases. E.g., taking $c(m)=2 /(m+1)$ and $g(k)=1$ leads to a characterization of geometric distributions by the property that $X_{1,2}$ conditioned on $X_{1}+X_{2}=m$ is uniformly distributed. Other choices yield characterizations of binomial, Poisson and discrete Pareto distributions.

There are also characterizations of geometric distributions similar to results for exponential distributions based on (2.6). It is easily seen that the condition

$$
\begin{equation*}
P\left(X_{1, n} \geq k\right)=P\left(X_{1} \geq k n\right) \quad \text { for all } n \in \mathbb{N} \text { and } k=1 \tag{6.12}
\end{equation*}
$$

characterizes geometric distributions.
(6.13) (Galambos 1975b). Let $\operatorname{supp}(F) \subset \mathbb{N}_{0}$. Then $F \sim \operatorname{Geo}_{\mathbb{N}_{0}}(p)$ for some $p \in(0,1)$ iff $P\left(X_{1, n} \geq 1\right)=P\left(X_{1} \geq n\right)$ for all $n \geq 2$.

Bagchi (1989) requires (6.12) for two values of $n$ and for all $k \in \mathbb{N}$.
(6.14) (Bagchi 1989) Let $\operatorname{supp}(F) \subset \mathbb{N}_{0}$ and $F(0)<1$. Then $F \sim \mathrm{Geo}_{\mathbb{N}_{0}}(p)$ for some $p \in(0,1)$ iff $P\left(X_{1, n} \geq k\right)=P\left(X_{1} \geq k n\right)$ for all $k \in \mathbb{N}$ and for two incommensurable values $1<n_{1}<n_{2}$ of $n$ (i.e., $\log _{n_{1}} n_{2}$ is irrational).

Neither assuming (6.12) for all $k$ and a single value of $n$ nor for all $n$ and some $k>1$ is sufficient to characterize geometric distributions. Bagchi (1989) considers some examples.

Aly (1988) contributes the following theorem dealing with the distribution of the minimum in a sample of size $n$.
(6.15) (Aly 1988) Let $\operatorname{supp}(F)=\mathbb{N}_{0}$ (i.e., $P\left(X_{1}=j\right)>0$ for all $\left.j \in \mathbb{N}_{0}\right)$ and let $c>0$. Then $F \sim \operatorname{Geo}_{\mathrm{N}_{0}}(p)$ with $p$ being that root of the equation $(c-n) x^{n}=$ $c-n x^{n-1}$ which lies in (0,1) iff $P\left(X_{1, n}=j, X_{2, n}-X_{1, n} \geq 1\right)=c P\left(X_{1, n}=j\right)$ for all $j \in \mathbb{N}_{0}$.

Finally we summarize some characterization results of geometric distributions with support $\mathbb{N}_{0}$ due to Nagaraja, Srivastava (1987) which are usually referred to as characterizations by means of independence and conditional independence (see also Nagaraja 1992).
(6.16) (Nagaraja, Srivastava 1987) Let $\operatorname{supp}(F) \subset \mathbb{N}_{0}, \quad P\left(X_{1}=0\right)>0$, $P\left(X_{1}=1\right)>0$. Then $F \sim \operatorname{Geo}_{\mathbf{N}_{0}}(p)$ for some $p \in(0,1)$ iff there exists a pair $(r, n)$, $1 \leq r \leq n$, such that

$$
P\left(X_{r, n}-X_{1, n}=j \mid X_{1, n}=0\right)=P\left(X_{r, n}-X_{1, n}=j \mid X_{1, n}=1\right)
$$

for all $j \in \operatorname{supp}\left(F^{X_{r, n}-X_{1, n}}\right)$.
In the same paper we also find a theorem characterizing modified geometric type distributions based on

$$
\begin{aligned}
& P\left(X_{s, n}-X_{r, n}=0 \mid X_{r, n}=x, X_{r, n}>X_{r-1, n}\right) \\
& \quad=P\left(X_{s, n}-X_{r, n}=0 \mid X_{r, n}>X_{r-1, n}\right)
\end{aligned}
$$

for a triple $(r, s, n), 2 \leq r<s \leq n$, as well as a theorem characterizing modified geometric distributions based on

$$
\begin{aligned}
& P\left(X_{s, n}-X_{r, n}=j \mid X_{r, n}=1, X_{r, n}>X_{r-1, n}\right) \\
& \quad=P\left(X_{s, n}-X_{r, n}=j \mid X_{r, n}=2, X_{r, n}>X_{r-1, n}\right)
\end{aligned}
$$

for a triple $(r, s, n), 2 \leq r<s \leq n$, and for all $j \in \operatorname{supp}\left(F^{X_{s, n}-X_{r, n}}\right)$.
For more details we refer to Nagaraja, Srivastava (1987).
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# Characterizations of Distributions by Recurrence Relations and Identities for Moments of Order Statistics 

Udo Kamps

## 1. Introduction

Recurrence relations and identities for moments of order statistics are often helpful in numerical computations as well as for theoretical purposes. They have been extensively investigated and we find a variety of results for arbitrary and specific distributions.

The most important recurrence relation for moments of order statistics from arbitrary distributions is given by Cole (1951) in the continuous case and by Melnick (1964) in the discrete case and it is frequently used:

$$
\begin{equation*}
(n-r) \mathrm{E} X_{r, n}^{\alpha}+r \mathrm{E} X_{r+1, n}^{\alpha}=n \mathrm{E} X_{r, n-1}^{\alpha}, \quad 1 \leq r \leq n-1 . \tag{1.1}
\end{equation*}
$$

Let, throughout this paper, $X, X_{1}, \ldots, X_{n}, n \geq 2$, be independent and identically distributed random variables with distribution function $F$, and let $X_{1, n} \leq \cdots \leq X_{n, n}$ denote the order statistics based on $X_{1}, \ldots, X_{n}$.

Using the integral representation of a moment via the pseudo inverse of the underlying distribution function

$$
\mathrm{E} X_{r, n}^{\alpha}=r\binom{n}{r} \int_{0}^{1}\left(F^{-1}(t)\right)^{\alpha} t^{r-1}(1-t)^{n-r} \mathrm{~d} t
$$

(1.1) obviously holds true for arbitrary distributions. Moreover, the assumption of independence of $X_{1}, \ldots, X_{n}$ can be weakened; requiring exchangeable random variables turns out to be sufficient (David, Joshi 1968).
(1.1) has the following interpretation. If all moments of order $\alpha$ are known in a sample of size $n-1$ and if $\mathrm{E} X_{i, n}^{\alpha}$ is known for any $i, 1 \leq i \leq n$, then all moments of order $\alpha$ in a sample of size $n$ can be computed.

Here, the term "recurrence relation" is not used in the strict sense which means that it is not necessarily possible to reconstruct a whole system of moments via some given set of moments.

Identities for arbitrary distributions are shown in Govindarajulu (1963), David (1981), Arnold, Balakrishnan (1989), Balakrishnan, Cohen (1991), Arnold et al. (1992) and in the detailed review by Malik et al. (1988). Moreover, we point out the important results on recurrence relations and identities for the moments and distribution functions of order statistics from dependent random variables which can be found, e.g., in Young (1967), David, Joshi (1968), Balakrishnan (1987), Sathe, Dixit (1990), Balasubramanian, Bapat (1991), Balakrishnan et al. (1992), Balasubramanian, Balakrishnan (1993), David (1993) and Balasubramanian et al. (1994).

The relation (1.1) can be modified to obtain

$$
\begin{align*}
& (n-r)\left(\mathrm{E} X_{r+1, n}^{\alpha}-\mathrm{E} X_{r, n}^{\alpha}\right)=n\left(\mathrm{E} X_{r+1, n}^{\alpha}-\mathrm{E} X_{r, n-1}^{\alpha}\right)  \tag{1.2}\\
& n\left(\mathrm{E} X_{r, n}^{\alpha}-\mathrm{E} X_{r, n-1}^{\alpha}\right)=r\left(\mathrm{E} X_{r, n}^{\alpha}-\mathrm{E} X_{r+1, n}^{\alpha}\right), \quad 1 \leq r \leq n-1
\end{align*}
$$

The relations (1.2) are helpful to modify several identities shown in the sequel. For reviews on recurrence relations and identities for moments of order statistics from specific distributions, we again refer to David (1981), Arnold, Balakrishnan (1989), Balakrishnan, Cohen (1991), Arnold et al. (1992) and to the detailed account of Balakrishnan et al. (1988).

In the present article we focus on characterizations of distributions by identities and recurrence relations for moments of order statistics. If not explicitly stated, the appearing expectations are always assumed to exist.

In Section 2 we mention but do not review characterizations by sequences of moments and moment differences. Results of this type as well as characterizations by identities and recurrence relations are mainly based on complete sequences of functions. Several of these sequences are cited. Section 3 contains characterizations of exponential distributions which are due to Govindarajulu (1975). Recurrence relations which are valid in classes of distributions and corresponding characterizations of distributions are subject matter of Section 4. There are also several characterization results which are based on a single identity in contrast to the ones deduced by means of a complete function sequence. Some of these results are cited in Section 5, and we refer to the literature on inequalities for moments of order statistics. Finally, we review some results based on product moments of order statistics including Govindarajulu's (1966) results for normal distributions.

Other characterizations by means of order statistics are based on, e.g., identically distributed functions of order statistics (see Gather, Kamps and Schweitzer, Chapter 9), inequalities for moments (see Rychlik, Chapter 6), conditional moments and on the independence of functions of order statistics (cf Rao and Shanbhag, Chapter 8).

Some characterization results based on identities for moments of order statistics are also shown in Chapter 9 (Gather, Kamps and Schweitzer.) of this volume. Occasionally, the assumption of identically distributed functions of order statistics can be weakened to a corresponding moment condition.

It should be noted that there are many characterization results based on conditional moments of order statistics. We do not review these results but refer
to, e.g., Ferguson (1967), Beg, Kirmani (1974), Galambos, Kotz (1978), Khan, Beg (1987), Khan, Khan (1987), Khan, Abu-Salih (1989), Rauhut (1989), Beg, Balasubramanian (1990), Mohie El-Din et al. (1991) and Balasubramanian, Beg (1992).

Several of the results in this chapter, e.g., results via recurrence relations and inequalities for moments of order statistics, can also be shown for generalized order statistics. In Kamps (1995) a concept of generalized order statistics is proposed as a unified approach to a variety of models of ordered random variables including, e.g., ordinary order statistics and $\mathrm{k}^{\text {th }}$ record values. Well known results for ordinary order statistics and record values can be subsumed, generalized, and integrated within a general framework. Hence, these results are also valid in other models of ordered random variables such as sequential order statistics, Pfeifer's records and $k_{n}$-records from non-identical distributions.

## 2. Characterizations by sequences of moments and complete function sequences

Hoeffding (1953) showed that the expected values $\left(\mathrm{E} X_{r, n}\right)_{1 \leq r \leq n, n \in \mathbb{N}}$ characterize the underlying distribution function, if the first absolute moment exists. The assertion remains valid, if only the sequence of minima ( $\left.\mathrm{E} X_{1, n}\right)_{n \in \mathbb{N}}$ or if the sequence of maxima ( $\left.\mathrm{E} X_{n, n}\right)_{n \in \mathbb{N}}$ is known (Chan 1967, Konheim 1971). Pollak (1973) assumes knowledge of some subsequence $\left(\mathrm{E} X_{r(n), n}\right)_{n \in \mathbb{N}}$, choosing for each $n$ some $r(n)$ with $1 \leq r(n) \leq n$.

However, by this the original assumption of Hoeffding is not really weakened. The whole triangular array of expectations of the order statistics can be reconstructed by the cited sequences of moments via relation (1.1) as pointed out by Mallows (1973) and Kadane (1974).

Interesting results can easily be obtained. The following examples are shown in Galambos (1975).
i) If $\mathrm{E} X_{1, n}=\frac{1}{n} \quad \forall n \in \mathbb{N}$, then $F(x)=1-\mathrm{e}^{-x}, \quad x>0$.
ii) If $\mathrm{E} X_{1, n}=\frac{1}{n+1} \quad \forall n \in \mathbb{N}$, then $F(x)=x, \quad x \in(0,1)$.

The connection between characterizations of distributions by moments of order statistics and the completeness of certain function sequences is indicated by the following. Let the random variables $X$ and $Y$ be distributed according to $F$ and $G$, respectively. Thus, if the expectations $\mathrm{E} X_{r, n}$ and $\mathrm{E} Y_{r, n}$ of order statistics coincide for some sequence of indices, then

$$
\int_{0}^{1}\left(F^{-1}(t)-G^{-1}(t)\right) t^{r-1}(1-t)^{n-r} \mathrm{~d} t=0
$$

yields the equality of $F$ and $G$ via a complete function sequence.
(2.2) (cf Hwang, Lin 1984a) Let $L_{\delta}(A)$ be the space of $\delta$-integrable functions on a measurable set $A \subset \mathbb{R}$. A sequence $\left(f_{n}\right)_{n \in \mathbb{N}}$ of functions in $L_{\delta}(A)$ is called complete on $L_{\delta}(A)$, if for all functions $g \in L_{\delta}(A)$ the condition

$$
\int_{A} g(x) f_{n}(x) \mathrm{d} x=0 \quad \forall n \in \mathbb{N}
$$

implies

$$
g(x)=0 \quad \text { a.e. on } \mathrm{A}
$$

Notations: $L_{\delta}(A)=L_{\delta}(a, b)$, if $A=(a, b) ; L(a, b)=L_{1}(a, b)$.
We now list some complete sequences of functions. The Müntz-Szász lemma permits the choice of a real subsequence of Hoeffding's triangular scheme; this result dates back to Müntz (1914), Szász (1916) and it is cited, e.g., in Boas (1954), Hwang, Lin (1984a) and Lin (1989a).
(2.3) (Müntz 1914, Szász 1916) Let $\left(n_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{N}$ with $n_{1}<n_{2}<\cdots$. Then the sequence $\left(x^{n_{j}}\right)_{j \in \mathbb{N}}$ of polynomials is complete on $L(0,1)$, iff $\sum_{j=1}^{\infty} n_{j}^{-1}=\infty$.
In the sequel, a sequence $\left(n_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{N}$ with $n_{1}<n_{2}<\cdots$ and $\sum_{j=1}^{\infty} n_{j}^{-1}=\infty$ is called a Müntz-Szász sequence. As an example it may be used to modify the assertions (2.1). A generalization of this lemma is given in
(2.4) (Hwang 1983) Let $f$ be an absolutely continuous function on a bounded interval [ $a, b$ ] with $f(a) f(b) \geq 0$ and $\left|f^{\prime}(x)\right| \geq k>0$ a.e. on [a,b]. Moreover, let $\left(n_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{N}$ be a subsequence of $\mathbb{N}$ with $n_{1}<n_{2}<\cdots$ and $\sum_{j=1}^{\infty} n_{j}^{-1}=\infty$. Then the function sequence $\left(f^{n_{j}}(x)\right)_{j \in \mathbb{N}}$ is complete on $L(a, b)$, iff $f$ strictly increases on $[a, b]$.

The assertion (2.4) remains valid, if the assumption $\left|f^{\prime}(x)\right| \geq k>0$ a.e. on $[a, b]$ is replaced by $f^{\prime}(x) \neq 0$ a.e. on $(a, b)$ (cf Hwang, Lin 1984a,b). In order to modify the condition imposed on the function $f$, a theorem of Zaretzki (cf Natanson 1961, Lin 1988b) can be applied.
(2.5) (Zaretzki) If $f$ is a continuous and strictly increasing function on a bounded interval $[a, b]$, then $f^{-1}$ is absolutely continuous on $[f(a), f(b)]$, iff $f^{\prime}(x) \neq 0$ a.e. on $(a, b)$.
In (2.6) we show some results on the completeness of sequences

$$
\left(x^{r-1}(1-x)^{n-r}\right)_{(r, n) \in I_{j}}
$$

(2.6) For any set $I_{j}$ of pairs of indices $(r, n), 1 \leq r \leq n$, the sequence of polynomials $\left(x^{r-1}(1-x)^{n-r}\right)_{(r, n) \in I_{j}}$ is complete on $L(0,1)$ :
$I_{1}=\left\{(r, n) \mid\right.$ let $\mu \in \mathbb{N}$ fixed; for each $n \geq \mu$ choose some $r=r_{n}, 1 \leq r_{n} \leq n$, with $\left.r_{\mu} \leq r_{n} \leq r_{\mu}+n-\mu\right\}$ (Huang 1975),
$I_{2}=\left\{(r, n) \mid\right.$ for each $n \geq 2$ choose some $r=r_{n}$ with $\left.1 \leq r_{n} \leq n\right\}$ (Huang, Hwang 1975, see Hwang, Lin 1984a, p. 187),
$I_{3}=\left\{(r, n) \mid\right.$ each $n \in\left(n_{j}\right)_{j \in \mathbb{N}}$ with $n_{j} \rightarrow \infty, j \rightarrow \infty$, is combined with all $\left.r=r_{j}, r_{j} \in\left\{1, \ldots, n_{j}\right\}\right\}$ (Hwang 1978),
$I_{4}=\left\{(r, n) \mid\right.$ for given sequences $\left(n_{j}\right)_{j \in \mathbb{N}},\left(\mu_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{N}$ satisfying $\mu_{j+1}>n_{j} \geq$ $\mu_{j}>1, j \in \mathbb{N}$ and $\sum_{j=1}^{\infty} \sum_{v=\mu_{j}}^{n_{j}} \frac{1}{v-1}=\infty$, each $n \in\left(n_{j}\right)_{j \in \mathbb{N}}$ is combined with all $\left.r=r_{j}, r_{j} \in\left\{\mu_{j}, \ldots, n_{j}\right\}\right\}$ (Hwang, Lin 1984a).

When deriving characterization results via a complete function sequence argument, different sequences of polynomials can be chosen as shown above. In all such results shown in the sequel it then has to be ensured that the corresponding function $g$ in the sense of (2.2) is integrable. In the following, the appropriate conditions are not always stated explicitly (cf (4.3)). Since such integrability conditions are obvious, they are omitted and implicitly assumed.

Characterizations of distributions by sequences of moments, results on the completeness of certain function sequences and many other facts and investigations may be found in Arnold, Meeden (1975), Galambos (1975), Galambos, Kotz (1978) and in a series of papers by Huang, Hwang and Lin (see e.g., Huang 1975, Hwang 1978). The articles by Hwang, Lin (1984a), Huang (1989) and Lin (1989a) are reviews on this topic.

In the above references we also find characterizations by sequences of moment differences.
(2.7) (Lin 1988b) Let $F^{-1}$ be absolutely continuous on (0,1), $\mathrm{E}|X|<\infty$, and $\left(n_{j}\right)_{j \in \mathbb{N}} \subset \mathbb{N}$ a Müntz-Szász sequence. Then the sequence $\left(\mathrm{E}\left(X_{1, n_{j}}-X_{1, n_{j}+1}\right)\right)_{j \in \mathbb{N}}$ characterizes the distribution function $F$ up to a location parameter.

As corollaries from (2.7), Lin (1988b) shows characterizations of exponential and uniform distributions similar to those in (2.1).
(2.8) (Lin 1988b) Under the conditions of (2.7) we find
i) $\mathrm{E}\left(X_{1, n_{j}}-X_{1, n_{j}+1}\right)=\frac{1}{n_{j}\left(n_{j}+1\right)}$ for all $j \in \mathbb{N}$ iff $F(x)=1-\exp (-(x-\mu))$, $x \in(\mu, \infty)$ for some $\mu \in \mathbb{R}$.
ii) $\mathrm{E}\left(X_{1, n_{j}}-X_{1, n_{j}+1}\right)=\frac{1}{\left(n_{j}+1\right)\left(n_{j}+2\right)}$ for all $j \in \mathbb{N}$ iff $F(x)=x-c, x \in(c, c+1)$ for some $c \in \mathbb{R}$.

Lin (1988b) also presents an analogue of (2.7) concerning a sequence of expected spacings.
(2.9) (Lin 1988b) Let $r \in \mathbb{N}$ and let the conditions of (2.7) be fulfilled. Then the sequence $\left(\mathrm{E}\left(X_{r+1, n_{j}}-X_{r, n_{j}}\right)\right)_{n_{j} \geq r+1}$ characterizes the distribution function $F$ up to a location parameter.
For earlier results and more details we refer to, e.g., Govindarajulu et al. (1975), Saleh (1976) and Madreimov, Petunin (1983).

Furthermore, there are characterizations of exponential distributions by identical expectations of

$$
X_{r_{j}, n_{j}} \text { and } \sum_{i=1}^{r_{j}} \frac{1}{n_{j}-i+1} X_{i}
$$

for suitable sequences $\left(r_{j}, n_{j}\right)_{j \in \mathbb{N}}$ of indices (cf Gather, Kamps and Schweitzer, Chapter 9, Section 2.4, Ahsanullah, Rahman 1972, Kotz 1974, Huang 1974a, b and Kamps 1990, 1992b).

## 3. Characterizations of exponential distributions

Govindarajulu (1975) presents characterizing recurrence relations which are shown in this section (see also Azlarov, Volodin 1986, Chapter 6). The characterizing properties are assumed to hold true for all sufficiently large sample sizes $n \in \mathbb{N}$. Obviously, the results can be weakened by applying complete sequences of functions as introduced in the previous section.

Let, throughout this section, $\left(X_{i}\right)_{i \in \mathbb{N}}$ be a sequence of i.i.d random variables with some non-degenerate distribution function $F, F(0)=0$ and $\mathrm{E} X_{1}^{2}<\infty$. Moreover, let $X_{0, n}=0$ and $F \sim \exp (\lambda)$ denote that $F$ is the distribution function of an exponential distribution:

$$
F(x)=1-\mathrm{e}^{-\lambda x}, \quad x>0, \quad \lambda>0
$$

(3.1) (Govindarajulu 1975) $F \sim \exp (\lambda)$ iff

$$
\mathrm{E} X_{i+1, n}^{2}-\mathrm{E} X_{i, n}^{2}=\frac{2}{(n-i) \lambda} \mathrm{E} X_{i+1, n} \quad \text { for some } i \in \mathbb{N}_{0} \text { and for all } n \geq i+1
$$

Applying relation (1.2), this result can also be stated as follows.
(3.2) (Govindarajulu 1975) $F \sim \exp (\lambda)$ iff

$$
\mathrm{E} X_{i, n}^{2}-\mathrm{E} X_{i-1, n-1}^{2}=\frac{2}{n \lambda} \mathrm{E} X_{i, n} \quad \text { for some } i \in \mathbb{N} \text { and for all } n \geq i
$$

(3.3) (Govindarajulu 1975) $F \sim \exp (\lambda)$ iff

$$
\operatorname{Var} X_{i+1, n}-\operatorname{Var} X_{i, n}=\left(\mathrm{E} X_{i+1, n}-\mathrm{E} X_{i, n}\right)^{2}
$$

$$
\text { for some } i \in \mathbb{N}_{0} \text { and for all } n \geq i+1
$$

The condition in (3.3) can be rewritten as

$$
\begin{equation*}
\mathrm{E} X_{i+1, n}^{2}-\mathrm{E} X_{i, n}^{2}=2 \mathrm{E} X_{i+1, n}\left(\mathrm{E} X_{i+1, n}-\mathrm{E} X_{i, n}\right) \tag{3.4}
\end{equation*}
$$

Applying (1.2), the assertion (3.3) can also be stated as follows.
(3.5) (Govindarajulu 1975) $F \sim \exp (\lambda)$ iff

$$
\operatorname{Var} X_{i, n}-\operatorname{Var} X_{i-1, n-1}=\left(\mathrm{E} X_{i, n}-\mathrm{E} X_{i-1, n-1}\right)^{2}
$$

For $i \geq 2$, the relation in (3.5) can be rewritten as

$$
\text { for some } i \in \mathbb{N} \text { and for all } n \geq i
$$

$$
\begin{equation*}
\mathrm{E} X_{i+1, n}^{2}-\mathrm{E} X_{i, n-1}^{2}=2 \mathrm{E} X_{i+1, n}\left(\mathrm{E} X_{i+1, n}-\mathrm{E} X_{i, n-1}\right) \tag{3.6}
\end{equation*}
$$

Applying (1.1) to both sides we obtain (3.4). Other characterizations make use of covariances between order statistics.
(3.7) (Govindarajulu 1975) $F \sim \exp (\lambda)$ iff
$\operatorname{Var} X_{i, n}=\operatorname{Cov}\left(X_{i, n}, X_{i+1, n}\right) \quad$ for some $i \in \mathbb{N}$ and for all $n \geq i$.

$$
\begin{equation*}
\text { (Govindarajulu 1975) } F \sim \exp (\lambda) \text { iff } \tag{3.8}
\end{equation*}
$$

$$
\operatorname{Var} X_{i, n}=\frac{1}{n-i} \sum_{j=i+1}^{n} \operatorname{Cov}\left(X_{i, n}, X_{j, n}\right)
$$

for some $i \in \mathbb{N}_{0}$ and for all $n \geq i+1$.
(Govindarajulu 1975) $F \sim \exp (\lambda)$ iff

$$
\begin{align*}
& \operatorname{Cov}\left(X_{i, n}, X_{k, n}\right)=\operatorname{Cov}\left(X_{i, n}, X_{k+1, n}\right)  \tag{3.9}\\
& \quad \text { for some } i \in \mathbb{N}_{0}, k \geq i, \text { and for all } n \geq k .
\end{align*}
$$

If the rhs of the characterizing identity in (3.10) is replaced by the constant 1 , we obtain a characterization of the standard normal distribution (see (6.6)).
(3.10) (Govindarajulu 1975) Let $\mathrm{E} X_{1}=1 / \lambda . F \sim \exp (\lambda)$ iff

$$
\sum_{j=1}^{n} \operatorname{Cov}\left(X_{i, n}, X_{j, n}\right)=\frac{1}{\lambda} \mathrm{E} X_{i, n} \quad \text { for some } i \in \mathbb{N} \text { and for all } n \geq i
$$

## 4. Related characterizations in classes of distributions

Numerous articles on recurrence relations for moments of order statistics from specific distributions are found in the literature. For detailed surveys we refer to Balakrishnan et al. (1988) and Arnold, Balakrishnan (1989). The results can often be described as rather isolated; explicit expressions for the moments of some distribution lead to an identity. A step towards a systematic treatment is shown in Khan et al. (1983) and Lin (1988b). They derive a representation for the difference of moments of successive order statistics. Putting in special distributions leads to similar recurrence relations. Govindarajulu (1975) and Lin (1988b) state corresponding characterization results assuming the validity of some identity for a certain sequence of order statistics.

Lin (1988b) considers relations for uniform, Pareto, exponential and logistic distributions of the form

$$
\mathrm{E} X_{r, n}^{\alpha}-\mathrm{E} X_{r-1, n}^{\alpha}=\alpha c(r, n, p, q) \mathrm{E} X_{r+p, n+q}^{\alpha-1}
$$

with integers $p, q$ and certain constants $c(r, n, p, q)$, and presents corresponding characterization results by applying a Müntz-Szász sequence (cf (2.3)).

Motivated by the fact that there are similarly structured relations, a unified approach to several identities is shown in this section (cf Kamps 1991b). We proceed as follows. The starting point is a parametrized recurrence relation. Following, a characterization set-up may lead to a corresponding family of distributions applying an appropriate complete sequence of functions. Going backwards, the strong assumptions are dropped and the relation is verified within this class of distributions under mild conditions. This approach provides an insight into structural properties and relationships of several probability distributions. Moreover, isolated results can be subsumed and well known results can be generalized with respect to the parametrization of the underlying distribution and to moments of non-integral orders. This method is demonstrated for the class $\mathscr{F}$ of distributions introduced in Kamps (1991b).

More generally, results of this type can be shown for generalized order statistics including the assertions for ordinary order statistics as well as identities for records and other models of ordered random variables (cf Kamps 1995, Chapter III).

Let $\mathscr{F}$ be the class of distribution functions $F$, where $F$ is given by the first derivative of its pseudo inverse function:

$$
\begin{equation*}
\left(F^{-1}\right)^{\prime}(t)=\frac{1}{d} t^{p}(1-t)^{q-p-1}, \quad t \in(0,1) \tag{4.1}
\end{equation*}
$$

with a constant $d>0$ and integers $p, q$.
All possible pseudo inverse functions with (4.1) are shown in Kamps (1995, pp. 119-121) and particular distribution functions out of $\mathscr{F}$ are given by, e.g., $(c \in \mathbb{R})$

$$
\begin{aligned}
& F(x)= 1-\exp \{-d(x-c)\}, \\
& F(x)= x \in(c, \infty) \text { (exponential distributions) }, \\
&\left\{\begin{array}{ll}
x \in\left(c-\frac{1}{d q}, c\right), & q>0 \\
x \in\left(c-\frac{1}{d q}, \infty\right), & q<0
\end{array}(q<0 \text { : Pareto, Burr XII distributions) },\right. \\
& F(x)=(d q(x-c))^{1 / q}, \\
&\left\{\begin{array}{ll}
x \in\left(c, c+\frac{1}{d q}\right), & q>0 \\
x \in\left(-\infty, c+\frac{1}{d q}\right), & q<0
\end{array}(q>0: \text { power function distributions) },\right. \\
&(x)=(1+\exp \{-\mathrm{d}(x-c)\})^{-1}, \\
& F(x \in(-\infty, \infty) \text { (logistic distributions) } .
\end{aligned}
$$

For any $F \in \mathscr{F}$, (4.2) shows a corresponding recurrence relation for the moments of order statistics. The constant $c(r, n, p, q)$ appearing in the equations turns out to be the expectation of a certain spacing. We restrict ourselves to positive moments. In the case of negative moments, regularity conditions concerning the support have to be made. Using the representation

$$
\mathrm{E} X_{r, n}^{\alpha}-\mathrm{E} X_{r-1, n}^{\alpha}=\alpha\binom{n}{r-1} \int_{0}^{1}\left(F^{-1}(t)\right)^{\alpha-1}\left(F^{-1}\right)^{\prime}(t) t^{r-1}(1-t)^{n-r+1} \mathrm{~d} t
$$

we derive
(4.2) (Kamps 1991b) Let the appearing order statistics be based on some distribution function $F \in \mathscr{F}$, let $\alpha \geq 1$ be a constant and $F^{-1}(0) \geq 0$, if $\alpha \notin \mathbb{N}$. Then for all $r, n \in \mathbb{N}, 2 \leq r \leq n$, satisfying

$$
1 \leq r+p \leq n+q
$$

and

$$
-\infty<\mathrm{E} X_{r, n}^{\alpha}, \mathrm{E} X_{r-1, n}^{\alpha}, \mathrm{E} X_{r+p, n+q}^{\alpha-1}<\infty
$$

the identity

$$
\mathrm{E} X_{r, n}^{\alpha}-\mathrm{E} X_{r-1, n}^{\alpha}=\alpha c(r, n, p, q) \mathrm{E} X_{r+p, n+q}^{\alpha-1}
$$

is valid where the constant $c(r, n, p, q)$ is given by

$$
c(r, n, p, q)=\mathrm{E} X_{r, n}-\mathrm{E} X_{r-1, n}=\frac{1}{d} \frac{\binom{n}{r-1}}{(r+p)\binom{n+q}{r+p}} .
$$

Assuming the validity of the recurrence relation in (4.2) for an appropriate sequence of pairs of indices $\left(\left(r_{j}, n_{j}\right)\right)_{j \in \mathbb{N}}$, the correspondingly parametrized distribution function in the family $\mathscr{F}$ can be characterized. The sequence has to be chosen such that the sequence of polynomials

$$
\left\{t^{r_{j}-1}(1-t)^{n_{j}-r_{j}+1}\right\}_{j}\left(\text { or }\left\{(1-t)^{n_{j}}\right\}_{j}\right)
$$

is complete on the space $L(0,1)$. Appropriate sequences are shown in Section 2. Such a characterization of the exponential distribution is given by Govindarajulu (1975) (see (3.1)) in the case $\alpha=2$. Lin (1988b) obtains characterizations of exponential, uniform, Pareto and logistic distributions applying the Müntz-Szász Lemma (see (2.3)).

The results are contained in
(4.3) (Kamps 1991b) Let the order statistics be based on the distribution function $F$, let $F^{-1}$ be absolutely continuous on the interval $(0,1)$ and let $\alpha \geq 1$ be a constant with

$$
\left\{\begin{array}{l}
\left|\left\{t \in(0,1) ; F^{-1}(t)=0\right\}\right| \in\{0,1\}, \quad \alpha \in \mathbb{N}, \quad \alpha \geq 2 \\
F^{-1}(t)>0 \text { for all } t \in(0,1), \quad \alpha \notin \mathbb{N} .
\end{array}\right.
$$

Moreover, let integers $p, q$ and a sequence $\left(\left(r_{j}, n_{j}\right)\right)_{j \in \mathbb{N}}$ according to the above remark are given satisfying the conditions

$$
2 \leq r_{j} \leq n_{j}, 1 \leq r_{j}+p \leq n_{j}+q
$$

and

$$
-\infty<\mathrm{E} X_{r_{j}, n_{j}}^{\alpha}, \mathrm{E} X_{r_{j}-1, n_{j}}^{\alpha}, \mathrm{E} X_{r_{j}+p, n_{j}+q}^{\alpha-1}<\infty,
$$

for all $j \in \mathbb{N}$.
Then for some constant $d>0$ we have

$$
\left(F^{-1}\right)^{\prime}(t)=\frac{1}{d} t^{p}(1-t)^{q-p-1} \quad \text { a.e. on }(0,1)
$$

iff

$$
\mathrm{E} X_{r_{j}, n_{j}}^{\alpha}-\mathrm{E} X_{r_{j}-1, n_{j}}^{\alpha}=\alpha c\left(r_{j}, n_{j}, p, q\right) \mathrm{E} X_{r_{j}+p, n_{j}+q}^{\alpha-1}
$$

with

$$
c\left(r_{j}, n_{j}, p, q\right)=\frac{1}{d} \frac{\binom{n_{j}}{r_{j}-1}}{\left(r_{j}+p\right)\binom{n_{j}+q}{r_{j}+p}}
$$

for all elements of the sequence $\left(\left(r_{j}, n_{j}\right)\right)_{j \in \mathbb{N}}$ and assuming

$$
\left(F^{-1}(t)\right)^{\alpha-1}\left(d\left(F^{-1}\right)^{\prime}(t)-t^{p}(1-t)^{q-p-1}\right) \in L(0,1)
$$

If $r \in \mathbb{N}$ is fixed (e.g., using sequences according to the lemma of Müntz, Szász, cf (2.3)) the constant $d$ may depend on $r$. Applying another complete function sequence (see (2.6)), an appropriately modified integrability condition is required. The characterization result itself is less important in view of the strong assumptions. However, this approach leads to a class of distributions the elements of which are related by a similar recurrence relation for moments of order statistics. In this regard, the characterization set-up works as a method for a systematic treatment of recurrence relations.

The relation in (4.2) involves moments of orders $\alpha$ and $\alpha-1$. A more general relation is shown in Kamps (1992a) with moments of order $\alpha+\beta$ on the lhs and a moment of order $\alpha$ on the rhs of the identity choosing $\alpha \in \mathbb{R}, \beta \geq 0$ and $\alpha+\beta \neq 0$. Characterizations can be derived by analogy with (4.3) using appropriate complete sequences of functions. Several distributions possess recurrence relations of this type such as Weibull, power function, Pareto, Burr XII, logistic distributions and logarithmic and reflected versions of them. Some equations are shown earlier in Khan et al. (1983) for Weibull distributions and in Khan, Khan (1987) for Burr XII distributions. For more details and examples we refer to Kamps (1992a) and to Kamps (1995, pp. 129-133).

A general identity for expectations of functions of order statistics is shown in Kamps, Mattner (1993). Let $F \in \mathscr{F}, r, n, p$ and $q$ be integers with $2 \leq r \leq n$ and $1 \leq r+p \leq n+q$. Then the relation

$$
\begin{equation*}
\mathrm{E}\left(g\left(X_{r, n}\right)-g\left(X_{r-1, n}\right)\right)=c(r, n, p, q) \mathrm{E}^{\prime}\left(X_{r+p, n+q}\right) \tag{4.4}
\end{equation*}
$$

holds true for every absolutely continuous function $g$ provided that the rhs in (4.4) exists and with $c(r, n, p, q)$ as in (4.2).

The choice $g(x)=x^{\alpha}$ yields the equations in (4.2). Putting $g(x)=x^{\alpha / \beta+1}$ with $\alpha \in \mathbb{R}, \beta>0, \alpha+\beta \neq 0$, and rewriting the results in terms of $Y=(\beta X)^{1 / \beta}$ leads to relations for moments of orders $\alpha+\beta$ and $\alpha$ valid in a transformed, and by this enlarged, class of distributions as shown in Kamps (1992a). Putting similarly $g(x)=\mathrm{e}^{\alpha x}$ and $Y=\mathrm{e}^{X}$ yields identities involving moments of order $\alpha$ only. Choosing $g(x)=\mathrm{e}^{i t x}, t \in \mathbb{R}$, we obtain

$$
\varphi_{r ; n}(t)-\varphi_{r-1, n}(t)=c i t \varphi_{r+p ; n+q}(t),
$$

where $\varphi_{j, n}$ denotes the characteristic function of $X_{j, n}$. Such identities for characteristic functions may be useful since simple explicit expressions are not available in general. Explicit expressions are available for power function distributions (Malik 1967), Pareto distributions (Malik 1966), and for the logistic distribution (Balakrishnan, Cohen 1991, p. 38).

Characterization results based on (4.4) can easily be obtained. Let $F$ be strictly increasing on its support and $p, q$ and $d$ fixed. If (4.4) holds for some fixed function $g$, with $g^{\prime}(x) \neq 0$ except for isolated points, and all $r$ and $n$, then $F$ is necessarily contained in $\mathscr{\mathscr { F }}$. In fact, not all $r$ and $n$ are needed, applying certain complete sequences of functions as in (4.3) (in (4.3): $g(x)=x^{\alpha}$ ). If instead (4.4) holds for a fixed pair $(r, n)$ and for a sufficiently rich class of functions $g$, then $F \in \mathscr{\mathscr { F }}$ follows again.

Another parametrized recurrence relation for a class of distributions including Cauchy and doubly truncated Cauchy distributions as well as a corresponding characterization result are shown in Kamps (1995, pp. 134-137).

Finally, we cite further results of Lin (1988b) and Dimaki, Xekalaki (1993). For power function distributions, Lin (1988b) derives three characterizations by identities for moments of order statistics.
(Lin 1988b) Let $r, p, q \in \mathbb{N}, \mathrm{E}|X|^{\alpha}<\infty$ for some $\alpha \in \mathbb{N}, \alpha \geq p$, and let $\left(n_{j}\right)_{j \in \mathbb{N}}$ be a Müntz-Szász sequence (cf (2.3)). Then for a given constant $\lambda>0$, the following statements are equivalent:
i) $F(x)=(x / \lambda)^{p / q}, x \in(0, \lambda)$,
ii) $\mathrm{E} X_{r, n_{j}}^{\alpha}=\lambda^{p} \mathrm{E} X_{r+q, n_{j}+q}^{\alpha-p}$ for all $n_{j} \geq r$,
iii) $\mathrm{E} X_{r, n_{j}}^{\alpha}=\lambda^{p}\left(\mathrm{E} X_{r+q-1, n_{j}+q-1}^{\alpha-p}-\mathrm{E} X_{r+q-1, n_{j}+q}^{\alpha-p}\right)$ for all $n_{j} \geq r$,
iv) $\mathrm{E} X_{r, n_{j}}^{\alpha}-\mathrm{E} X_{r, n_{j}+1}^{\alpha}=\lambda^{p} \mathrm{E} X_{r+q+1, n_{j}+q+1}^{\alpha-p}$ for all $n_{j} \geq r$.

Dimaki, Xekalaki (1993) show characterizations of Pareto distributions with distribution functions

$$
F(x)=1-v x^{-\alpha}, \quad v \leq x<\infty, v>0, \alpha>0
$$

via
i) $\mathrm{E} X_{i+1, n}^{2}-\mathrm{E} X_{i, n}^{2}=\frac{2}{\alpha(n-i)} \mathrm{E} X_{i+1, n}^{2}$ for all $i \in \mathbb{N}$ and $n \geq i+1$, and
ii) $\mathrm{E} X_{i+1, n}^{2}-\mathrm{E} X_{i, n-1}^{2}=\frac{2}{n \propto} \mathrm{E} X_{i+1, n}^{2}$ for all $i \in \mathbb{N}$ and $n \geq i+1$.

The identity in (4.6) i) is shown in Kamps (1992a) for moments of arbitrary order. The relation (4.6) ii) is obtained from (4.6) i) by using (1.2).

## 5. Characterizations based on a single identity

In the previous sections, complete function sequences have been used to obtain characterization results based on identities for moments of order statistics. In other words, the validity of infinitely many identities has been required. Other characterizations can be found which are based on a single relation. We cite a result of Too, Lin (1989) and refer to characterizing relations which arise from characterizations via identically distributed functions of order statistics. Most important, there is a variety of results on inequalities for moments of order statistics. Arnold, Balakrishnan (1989) present an excellent annotated compendium of such results. We also refer to Rychlik's contribution to this volume (cf Chapter 4). If it is possible to characterize equality in some inequality for moments, we obtain a characterization of a probability distribution. In contrast to the ones deduced by means of complete function sequences, characterization results are derived under mild conditions and, simultaneously, recurrence relations are obtained for those distributions characterized by equality. We now cite only some of these characterizations.

First results on bounds for moments of order statistics date back to Plackett (1947) and Moriguti (1951) and are then generalized by Gumbel (1954) and Hartley, David (1954). We have:

Let $\mathrm{E} X_{1}=0$ and $\mathrm{E} X_{1}^{2}=1$.
Then

$$
\mathrm{E} X_{n, n} \leq \frac{n-1}{(2 n-1)^{1 / 2}}
$$

and we find equality iff $F$ is a special power function distribution:

$$
\begin{aligned}
F(x)= & \left(\frac{1+b x}{n}\right)^{1 /(n-1)}, \quad b=\frac{n-1}{(2 n-1)^{1 / 2}}, \\
& x \in\left(-\frac{(2 n-1)^{1 / 2}}{n-1},(2 n-1)^{1 / 2}\right) .
\end{aligned}
$$

Lin (1988a) applies the Cauchy-Schwarz inequality to representations of moments of order statistics and record values to obtain characterization theorems for uniform and exponential distributions, respectively.

$$
\begin{equation*}
\text { (Lin 1988a) If } \mathrm{E} X^{2}<\infty \text { and } 2 \leq r \leq n \text {, then } \tag{5.1}
\end{equation*}
$$

$$
\left(\mathrm{E} X_{r, n}\right)^{2} \leq \frac{r n}{(r-1)(n+1)} \mathrm{E} X_{r-1, n-1}^{2}
$$

with equality iff $F$ is the distribution function of a degenerate distribution at 0 or of a uniform distribution on $(0, c)$ for some $c>0$.

Thus, results of this type, i.e., characterizing equality in an inequality for moments, lead to bounds for certain moments of order statistics as well as to new recurrence relations for moments with respect to the distributions characterized by equality.

In particular, we observe that fixing only two or three moments is sufficient to determine the corresponding distributions uniquely; this fact is pointed out by Lin (1988a) (cf (5.1) and (5.5)).

Theorem (5.1) directly implies the example (5.5) of Too, Lin (1989) which can also be deduced from (5.4). The result is remarkable in view of the variety of characterization theorems (see Sections 2, 3, 4) in which assumptions are imposed on a sequence of moments.

The results of Lin (1988a) are taken up in Gajek, Gather (1991) and Kamps (1991a) and are generalized with respect to appearing powers and indices of order statistics and records applying Hölder's inequality and its inverse version (see Mitrinović 1970, p. 54, Beckenbach, Bellman 1961, p. 21/2).
(5.2) (Gajek, Gather 1991) Let $F$ be non-degenerate, $\alpha_{1}, \alpha_{2}, \in \mathbb{R}, \alpha=\alpha_{1}+\alpha_{2}$, $p_{1}, p_{2} \in \mathbb{R} \backslash\{0,1\}, n, n_{1}, n_{2}, r, r_{1}, r_{2} \in \mathbb{N}, 1 \leq r_{1} \leq n_{1}, 1 \leq r_{2} \leq n_{2}, \quad 1 \leq r \leq n$ such that $p_{1}^{-1}+p_{2}^{-1}=1, n=n_{1} p_{1}^{-1}+n_{2} p_{2}^{-1}$ and $r=r_{1} p_{1}^{-1}+r_{2} p_{2}^{-1}$. Then we have for $p_{1}>1$ :

$$
\begin{aligned}
\left(r\binom{n}{r}\right)^{-1} \mathrm{E}\left|X_{r, n}\right|^{\alpha} \leq & \left(\left(r_{1}\binom{n_{1}}{r_{1}}\right)^{-1} \mathrm{E}\left|X_{r_{1}, n_{1}}\right|^{\alpha_{1} p_{1}}\right)^{1 / p_{1}} \\
& \times\left(\left(r_{2}\binom{n_{2}}{r_{2}}\right)^{-1} \mathrm{E}\left|X_{r_{2}, n_{2}}\right|^{\alpha_{2} p_{2}}\right)^{1 / p_{2}}
\end{aligned}
$$

The inequality holds with the reverse sign if $0<p_{1}<1$ or $p_{1}<0$ and it is generally assumed that the upper bound is finite.

The equality sign holds iff for some constant $c>0$

$$
\left|F^{-1}(t)\right|^{\alpha_{1} p_{1}-\alpha_{2} p_{2}}=c t^{r_{2}-r_{1}}(1-t)^{n_{2}-r_{2}-n_{1}+r_{1}} \quad \text { for all } t \in(0,1)
$$

For several examples and particular cases of (5.2), e.g., $r_{1}=r_{2}$ and $n_{2}-r_{2}=n_{1}-r_{1}$, we refer to Gajek, Gather (1991). A similar result involving two moments of order statistics is shown in Kamps (1991a).
(5.3) (Kamps 1991a) Let $F$ be non-degenerate, $\alpha>0, p>1,1 \leq r \leq n, 1 \leq$ $i \leq j \leq n$ satisfying $n-r=j-i, F^{-1}(0+) \geq 0$ and $\mathrm{E} X^{\alpha p}<\infty$. Then we have

$$
\begin{aligned}
\mathrm{E} X_{r, n}^{\alpha} \leq & \frac{n!}{(r-1)!}\left(\frac{j!}{(i-1)!}\right)^{-1 / p} \\
& \times\left(\Gamma\left(\frac{r p-i}{p-1}\right)\left(\Gamma\left(\frac{(n+1) p-(j+1)}{p-1}\right)\right)^{-1}\right)^{1-1 / p}\left(\mathrm{E} X_{i, j}^{\alpha p}\right)^{1 / p}
\end{aligned}
$$

In the case $i<r$ we have equality iff $F$ is the distribution function of a power function distribution:

$$
F(x)=c^{-(p-1) /(p(r-i))} x^{\alpha(p-1) /(r-i)}, \quad x \in\left(0, c^{1 / \alpha p}\right) \text { for some } c>0 .
$$

More details and further results using Jensen's inequality and inequalities of Diaz, Metcalf and Póeya, Szegö can be found in Kamps (1991a) and Kamps (1995, Chapter IV). Moreover, results of this type are valid for generalized order statistics (cf Kamps 1995. Chapter IV) such that related inequalities hold true in several models of ordered random variables including order statistics and record values as particular cases.

Too, Lin (1989) show characterizing recurrence relations for moments of order statistics and record values. If the existence of the appearing moments is ensured, then we have for $p \in \mathbb{N}$ :
(5.4) (Too, Lin 1989)

$$
\begin{gathered}
\left.\binom{n}{r}\right)^{-1} \mathrm{E} X_{r, n}^{2}-2\left((r+p)\binom{n+p}{r+p}\right)^{-1} \mathrm{E} X_{r+p, n+p} \\
+\left((r+2 p)\binom{n+2 p}{r+2 p}\right)^{-1}=0
\end{gathered}
$$

iff $F$ is the distribution function of a power function distribution with $F(x)=x^{1 / p}, x \in(0,1)$.

The above theorem states that, without any further assumptions, two particular moments of order statistics characterize the underlying distribution function, if the identity in (5.4) is satisfied. The interesting and remarkable special case (5.5) is a simple consequence of (5.4).

$$
\begin{equation*}
\text { (Too, Lin 1989) } 2 \mathrm{E} X^{2}=\mathrm{E} X_{2,2}=\frac{2}{3} \quad \text { iff } \quad F(x)=x, \quad x \in(0,1) \tag{5.5}
\end{equation*}
$$

Finally, we point out that characterizing moment relations can also be found in Chapter 9 of this volume (cf Gather, Kamps and Schweitzer, Chapter 9 (2.3.3), (2.5.2)). Occasionally it is possible to weaken the assumption in characterization results based on identically distributed functions of order statistics. It may be sufficient to consider corresponding moment equations. $F \sim \exp (\lambda)$ denotes that $F$ is the distribution function of an exponential distribution with parameter $\lambda>0: F(x)=1-\mathrm{e}^{-\lambda x}, x>0$.
(5.6) (Ahsanullah 1981, cf Chapter 9 (2.3.3)) Let $F$ be absolutely continuous, $\operatorname{supp}(F)=(0, \infty)$ and IFR or DFR. Moreover, let $\mathbf{E} X_{1}<\infty$. Then $F \sim \exp (\lambda)$ iff there exists a pair $(r, n), 2 \leq r \leq n$, such that $\mathrm{E} D_{r, n}=\mathrm{E} D_{r-1, n}$ with $D_{1, n}=n X_{1, n}$ and $D_{r, n}=(n-r+1)\left(X_{r, n}-X_{r-1, n}\right), 2 \leq r \leq n$.
(5.7) (Iwińska 1986, Gajek, Gather 1989, cf Chapter 9 (2.5.2)) Let $F$ be absolutely continuous, $F^{-1}(0+)=0$, strictly increasing on $(0, \infty)$ and NBU or NWU. Then $F \sim \exp (\lambda)$ iff there exists a triple $(r, s, n), 1 \leq r<s \leq n$, with

$$
\mathrm{E} X_{s, n}-\mathrm{E} X_{r, n}=\mathrm{E} X_{s-r, n-r} .
$$

## 6. Characterizations of normal and other distributions by product moments

In the previous sections we dealt with recurrence relations and identities for single moments of order statistics. There is also a variety of relations for product moments of order statistics from arbitrary and specific distributions. Surveys of such assertions are given in Balakrishnan et al. (1988), Malik et al. (1988) and Arnold, Balakrishnan (1989). We now review related characterization results of Govindarajulu (1966) and Lin (1989b). Some of Govindarajulu's (1966) characterizations of normal distributions are generalized by Lin (1989b). For further details on moments of order statistics from normal distributions we refer to David (1981, Chapter 3.2) and Arnold et al. (1992, Chapter 4.9).

Let $F$ be non-degenerate, $\mathrm{E} X^{2}<\infty$ and let

$$
\Phi(x)=(2 \pi)^{-1 / 2} \int_{-\infty}^{x} \exp \left(-y^{2} / 2\right) \mathrm{d} y, x \in \mathbb{R}
$$

be the distribution function of the standard normal distribution.
(6.1) (Govindarajulu 1966)

$$
\mathrm{E} X_{n, n}^{2}-\mathrm{E}\left(X_{n-1, n} X_{n, n}\right)=1 \quad \text { for all } n \geq 2
$$

iff there exists $A \in[-\infty, \infty)$ such that $F(x)=\frac{\Phi(x)-\Phi(A)}{1-\Phi(A)}, x \in(A, \infty)$.
Replacing $X_{i}$ by $-X_{i}$ in (6.1), $1 \leq i \leq n$, we obtain
(6.2) (Govindarajulu 1966)

$$
\mathrm{E} X_{1, n}^{2}-\mathrm{E}\left(X_{1, n} X_{2, n}\right)=1 \text { for all } n \geq 2
$$

iff there exists $B \in(-\infty, \infty]$ such that $F(x)=\frac{\Phi(x)}{\Phi(B)}, x \in(-\infty, B)$.

$$
\begin{equation*}
\text { (Govindarajulu 1966) Let } F(0)=0 \tag{6.3}
\end{equation*}
$$

$$
\sum_{j=1}^{n} \mathrm{E}\left(X_{1, n} X_{j, n}\right)=1 \quad \text { for all } n \geq 2 \quad \text { iff } \quad F(x)=2 \Phi(x)-1, x \in(0, \infty)
$$

Replacing $X_{i}$ by $-X_{i}$ in (6.3), $1 \leq i \leq n$, leads to
(6.4) (Govindarajulu 1966) Let $F(0)=1$.

$$
\sum_{j=1}^{n} \mathrm{E}\left(X_{j, n} X_{n, n}\right)=1 \quad \text { for all } n \geq 2 \text { iff } F(x)=2 \Phi(x) 1, x \in(-\infty, 0)
$$

(6.5) (Govindarajulu 1966) Let $\mathrm{E} X=0$.

$$
\begin{array}{ll}
\sum_{j=1}^{n} \mathrm{E}\left(X_{i, n} X_{j, n}\right)=1 & \text { for some } i \in \mathbb{N} \text { and all } n \geq i \\
& \text { iff } \quad F(x)=\Phi(x), \quad x \in \mathbb{R}
\end{array}
$$

The assertion (6.5) can be formulated in terms of covariances since $E X=0$.
(6.6) (Govindarajulu 1966) Let $E X=0$.

$$
\begin{gathered}
\sum_{j=1}^{n} \operatorname{Cov}\left(X_{i, n}, X_{j, n}\right)=1 \text { for some } i \in \mathbb{N} \text { and all } n \geq i \\
\text { iff } F(x)=\Phi(x), \quad x \in \mathbb{R}
\end{gathered}
$$

On applying the representation

$$
\begin{aligned}
\mathrm{E}\left(X_{r, n}^{j} X_{s, n}^{k}\right)= & \frac{n!}{(r-1)!(s-r-1)!(n-s)!} \\
& \times \int_{0}^{1} \int_{u}^{1}\left(F^{-1}(u)\right)^{j}\left(F^{-1}(v)\right)^{k} u^{r-1}(v-u)^{s-r-1}(1-v)^{n-s} \mathrm{~d} v \mathrm{~d} u \\
& 1 \leq r<s \leq n, \quad j, k \in \mathbb{N}_{0}
\end{aligned}
$$

for product moments of order statistics from arbitrary distributions, Lin (1989b) derives characterizations of uniform, exponential and normal distributions. The results use the Müntz-Szász theorem (cf (2.3)); thus the following assumption is made.
(6.7) Let $\left(n_{i}\right)_{i \in \mathbb{N}}$ be a sequence of integers satisfying

$$
2 \leq n_{1}<n_{2}<\cdots \quad \text { and } \quad \sum_{i=1}^{\infty} \frac{1}{n_{i}}=\infty .
$$

The first result of Lin (1989b) characterizes uniform distributions via a relation between single and product moments.
(6.8) (Lin 1989b) Let $\mathrm{E}|X|^{\alpha}<\infty$ for some $\alpha \geq 1, F^{-1}(x)>0$ for $x \in(0,1)$ and $F^{-1}(0+)=0$. Moreover, let (6.7) be given and let $\lambda>0$. Then $F \sim R[0, \lambda]$ (i.e., $F(x)=x / \lambda, x \in(0, \lambda))$ iff there exists a tuple $(j, k), j, k \in \mathbb{N}_{0}, j+k+1 \leq \alpha$, such that

$$
\mathrm{E}\left(X_{1, n_{i}}^{j} X_{2, n_{i}}^{k}\right)=\frac{1}{\lambda(j+1)} n_{i} \mathrm{E} X_{1, n_{i}-1}^{j+k+1} \quad \text { for all } i \in \mathbb{N}
$$

In the special case $j=k=0$ the characterizing property in (6.8) reduces to $\mathrm{E} X_{1, n_{i}-1}=\lambda / n_{i}$ for all $i \in \mathbb{N}$ which is a well known characterization of uniform distributions (see (2.1), Galambos, Kotz 1978, p. 55, and Gather, Kamps and Schweitzer, Chapter 9).
(6.9) (Lin 1989b) Let $F^{-1}$ be absolutely continuous on ( 0,1 ), $\mathrm{E}|X|^{\alpha}<\infty$ for some $\alpha \geq 1, F^{-1}(0)=0, F^{-1}(x)>0$ for $x \in(0,1)$. Moreover, let (6.7) be given and let $\lambda>0$. Then $F \sim R[0, \lambda]$ iff there exists a triple $(r, j, k), r, k \in \mathbb{N}, j \in \mathbb{N}_{0}, j+k \leq \alpha$ such that

$$
\mathrm{E}\left(X_{r, n_{i}}^{j} X_{r+1, n_{i}}^{k}\right)-\mathrm{E} X_{r, n_{i}}^{j+k}=\frac{k \lambda}{n_{i}+1} \mathrm{E}\left(X_{r, n_{i}+1}^{j} X_{r+1, n_{i}+1}^{k-1}\right) \quad \text { for all } n_{i} \geq r+1
$$

With the same lhs as in (6.9), Lin (1989b) also obtains a characterization of exponential distributions.
(6.10) (Lin 1989b) Let the conditions of (6.9) be given. Then $F \sim \exp (\lambda)$ iff there exists a triple $(r, j, k), r, k \in \mathbb{N}, j \in \mathbb{N}_{0}, j+k \leq \alpha$ such that

$$
\mathrm{E}\left(X_{r, n_{i}}^{j} X_{r+1, n_{i}}^{k}\right)-\mathrm{E} X_{r, n_{i}}^{j+k}=\frac{k}{\lambda\left(n_{i}-r\right)} \mathrm{E}\left(X_{r, n_{i}}^{j} X_{r+1, n_{i}}^{k-1}\right) \text { for all } n_{i} \geq r+1
$$

In the special case $j=0,(6.9)$ and (6.10) simplify to the relations between single moments of order statistics as shown in Lin (1988b) (cf Section 4). Moreover, Lin deals with an extended normal distribution with distribution function

$$
\Phi_{k}(x)=\left(\int_{-\infty}^{\infty} \exp \left(-\frac{t^{2 k}}{2 k}\right) \mathrm{d} t\right)^{-1} \int_{-\infty}^{x} \exp \left(-\frac{t^{2 k}}{2 k}\right) \mathrm{d} t, \quad x \in \mathbb{R}, k \in \mathbb{N}
$$

The following theorem extends Govindarajulu's (1966) characterization of truncated normal distributions (cf (6.1)).
(6.11) (Lin 1989b) Let $\mathrm{E} X^{2 k}<\infty$ for some $k \in \mathbb{N}$ and let (6.7) be given. Then $\mathrm{E} X_{n_{i}, n_{i}}^{2 k}-\mathrm{E}\left(X_{n_{i-1}, n_{i}} X_{n_{i}, n_{i}}^{2 k-1}\right)=1$ for all $i \in \mathbb{N}$ iff

$$
F(x)=\frac{\Phi_{k}(x)-\Phi_{k}(A)}{1-\Phi_{k}(A)}, \quad x \in(A, \infty) \text { for some } A \geq-\infty
$$

The following result generalizes a characterization of the standard normal distribution due to Govindarajulu (1966) (cf. 6.5)).
(6.12) (Lin 1989b) Let $\mathrm{E} X^{2 k}<\infty$ for some $k \in \mathbb{N}$ and let (6.7) be given. Moreover, let $\mathrm{E} X^{2 k-1}=0, F^{-1}$ differentiable on $(0,1)$ and $r \in \mathbb{N}$. Then

$$
\sum_{s=1}^{n_{i}} \mathrm{E}\left(X_{r, n_{i}} X_{s, n_{i}}^{2 k-1}\right)=1 \quad \text { for all } n_{i} \geq r+1 \quad \text { iff } \quad F(x)=\Phi_{k}(x), \quad x \in \mathbb{R}
$$

In addition, Lin (1989b) presents a modification and extension of Govindarajulu's (1966) result (6.3) based on the identity in (6.12) for normal distributions truncated on the left at zero.
(6.13) (Lin 1989b) Let $\mathrm{E} X^{2 k}<\infty$ for some $k \in \mathbb{N}$ and let (6.7) be given. Moreover, let $F^{-1}(0+)=0$ and $F^{-1}$ differentiable on ( 0,1 ). Then

$$
\sum_{s=1}^{n_{i}} \mathrm{E}\left(X_{1, n_{i}} X_{s, n_{i}}^{2 k-1}\right)=1 \quad \text { for all } i \in \mathbb{N} \quad \text { iff } \quad F(x)=2 \Phi_{k}(x)-1, \quad x>0
$$

Finally, we refer to two recent papers. Khan (1995) applies a Müntz-Szász sequence to derive characterizations of power function and Pareto distributions via recurrence relations for product moments of order statistics. By analogy with (4.2), Mohie El-Din et al. (1996) present a general identity for the product moments of order statistics where characterizations may be obtained as in (4.3).
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# Univariate Extreme Value Theory and Applications 

Janos Galambos

## 1. Introduction

For a long period of time, probability theory was meant to interpret the laws of averages but even within this theory occurrences now associated with extreme values had been viewed as accidents or surprises without regular laws. This view has changed only quite recently, and the present article is devoted to describe the present stage of extreme value theory both from the mathematical and practical points of view. Because the subject matter described by the extremes is very sensitive to slight errors in approximations, more controversies can occur in interpretation of results than when dealing with averages. This fact will become clear in the paper. We shall also see that a number of mathematical results developed independently of extreme value theory gain significant practical applications; I would mention the fields of characterization of probability distribution and extensions of some Bonferroni-type inequalities. Although the present paper is not dealing with the above mentioned associated fields in detail, their significance will be demonstrated in a number of ways through examples.

Extreme value theory is mainly a model building tool, but it can also be utilized in statistical evaluations. It concerns the largest or the smallest in a set of random variables where the random variables in question are either actual observations or just hypothetical quantities for describing a model. Hence, extreme value theory is more than the study of the largest or smallest order statistics since values other than the extremes may become meaningless in certain situations: a spacecraft may be destroyed by the first failure of essential components. The following examples well demonstrate the variety of applied problems and the mathematical difficulties faced in extreme value theory.

Example 1.1. (Fatigue failure). Let $S$ be the random time to the failure of a sheet of metal used in constructing the body of an aircraft. Let us hypothetically divide the sheet into $n$ smaller pieces and let $X_{j}$ denote the strength (time to failure) of the $j^{\text {th }}$ piece in this division, where labelling is made by some predetermined rule. Then, by the weakest link principle (a chain breaks at its weakest link),

$$
S=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

where the $X_{j}$ are similar in nature to $S, n$ is chosen by us, but we have no control over the interdependence of the $X_{j}$. If $n$ could be chosen arbitrarily large and if an acceptable model can be developed for the $X_{j}$, then a limiting distribution for the minimum in such a model should be the exact distribution of $S$.

Example 1.2 (Warranty period). The manufacturer of a piece of equipment with a large number $n$ of components wants to determine the warranty period in such a manner that, with high probability, no (expensive) component should fail during this period. That is, warranty period is determined by the distribution of the minimum of the time to failure of the components. Here, the components can have a variety of underlying distributions, and their interdependence may be very strong. Therefore, a single model cannot be expected to cover all structures.

Example 1.3 (Statistical outliers). Assume that each of $n$ terminally ill patients is diagnosed to have an expected life of one year. Can it be justified that one of these patients is still alive five years later ? Indeed, and this is what is expected from extreme value theory. Here we face $n$ independent and identically distributed random variables with expectation one, and we want to determine the distribution of their maximum. Since 'terminally ill' will lead to the unique underlying distribution $F(x)=1-\mathrm{e}^{-x}, x \geq 0$, (a characterization theorem), the exact distribution of the maximum of $n$ observations can easily be computed.

There are very few applied problems when the population distribution can accurately be determined via a characterization theorem. In all such cases an approximation to the population distribution should be avoided. Rather, an asymptotic distribution theory should replace exact formulas and statistical inference should be based on the asymptotic model for the extremes. This will be made very clear in the following sections.

In extreme value theory we usually face two sequences of random variables. The first sequence, which we denote by $X_{1}, X_{2}, \ldots, X_{n}$, is the one on which the extreme value model is based. These are some times statistical observations as in Example 1.3 and in other cases explicity present but unknown variables such as component lives in Example 1.2 or just hypothetical variables as in Example 1.1. By specifying an extreme value model we mean that we make distributional assumptions on the $X_{j}$ (univariate and multivariate), and we develop asymptotic distributions for the extremes

$$
W_{n}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right) \quad \text { and } \quad Z_{n}=\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)
$$

after some normalization. The distribution function of $X_{j}$ is denoted by $F_{j}(x)$ but if they are known to be identically distributed then the common distribution function is $F(x)$. We set

$$
L_{n}(x)=P\left(W_{n} \leq x\right) \quad \text { and } \quad H_{n}(x)=P\left(Z_{n} \leq x\right)
$$

If more variables than just $W_{n}$ or $Z_{n}$ become of interest, we use the standard notation of the present book for order statistics: $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ for
$X_{1}, X_{2}, \ldots, X_{n}$ in a nondecreasing order. In such cases, evidently $W_{n}=X_{1: n}$ and $Z_{n}=X_{n: n}$.

A second sequence $Y_{1}, Y_{2}, \ldots, Y_{N}$ of random variables in extreme value theory is a set of (usually independent) statistical observations on an extreme of a model, and their common distribution function therefore is an extreme value distribution (of the model in question). These observations are usually utilized to test the model (its extreme value distribution) and to estimate parameters.

Example 1.4. Let $Y$ be the age of the longest living European individual at the time of death of all those currently living. Let $n$ be a large number and split the population of Europe into disjoint groups of $n$ persons in each group. Assume that the number of groups is large as well. In a group, let $X_{1}, X_{2}, \ldots, X_{n}$ be the ages (at death) of the individuals of the group. Now, whatever model we impose on the $X_{j}$, if a limiting distribution of $Z_{n}$ after some normalization exists then $Z_{n}$ in a randomly selected group is an observation on $Y$. Since $n$ is assumed large, the distribution of $Z_{n}$ can be replaced by its asymptotic distribution (which we call an extreme value distribution), and upon selecting $N$ groups at random, $N$ observations $Y_{1}, Y_{2}, \ldots, Y_{N}$ obtain on $Y$. (Since the values $Y_{j}$ are future values, one can only test the model in the form of $P(Y>A)$ for a variety of values of $A$, or, by adding some stationarity assumptions in time, values from the past are used for $Z_{n}$ as $Y_{j}$.)

We now turn to a systematic description of the mathematical results of extreme value theory and their practical applications.

## 2. The classical models

In a classical model, $X_{1}, X_{2}, \ldots, X_{n}$ are independent and identically distributed (i.i.d.) random variables and their common distribution function is denoted by $F(x)$. We assume that there are sequences $a_{n}$ and $b_{n}>0$ such that, as $n \rightarrow+\infty$,

$$
\begin{equation*}
H_{n}\left(a_{n}+b_{n} z\right)=F^{n}\left(a_{n}+b_{n} z\right) \rightarrow H(z) \tag{2.1}
\end{equation*}
$$

where $H(z)$ is a proper nondegenerate distribution function (since $H(z)$ turns out to be continuous, convergence is pointwise). Such a model is called a classical model for the maximum, and $H(z)$ is called an extreme value distribution (function) for the maximum (in a classical model). The distribution function $F(x)$ satisfying (2.1) is said to be in the domain of attraction of $H(z)$ which fact is expressed by the notation $F \in D(H)$.

Similar definitions apply to the minimum $W_{n}$. However, since

$$
\begin{equation*}
W_{n}=\min \left(X_{1}, X_{2}, \ldots, X_{n}\right)=-\max \left(-X_{1},-X_{2}, \ldots,-X_{n}\right) \tag{2.2}
\end{equation*}
$$

we make mathematical statements on $Z_{n}$ only. We use (2.2) for transforming such statements to $W_{n}$ when necessary.

Before proceeding further, note that, upon replacing $z$ by $A+B z$ and setting $a_{n}^{*}=a_{n}+b_{n} A$ and $b_{n}^{*}=b_{n} B$, where $A$ and $B>0$ are arbitrary constants, (2.1) becomes

$$
\begin{equation*}
H_{n}\left(a_{n}^{*}+b_{n}^{*} z\right) \rightarrow H(A+B z) \tag{2.1a}
\end{equation*}
$$

That is, if $H(z)$ is an extreme value distribution (in a classical model) then so is the whole parametric family $H(A+B z)$ and their domains of attraction are identical. The distribution functions $H(z)$ and $H(A+B z)$ are said to have the same type, and the convergence in (2.1) is always understood to be a convergence to the type of $H(z)$.

From a classical theorem on the convergence to types (see Lemma 2 on p . 188 of Galambos (1995)) it follows that if $H(z)$ and $H^{*}(z)$ are two extreme value distributions which are not of the same type than $D(H)$ and $D\left(H^{*}\right)$ are disjoint. Furthermore, upon writing up (2.1) in the following two ways for a fixed $m$

$$
F^{n m}\left(a_{n}+b_{n} z\right) \rightarrow H^{m}(z) \quad \text { and } \quad F^{n m}\left(a_{n m}+b_{n m} z\right) \rightarrow H(z)
$$

we get from the cited Lemma 2 that an extreme value distribution $H(z)$ in (2.1) must satisfy the functional equation

$$
\begin{equation*}
H^{m}\left(A_{m}+B_{m} z\right)=H(z) \quad \text { all } z \text { and all } m \geq 1 \tag{2.3}
\end{equation*}
$$

where $A_{m}$ and $B_{m}>0$ are suitable constants. Depending whether $B_{m}>1$ or $B_{m}<1$ or $B_{m}=1$ for one $m>1$ (and then for all $m>1$ ) the solution of (2.3) is necessarily of the same type as

$$
H_{1, y}(z)= \begin{cases}\exp \left(-z^{-\gamma}\right) & \text { if } z>0  \tag{2.4}\\ 0 & \text { otherwise }\end{cases}
$$

or

$$
H_{2, y}(z)=\left\{\begin{array}{lll}
1 & \text { if } \quad z>0  \tag{2.5}\\
\exp \left(-(-z)^{y}\right) & \text { if } \quad z \leq 0
\end{array}\right.
$$

or

$$
\begin{equation*}
H_{3,0}(z)=\exp \left(-\mathrm{e}^{-z}\right) \quad \text { all } z \tag{2.6}
\end{equation*}
$$

respectively. The parameter $\gamma>0$ in both cases above. In turn, each of the above distributions is of the same type as

$$
\begin{equation*}
H_{(c)}(z)=\exp \left\{-(1+c z)^{-1 / c}\right\} \quad \text { if } \quad 1+c z>0 \tag{2.7}
\end{equation*}
$$

if we adopt the convention that $H_{(0)}(z)=\lim H_{(c)}(z)$ as $c \rightarrow 0$ through values $c \neq 0$. This way, $H_{(c)}(z)$ is of the type of (2.6) if $c=0$, while (2.4) or (2.5) obtains depending whether $c>0$ or $c<0$. We use alternatively (2.7) and (2.4) through (2.6) whichever is convenient for a particular result. The form $H_{(c)}(z)$ of (2.7) appears particularly convenient in statistical inference since a decision among the
forms (2.4) through (2.6) is a matter of estimating the parameter $c$, more precisely, we just have to decide whether $c>0$ or $c<0$ or $c=0$. This, however, is not as easy as it sounds and, in fact, this 'simple task' generates more controversy to extreme value theory than any other methodology. The problem and controversy stem from the fact that $H_{2, \gamma}(z)$ represents a random variable which is bounded from above while the other two types are unbounded. The reduction of this very critical problem of boundedness to deciding whether a parameter ( $c$ in (2.7)) is negative or not made the problem relatively simple. On the other hand, the conclusions of boundedness are not always acceptable which leads to the rejection of the classical model as appropriate in such circumstances. We shall return to specifics of this problem in the next section. Here, we continue the mathematical analysis of the classical models.

First, we define the endpoints of a distribution function as

$$
\alpha(F)=\inf \{x: F(x)>0\} \quad \text { and } \quad \omega(F)=\sup \{x: F(x)<1\}
$$

The following theorems on domains of attraction are due to Gnedenko (1943) who unified and generalized the scattered results of von Bortkiewicz (1922), Dodd (1923), von Mises (1923), Tippett (1925), Fréchet (1927), Fisher and Tippett (1928) and von Mises (1936). Gnedenko's (1943) work is very thorough and generally accepted as the foundation of extreme value theory. For a review of Gnedenko's work and its influence on extreme value theory over the past half century, see Galambos (1994).

Theorem 2.1. $F \in D\left(H_{1, \gamma}\right)$ if and only if, $\omega(F)=+\infty$ and for all $x>0$, as $t \rightarrow+\infty$,

$$
\begin{equation*}
\lim \frac{1-F(t x)}{1-F(t)}=x^{-\gamma} \tag{2.8}
\end{equation*}
$$

The normalizing constants $a_{n}$ and $b_{n}$ of (2.1) can always be chosen as $a_{n}=0$ and $b_{n}=\inf \{x: 1-F(x) \leq 1 / n\}$.

Theorem 2.2. $F \in D\left(H_{2, \gamma}\right)$ if and only if, $\omega(F)<+\infty$ and the distribution function $F^{*}(x)=F(\omega(F)-1 / x), x>0$, belongs to $D\left(H_{1, \gamma}\right)$. The normalizing constants $a_{n}$ and $b_{n}$ of (2.1) can be chosen as $a_{n}=\omega(F)$ and

$$
b_{n}=\omega(F)-\inf \{x ; 1-F(x) \leq 1 / n\}
$$

Theorem 2.3. $F \in D\left(H_{3,0}\right)$ if and only if, there is a function $u(t)>0$ such that, for all real $x$, as $t \rightarrow \omega(F)$ with $t<\omega(F)$,

$$
\begin{equation*}
\lim \frac{1-F(t+x u(t))}{1-F(t)}=\mathrm{e}^{-x} \tag{2.9}
\end{equation*}
$$

The normalizing constants $a_{n}$ and $b_{n}$ of (2.1) can be chosen as $a_{n}=\inf \{x: 1-$ $F(x) \leq 1 / n\}$ and $b_{n}=u\left(a_{n}\right)$.

These three theorems, when combined with the earlier quoted result on the possible types of limiting distribution $H(z)$ in (2.1), forms the foundation of extreme value theory for the classical models. Recall (2.2) in order to restate all the above results for the minimum.

The theory is not complete in the above stated form. Theorem 2.3 has an unspecified function $u(t)$ in its formulation, there is no mention of the quality of approximation (speed of convergence, convergence of densities when exist) in any of the theorems, and the choice of the normalizing constants might not be the best or most convenient. Gnedenko himself raised these questions but only partial solutions were provided by him through examples rather than general statements. Gnedenko also initiated the extension of weak convergence of (2.1) to weak laws and strong laws which mean that, with some constants $A_{n}$, either $Z_{n} / A_{n}$ converges to one or $Z_{n}-A_{n}$ converges to zero in probability and almost surely, respectively. All these problems have been addressed in the literature in the past three decades which lifted the classical theory to a well developed subject matter.

Before we can formulate newer results we have to introduce two concepts. The conditional expectation

$$
\begin{equation*}
R(t)=\mathrm{E}(X-t \mid X>t), \alpha(F)<t<\omega(F) \tag{2.10}
\end{equation*}
$$

where $X$ is a random variable with distribution function $F(x)$, is called the expected residual life at age $t$. One can compute $R(t)$ by the formula

$$
\begin{equation*}
R(t)=\frac{1}{1-F(t)} \int_{t}^{\omega(F)}[1-F(y)] \mathrm{d} y \tag{2.11}
\end{equation*}
$$

Next, assume that $F(x)$ is differentiable. Then we define the failure rate or hazard rate of $X$ or $F(x)$ by the limiting conditional instantaneous failure

$$
\begin{equation*}
r(t)=\lim \frac{1}{\Delta t} P(X \leq t+\Delta t \mid X>t)=\frac{F^{\prime}(t)}{1-F(t)} \tag{2.12}
\end{equation*}
$$

where $\Delta t>0$ and $\Delta t \rightarrow 0$. Let $\alpha(F) \leq m<\omega(F)$ be a fixed number, and let us integrate (2.12) starting at $m$. We get

$$
\begin{equation*}
g(x)=-\log (1-F(x))=\int_{m}^{x} r(t) \mathrm{d} t+C \tag{2.13}
\end{equation*}
$$

where $C=-\log (1-F(m))$. The function $g(x)$ is known as the cumulative hazard function which, of course, is meaningful even if $F(x)$ is not differentiable. Evidently,

$$
\begin{equation*}
F(x)=1-\exp (-g(x)), \quad \alpha(F) \leq x<\omega(F) \tag{2.14}
\end{equation*}
$$

The relations (2.13) and (2.14) entail that $r(t)$ uniquely determines $F(x)$. A similar statement is true in regard to $R(t)$ as well. The following argument is instructive in which we assume that $F(x)$ is continuous but only for the sake of allowing us to use Riemann integration and ordinary differentiation. The final conclusion is valid for all distribution functions. Now, for $F(x)$, define

$$
\begin{equation*}
F_{\mathrm{int}}(x ; C)=1-C \int_{x}^{\omega(F)}[1-F(y)] d y \tag{2.15}
\end{equation*}
$$

If we assume that $R(t)$ is finite for $F$, then $C$ can be chosen so that $F_{\text {int }}(x ; C)$ is a distribution function (we refer to $F_{\text {int }}$ as an integral distribution function of $F$ ). If $F$ is continuous, then $F_{\text {int }}$ is differentiable, and we have

$$
\begin{equation*}
1 / R_{F}(t)=r_{F_{\text {int }}}(t) \tag{2.16}
\end{equation*}
$$

where the subscripts in $R$ and $r$ emphasize the respective underlying distribution. From the uniqueness statement at (2.14) we thus have that $R_{F}(t)$ uniquely determines $F_{\text {int }}$ via (2.16). However, upon differentiating (2.15) the uniqueness of $F$ itself follows. The mathematically oriented reader may want to note that the characterization of $F(x)$ by the second conditional residual moment $R_{2}(t)=\mathrm{E}\left[(X-t)^{2} \mid X>t\right]$ is much more difficult to prove but true. See Galambos and Hagwood (1992) for a proof as well as for further references on the subject matter.

With the introduction of $R(t)$ and $r(t)$ we can discuss the choice of $u(t)$ in (2.9). In all early examples in the literature (2.9) was demonstrated to be valid with $u(t)=1 / r(t)$. These examples were centered at the normal, exponential, gamma and some special cases of what is now known as Weibull distributions. One remarkable theorem of von Mises (1936) justified to view $u(t)=1 / r(t)$ as the main choice in (2.9). It is established in von Mises (1936) that if, for all $x$ close to $\omega(\mathrm{F})$, the second derivative $F^{\prime \prime}(x)$ exists and $f(x)=F^{\prime}(x) \neq 0$ then the limit

$$
\begin{equation*}
\lim \frac{\mathrm{d}(1 / r(x))}{\mathrm{d} x}=0(x \rightarrow \omega(F)) \tag{2.17}
\end{equation*}
$$

entails (2.9) with $u(t)=1 / r(t)$ (in all conditions above, evidently $x<\omega(F)$ ). Let us record that (2.17), with the differentiation carried out, becomes $(x<\omega(F)$ and $x \rightarrow \omega(F))$

$$
\begin{equation*}
\lim \frac{f^{\prime}(x)[1-F(x)]}{f^{2}(x)}=-1 \tag{2.17a}
\end{equation*}
$$

Since $r(t)$ is not defined for all distribution functions $F(x)$, one may expect that perhaps the hazard function $g(x)$ of (2.13) and (2.14) may lead to a universal choice of $u(t)$ in (2.9). An attempt in this direction is the work of Marcus and Pinsky (1969) but their ultimate conclusion is that even if $r(t)$ is defined one cannot always choose $u(t)=1 / r(t)$ in (2.9). That is, (2.9) can be valid with some $u(t)$ but not with $1 / r(t)$.

The universal choice of $u(t)$ by $R(t)$ was discovered by de Haan (1970). The proof of the theorem of von Mises, stated at (2.17), implicitly contains the fact that $R(t)$ could have been used in place of $1 / r(t)$ in (2.9). That is, it follows from (2.17) that $R(t)$ is finite and

$$
\begin{equation*}
R(t) r(t) \rightarrow 1 \quad \text { as } \quad t \rightarrow \omega(F) \tag{2.18}
\end{equation*}
$$

This is sufficient for replacing $1 / r(t)$ by $R(t)$ in (2.9) since (2.9) is a convergence of distributions to exponentiality. The recognition that (2.18) follows from (2.17) suggests that the universal choice of $u(t)$ in (2.9) might be $R(t)$. This is indeed the case. The following result is due to de Haan (1970).

Theorem 2.4. $F \in D\left(H_{3,0}\right)$ if and only if, $R(t)$ is finite and (2.9) holds with $u(t)=R(t)$.

For special classes of distributions, covering most widely applied distributions in practice, Galambos and Xu (1990) established

Theorem 2.5. Assume that $R(t)$ is regularly varying at infinity (implying that $\omega(F)=+\infty)$. Then $F \in D\left(H_{3,0}\right)$ if, and only if, $R(t) / t \rightarrow 0$ as $t \rightarrow+\infty$.

We give the simple form of definition of regular variation. $R(t)$ is said to be regularly varying at infinity with index $\delta$ if $R(t)=t^{\delta} s(t)$, where $s(t)$ satisfies

$$
\lim \frac{s(\lambda t)}{s(t)}=1, \quad \lambda>0 \quad \text { fixed and } \quad t \rightarrow+\infty
$$

In other words, $s(t)$ is slowly varying. The theorem of Galambos and Xu thus states that if $R(t)$ is regularly varying then either $\delta<1$ or $\delta=1$ and $s(t) \rightarrow 0$ as $t \rightarrow+\infty$ characterize $D\left(H_{3,0}\right)$. Note that (2.9) does not have to be tested. In many cases, one simply gets $R(t) \sim t^{\delta}$ (such is the case of the normal distribution with $\delta=-1$, and for the exponential distribution $R(t)=$ constant, i.e., $\delta=0$ ). A variant of Theorem 2.5 is also proved by Galambos and Xu (1990) for $\omega(F)<+\infty$. Since Gnedenko has shown that, whatever $u(t)$ in (2.9), $u(t) / t \rightarrow 0$ as $t \rightarrow+\infty$ for $\omega(F)=+\infty$, only the sufficiency part of Theorem 2.5 is new.

There is more to the limit relation (2.18) than just its allowing us to choose between $R(t)$ and $1 / r(t)$ as a normalization at (2.9). It turns out (see Sweeting (1985)) that (2.18) is both necessary and sufficient for the densities to converge:

$$
n b_{n} F^{n-1}\left(a_{n}+b_{n} z\right) f\left(a_{n}+b_{n} z\right) \rightarrow H_{3,0}^{\prime}(z)
$$

locally uniformly, assuming that (2.1) holds with $H=H_{3,0}$. Sweeting (1985) establishes similar results for the other two domains of attraction as well. Since a result of Galambos and Obretenov (1987) states that if $F \in D\left(H_{3,0}\right)$ and if $r(t)$ is monotonic then (2.18) holds, we have that for monotonic $r(t)$ we can use $1 / r(t)$ as normalization in (2.9) and we can freely switch from convergence of distribution functions to convergence of densities. The investigations concerning (2.18) led to a better understanding of the von Mises condition (2.17) as well. Pickands (1986) showed that (2.17) is both necessary and sufficient for (2.1) and its first and second derivative variants to hold with $H=H_{3,0}$.

There is a large number of other results on domains of attraction in which $r(t)$ plays an important role. See Section 2.7 in Galambos (1987); several of the results appeared there for the first time. See also this book by the present author for a very extensive bibliography.

While Theorems 2.1-2.3 give specific instructions on finding normalizing constants $a_{n}$ and $b_{n}$ for (2.1) to hold, these choices are not the only possibilities. However, there is nothing particular to extreme value theory on the extent to which one can modify one set of normalizing constants without violating (2.1). From a general rule on (weak) convergence of probability distributions we have that if $\left(a_{n}, b_{n}\right)$ and $\left(a_{n}^{*}, b_{n}^{*}\right)$ are two sets of normalizing constants in (2.1) then we must have

$$
\begin{equation*}
\lim \left(a_{n}-a_{n}^{*}\right) / b_{n}=0 \quad \text { and } \quad \lim b_{n}^{*} / b_{n}=1(n \rightarrow+\infty) \tag{2.19}
\end{equation*}
$$

Conversely, if (2.19) holds and (2.1) holds with $\left(a_{n}, b_{n}\right)$ then (2.1) remains to hold with $\left(a_{n}^{*}, b_{n}^{*}\right)$. There are two significant consequences of the relative freedom of choosing normalizing constants. First, we have the rule in (2.19) which tells us how accurately we have to solve the equation $1-F(x)=1 / n$ for a continuous distribution $F(x)$ in order to get an $a_{n}$ or $b_{n}$ by the cited instructions. Second, different choices of the normalizing constants result in different speeds of convergence in (2.1). This is evident by looking at numerical comparisons between $F^{n}\left(a_{n}+b_{n} z\right)$ and $H_{3,0}(z)$, say, when $F$ is known to be in $D\left(H_{3,0}\right)$. By changing $a_{n}$ or $b_{n}$ for a fixed (large) $n$ but not changing $z$ will result in a different $F^{n}\left(a_{n}+b_{n} z\right)$ but $H_{3,0}(z)$ remains unchanged. The first generally applicable estimate of the speed of convergence appeared in Section 2.10 of Galambos (1978), which estimate is a clear demonstration of the influence of the normalizing constants as well as of the population distribution on the speed of convergence. Namely, the two main terms in estimating (from above) the absolute difference

$$
\begin{align*}
& \left|P\left(Z_{n} \leq a_{n}+b_{n} z\right)-H(z)\right| \\
& \text { are } r_{1, n}^{*}=\frac{2 z_{n}^{2}(z)}{n} \text { and } r_{2, n}^{*}=\left|z_{n}(z)+\log H(z)\right| \tag{2.20}
\end{align*}
$$

where $z_{n}(z)=n\left[1-F\left(a_{n}+b_{n} z\right)\right]$. Now, by taking logarithm in (2.1), Taylor's expansion yields that $z_{n}(z) \sim-\log H(z)$ entailing that $z_{n}(z)$ is bounded for fixed $z$ and $r_{2, n}^{*} \rightarrow 0$ as $n \rightarrow+\infty$ and $z$ is kept fixed. Hence, $r_{1, n}^{*}$ is always of the magnitude of $1 / n$, regardless of $F, a_{n}$ and $b_{n}$, while no uniform estimate can be given for $r_{2, n}^{*}$ since it strongly depends on $F$ as well as $a_{n}$ and $b_{n}$. In fact, if we choose $a_{n}$ and $b_{n}$ by the instructions of Theorem 2.3 for a standard normal population, one finds from the estimates of Galambos (1978), Section 2.10, that the difference in (2.1) is asymptotically equal to $(\log \log n)^{2} / \log n$. Hall (1979) and (1980) established that this speed in the normal case can be improved by modified choices of $a_{n}$ and $b_{n}$, but it always stays above $c /(\log n)$, where $c>0$ is a positive constant. On the other hand, W.J. Hall and J.A. Wellner (1979) show that, for the exponential distribution, the uniform speed of convergence is of the magnitude of $1 / n$. We have already seen in the discussion at (2.20) that such an estimate cannot be improved for any $F$ and for any choice of $a_{n}$ and $b_{n}$. However, improvements in the speed of convergence can be achieved by modifying (2.1) itself. Since we know that $H(z)$ in (2.1) is one of three types of distribution, let us insist that we approximate $F^{n}$ by $H_{1, \psi}$ regardless whether $F$ is in its domain of attraction or not.

That is, let us consider the difference

$$
\begin{equation*}
F^{n}\left(a_{n}+b_{n} z\right)-H_{1, \gamma_{n}}\left(C_{n}+D_{n} z\right) \tag{2.21}
\end{equation*}
$$

where $a_{n}$ and $b_{n}>0$ are computed by the rules of Theorems 2.1 through 2.3 and then $\gamma_{n}, C_{n}$ and $D_{n}$ are computed by some new rule based on $F, a_{n}$ and $b_{n}$, where this new rule is aimed at obtaining a smaller value in (2.21) than one would have for the difference with the proper $H$ in (2.1). Under the assumption of the von Mises condition (2.17a), Gomes (1978) (or see its published form Gomes (1984)) worked out the details of such an approximation, known as penultimate approximation. One of the major results of Gomes (1978) is presented in the book Galambos (1987), Section 2.10, which provides an opportunity for the reader to compare penultimate approximation with a variety of estimates on the speed of convergence.

A further deviation from (2.1) is when one chooses some monotonic transformation of $Z_{n}$ rather than the linear one of (2.1). One hopes with such a modification that a better approximation can be achieved as well as more types of $H$ will result as limiting distribution. A systematic theory of this nature has been initiated by Pancheva (1985), which has already reached quite a high level of development. See Pancheva (1994) for a survey on nonlinear normalization.

## 3. Applications and statistical inference

We present practical problems which will be approximated by a classical model. Even though the independence of the underlying random variables will not always be justified the approximation by a classical model will be, due to the mathematical generalization of the results on classical models to so called weakly dependent or graph-dependent random variables. The discussion of such models is postponed to the next section.

Let us start with the longest living terminally ill patient in a group of $n$, each having an expected life of one year (Example 1.3). If $X_{j}$ is the actual (remaining) life of patient $j$, the no-aging property of the exponential distribution entails (see Galambos and Kotz (1978), p.8) that we may assume that $P\left(X_{j} \leq x\right)=$ $1-e^{-x}, x \geq 0$, and the $X_{j}$ are quite evidently independent. Then

$$
P\left(Z_{n} \leq \log n+z\right)=\left(1-\mathrm{e}^{-\log n-z}\right)^{n} \rightarrow \exp \left(-\mathrm{e}^{-z}\right)
$$

from which we have that if there are in the viewing range of a TV station about $n=200$ such patients, then, with probability $1-\mathrm{e}^{-1}=0.63$ (we took $z=0$ above), $Z_{200}>\log 200>5$, i.e., a patient will turn up at the TV station "who was condemned by a doctor to die in one year" but still alive after 5 years. Since news like this are taken over by TV stations in the USA, $n$ is in fact much larger, and thus from the strong law $P\left(Z_{n} / \log n \rightarrow 1\right)=1$ (see p. 262 in Galambos (1987)) one can conclude that, almost surely, someone will turn up in the news who was declared terminally ill but still lives 8,10 , or even more years later.

The example above is a special example for statistical outliers. We have $n$ independent observations and we assume (justified or not) that the underlying distribution is $F(x)$. The data nicely fit $F(x)$ but a few observations seem to be questionable. These can be outliers (mismeasurements, etc.), but it may equally be true that the assumption $F(x)$ is wrong and extreme observations are the good signs for it. For example, if $F(x)$ is assumed standard normal, and the bulk of the data seem to confirm this (and in most cases this is true due to the asymptotic normality of quantiles), then the strong law $P\left(Z_{n} /(2 \log n)^{1 / 2} \rightarrow 1\right)=1$ or the more informative strong law $P\left(Z_{n}-a_{n} \rightarrow 0\right)=1$, where $a_{n}$ is the solution of $1-F(x)=1 / n$ (see Galambos (1987), p. 265-266) can be used to determine that how large the largest observation should be.

The two examples above differ in the way in which $F(x)$ is chosen but both utilize an exact model. The case of outliers requires the model to be exact, but the case of terminally ill patients can be modified to just ill patients in a life-threatening disease to conclude that, with high probability, someone gets into the news for seemingly beating the odds. The only exception would be if life distributions $F(x)$ for any group of people would have a very limited $\omega(F)$ implying that no one in the group can survive beyond the age $\omega(F)$. Can $\omega(F)$ be infinity? We got such a case with the exponential distribution. But note that with $F(x)=P(X \leq x)=1-\mathrm{e}^{-x}, X>20$, say, is still possible but $P(X>20)=2 / 10^{9}$ would require, via the strong law of large numbers, to have hundreds of millions of people terminally ill with $E(X)=1$ in order to observe one of them living more than 20 years after getting ill. This is significant to understand when we discuss the next model.

We, in fact, return to Example 1.4 and try to estimate the age of the longest living person in Europe. We assume that the random life lengths of individuals are independent and identically distributed but we do not use or attempt to identify the common distribution $F(x)$. Rather, we decompose the total population into disjoint large subgroups, and we estimate the highest age in the population from the maxima in the subgroups. But the subgroups can further be decomposed into disjoint large subgroups, so the maximum in a subgroup is the maximum of other maxima, and so on. This process of decomposition can go down in a large number of steps, and when we move back up we see that at every stage the maximum has the same type of distribution as the one whose maximum is taken. If this process would never terminate we would get that the distribution at every stage is an extreme value distribution. The Decomposition Principle, that we now adopt, adds that the number of steps in the above process is so large that a 'jump' to the limit is justified. With this we eliminated the most troubling parts we face in extreme value theory: we do not need the form of the population distribution and we will not argue with the very sensitive $n^{\text {th }}$ power of distributions. Rather, we take the largest value from subgroups as observations whose underlying distribution is $H_{(c)}(A+B z)$ of (2.7), and we want to decide whether $c>0, c<0$ or $c=0$, and to estimate the parameters $A$ and $B$. Since all observations are assumed to come from $H_{(c)}$ very little extreme value theory is remaining in the statistical inference. Indeed, Tiago de Oliveira (1984) suggests the use of loglikelihood
functions and the Neyman-Pearson theory for developing the critical regions for choosing between any two of the possibilities for $c(c>0$ versus $c=0$ or $c<0$ versus $c=0$ or $c>0$ versus $c<0$ ). Tiago de Oliveira himself points out that the above method is not very effective if the sample size is not very large which is the case in our longest living problem. However, the method is applicable to large data sets. Two other test statistics are recommended in Tiago de Oliveira and Gomes (1984), one of which is refinement of a test first investigated by Gumbel (1958). This test statistic is based on four quantiles only, and thus its simplicity is quite appealing. Usually one has larger sample sizes in hydrology where for flood levels The Decomposition Principle can again be applied (annual flood is the highest monthly floods, the monthly floods in turn can be decomposed into weekly floods, daily floods, etc). Thus, assuming that flood levels are distributed with $H_{(c)}$ and annual floods are sufficiently weakly dependent so a weak dependence model of the next section justifies the approximation by classical models, one can apply the cited methods. If the set of data is not large, it appears that The Decomposition Principle should be replaced by the full extent of the limiting extreme value theory and statistical inference should be based on the 'original' observations rather than on a single selected value from subgroups. However, when a characterization theorem is not available for the population distribution, it must not be attempted to be identified or even approximated. Instead, a domain of attraction is to be selected on a statistical basis and then inference is to proceed with the appropriate limiting distribution. In this direction, three basic methods have been developed: (i) the threshold method, (ii) method by probability papers, and (iii) decisions based on limit results for domains of attraction. Before describing these methods, one should emphasize two very important rules.

Rule 1 . For making decisions on a maximum, use always upper extremes only. That is, if $X_{1}, X_{2}, \ldots, X_{n}$ are observations, decide on an $r=r(n)$, and use only the order statistics $X_{n-r+1: n} \leq X_{n-r+2: n} \leq \cdots \leq X_{n-1: n} \leq X_{n: n}$. Contrary to the views of some 'outsider statisticians', this does not lead to loss of information (see Janssen (1989)). More importantly, low indexed order statistics may simply mislead the observer. Castillo, Galambos and Sarabia (1989) give the following warning example. Let $F_{1} \in D\left(H_{1, \gamma}\right)$ and $F_{2} \in D\left(H_{3,0}\right)$. Assume that the parameters of $F_{1}$ and $F_{2}$ are such that $F_{1}\left(z_{0}\right)=F_{2}\left(z_{0}\right)=1 / 2$. Then observations on

$$
F(x)= \begin{cases}F_{1}(x) & \text { if } x<z_{0} \\ F_{2}(x) & \text { if } x>z_{0}\end{cases}
$$

will produce $50 \%$ of the data from $F_{1}$ and $50 \%$ from $F_{2}$, but the maximum will be among those which come from $F_{2}$ and ultimately the observations generated by $F_{1}$ will become irrelevant for the maximum. Clearly, $F \in D\left(H_{3,0}\right)$, but any statistical decision based on all observations would reject such a hypothesis.

Rule 2. When in an applied problem a decision has been made on $c$ and the parameters $A$ and $B$ of $H_{(c)}(A+B z)$ have been estimated, the result must fully be utilized for future actions by observing that records (maxima) are guaranteed to
be broken (at least for continuous variables). That is, preventive measures protecting against the level of a past disaster - such as a previous flood - is an open invitation for a new disaster. One must compute from $H_{(c)}(A+B z)$ the likely and unlikely levels of new disasters, together with their return periods, and only then should there be a decision on the magnitude of 'preventive investments'.

Let us return to the cited three statistical methods.
(i) The Threshold Method. Assume that it has been decided by some logical argument that $\omega(F)=+\infty$, and the maximum satisfies (2.1). Hence, the problem is to decide whether $F \in D\left(H_{3,0}\right)$ or $F \in D\left(H_{1, \gamma}\right)$. Apply Theorem 2.4. Note that (2.9) with $u(t)=R(t)$ means that in order for $F \in D\left(H_{3,0}\right)$, the normalized variable $(X-t) / R(t)$ must be asymptotically exponential, given that $X>t$. Hence, if we choose a large value $t$, select those observations which exceed $t$, say $Y_{1}=X_{i_{1}}$, $Y_{2}=X_{i_{2}}, \ldots, Y_{N}=X_{i_{N}}$. Estimate $R(t)$ by the arithmetical mean $R_{N}(t)$ of $Y_{j}-t, 1 \leq j \leq N$, and test the exponentiality of $\left(Y_{j}-t\right) / R_{N}(t)$. Acceptance means the acceptance of $F \in D\left(H_{3,0}\right)$ and rejection means accepting $F \in D\left(H_{1, \gamma}\right)$. In the form just described the method is formulated in Galambos (1980), which is enhanced by the analysis of the method by Tiago de Oliveira (1984) and Castillo (1988), p. 218. In a somewhat different formulation and in the context of hydrology, Todorovic (1978) and (1979) applied such a model, which has then been extended by a number of investigators. Smith (1984) and (1994) made the most extensive studies on this line.
(ii) Method with Probability Papers. Plot the empirical distribution function of the observations on a Gumbel probability paper, defined as a coordinate system ( $v, w$ ) for the points ( $x, p$ ), $0<p<1$, using the scales $v=x$ and $w=$ $-\log (-\log p)$. Compare the shape of the upper tail of this plot with the shape of $H_{(c)}(A+B z)$, also drawn on a Gumbel paper. Whichever shape is imitated by the empirical distribution function $F_{n}(x), F$ is in the domain of attraction of that $H_{c}$. More precisely, since

$$
w=-\log \left(-\log H_{c}(A+B z)\right)=(1 / c) \log [1+c(A+B z)]
$$

is the straight line $w=A+B z$ for $c=0$, otherwise a logarithmic curve with coefficient $1 / c, w$ above is concave, convex (concave up) or straight line according as $c>0, c<0$ or $c=0$. That is, the shape of $w$ is sufficient to make distinction among the possible three types of $H_{c}$. Now, Castillo and Galambos (1986) and with more details, Castillo et al. (1989), proved that the upper tail, $x \geq(n-r) / n$, of $F_{n}(x)$ has the same shape as $H_{c}$ if $F \in D\left(H_{c}\right)$. This can very effectively be utilized in one of two ways. Either the shape of the upper tail of $F_{n}$ is very clearly concave or convex or a line, in which case visual inspection is sufficient to conclude that $F \in D\left(H_{c}\right)$. (Here, and throughout this section, $D\left(H_{c}\right)$ is an abbreviation for one of the three domains $D\left(H_{c}: c>0\right)=D\left(H_{1, \gamma}\right), D\left(H_{c}: c<0\right)=$ $D\left(H_{2, \gamma}\right)$ and $D\left(H_{c}, c=0\right)=D\left(H_{3,0}\right)$ of attraction.) When visual inspection is not convincing, then the very accurate statistical method is available: choose a value $r$, and fit a straight line to the points $\left(x_{j}, w_{j}\right)$, where $x_{j}=X_{n-r+j: n}$, and
$w_{j}=-\log \left(-\log F_{n}\left(x_{j}\right)\right), 1 \leq j \leq r / 2$, using the method of least squares, and fit another line to $\left(x_{j}, w_{j}\right)$ for $r / 2<j \leq r$. From the angle between these two lines, decide on the shape of the upper tail of $F_{n}(x)$, using tables developed in Castillo (1988), pp. 219-226.
(iii) Decisions from Limit Results. The results stated in Theorems 2.1-2.4 has been unified and extended by de Haan and his colleagues into a single form using $D\left(H_{c}\right)$ and inverse functions of $F(x)$. These results give specific forms, based once again on the upper extremes, which converge to $c$ if $F \in D\left(H_{c}\right)$, and the accuracy of these limit theorems are also established. Such limit theorems are then used as estimators, both as point estimators and confidence bounds, for $c$. de Haan (1994) gives a detailed presentation of this method, including earlier references. We therefore omit further details.

All these methods have widely been used in practice. We have mentioned the works of Todorovic in hydrology. The Method with Probability Papers (Castillo calls it The Curvature Method in his book, p. 219) has been applied to a wide variety of data in Castillo (1988), using the accurate rather than the visual method. This includes human life length, and the conclusion by Castillo is that the data are not sufficient to make a statistical decision between $D\left(H_{2, \gamma}\right)$ and $D\left(H_{3}, 0\right)$. From another set of data on length of human life, de Haan (1994), however, concludes, using method (iii), that $F \in D\left(H_{2, \gamma}\right)$, meaning that human life is bounded. The present author sides with Castillo on this matter.

In a large number of applied works, $D\left(H_{3,0}\right)$ is assumed without any statistical considerations. The reason for this is that $\omega(F)<+\infty$ can some times be rejected on practical grounds, and $D\left(H_{1, \gamma}\right)$ may not be reasonable for some practical problems due to the implication that if $F \in D\left(H_{1, \gamma}\right)$ then the moments $E\left(X_{j}^{k}\right)$, $k>\gamma$, are not finite. This can be deduced from (2.8), or see Theorem 2.7.11 in Galambos (1987).

Let us look at one general problem when the minimum $W_{n}$ of the components $X_{j}, l \leq j \leq n$, is our interest. The simplest one of such cases is an instrument which breaks down as soon as any one of its components breaks down. Such an instrument is equivalent to a series system for which an example is $n$ electric bulbs connected to a single line, and thus if one of them burns out then the electricity stops flowing. Another example is the case of a sheet of metal discussed in Section 1. The components now are hypothetical, and the strength $S=W_{n}$. In both of these last examples an approximation by classical models is justified (in the case of the metal, a weakly dependent model of the next section is to be utilized). By an appeal to (2.2), Theorem 2.1-2.4 can be applied in the same ways in which $Z_{n}$ is treated. In particular, if we know apriori that the random variable approximated by $W_{n}$ is positive, then, via (2.2)

$$
L(z)=1-H_{2, p}(-z)=1-\exp \left(-z^{\gamma}\right), \quad z>0
$$

provides the underlying distribution, that is, we get a Weibull model. Although the Weibull family of distributions is used in engineering models quite frequently for no other reason than its possible use to fit a large variety of data, stemming
from the influence of the shape parameter on the densities $L^{\prime}(z)$, here we provided a theoretical justification for adopting Weibull models.

For another approach to material strength, applying extreme value theory and arriving at the Weibull model, see Taylor (1994) and its references.

There are several ways of placing the statistical aspects of extreme value theory into a larger framework. See Falk and Marohn (1992), Falk, Hüsler and Reiss (1994), Marohn (1994), and Reiss (1989).

There are a number of conference proceedings on the extremes (Galambos (1981), Tiago de Oliveira (1984), Hüsler and Reiss (1989) and Galambos, Lechner and Simiu (1994)) and two basic books with emphasis on applications (Gumbel (1958) and Castillo (1988)).

## 4. Deviations from the classical models

There are two directions in which one can extend a classical model: (i) one can drop the assumption of stationarity of distribution but keeps independence, or (ii) one develops dependent models. Both come up in practice in a natural way, even within the topic of instrument failure. Even if we take the simplest models of instruments: parallel or series systems, it is against engineering experience that each such system's failure rate function is accurately a power function (Weibull distributions). It turns out that if we model such systems with independent component life but without the assumption of identical distributions, then the asymptotic distributions of the normalized extremes will include all distributions with monotonic failure rate and practically only these (additional mathematical niceties are required). This is one of the most pleasing results in extreme value theory: mathematical conclusions and practical experience come together in such a nice way. The first such result goes back to Mejzler (1949). For extensions of Mejzler's result, together with surveys of this subject, see Mejzler (1965) and Weissman (1994). See also Section 3.10 in Galambos (1987).

The following graph-dependent model extends the result of Mejzler. For a graph $G=(V, E)$ with vertex-set $V=\{1,2, \ldots, n\}$ and arbitrary edge-set $E$, the random variables $X_{1}, X_{2}, \ldots, X_{n}$ are called $G$-dependent (for the maximum), if, as $x \rightarrow \min \left\{\omega\left(F_{j}\right): 1 \leq j \leq n\right\}$, (i) disjoint subsets of the events $\left\{X_{j}>x\right\}$ are asymptotically independent if there is no edge connecting these subsets, (ii) every subset of the events $\left\{X_{j}>x\right\}$ with a single edge in the subset satisfies a boundedness condition compared with the independent case, and (iii) the number $N(E)$ of the edges of $G$ is of smaller magnitude than the total possible number of edges $n^{2}$, then the asymptotic distribution of the properly normalized maximum $Z_{n}$ is the same as for independent variables.

Note that the dependence structure of those subsets in which there are two or more edges have no influence on $Z_{n}$. On the other hand, the model is accurate for the maximum in the sense that the assumptions do not guarantee the convergence of the distribution of $X_{n-1: n}$, even when normalized. In this regard the model is a significant deviation from independence.

The model with accurate translation of the assumptions into mathematical formulas is introduced in Galambos (1972) and developed further in Galambos (1988). See also Section 3.9 in Galambos (1987).

If one adds to the graph-dependent models that the sequence $X_{1}, X_{2}, \ldots, X_{n}$ is stationary and the edge set $E$ is restricted to $E=\{(i, j): 1 \leq i \leq n-s$, $i+1 \leq j \leq i+s\}$, where $s$ is an integer with $s=s(n) \rightarrow+\infty$ and $s(n) / n \rightarrow 0$ as $n \rightarrow+\infty$, we get the dependence model on which the book Leadbetter et al. (1983) is based.

It appears that the most natural dependent model, that of exchangeable variables, is the most difficult to handle. If it is assumed that $X_{1}, X_{2}, \ldots, X_{n}$ is a finite segment of an infinite sequence of exchangeable variables, and thus de Finetti's theorem entailing conditional independence when properly conditioned applies, then quite general results follow (Berman (1964)). However, for finitely exchangeable variables the present author's result, collected in Chapter 3 of Galambos (1987), is too abstract for practical applications. It would be of great interest and value to analyze exchangeable models with some further assumptions in order to obtain specific rather than abstract limit theorems.

Both for the graph dependent models and for exchangeability Bonferroni-type inequalities provide the most effective tools. Define the events $A_{j}=A_{j}(x)=$ $\left\{X_{j}>x\right\}, 1 \leq j \leq n$, and let $m_{n}(x)$ be the number of those $A_{j}$ which occur. Then

$$
P\left(m_{n}(x)=0\right)=P\left(Z_{n} \leq x\right)
$$

Hence, by applying Bonferroni-type inequalities to the left hand side, inequalities on the distribution of $Z_{n}$ obtain. Because the same kinds of inequalities do not apply to $P\left(m_{n}(x) \geq r\right)$ if $r \neq 1$ as to the case of $m_{n}(x)=0$, we can now understand why $Z_{n}$ is special among all other order statistics. It should be noted that the classical Bonferroni-type inequalities do not suffice for obtaining meaningful bounds in the case of graph dependence. However, the theory of Bonferroni-type bounds is very rich, it has gone through a very fast development in recent years, although an extension of the classical Bonferroni-type bounds by Rényi (1961) suffices for the graph dependent model. Since we shall deal with Bonferroni-type bounds elsewhere, we do not go into further details.
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# Order Statistics: Asymptotics in Applications 

Pranab Kumar Sen

## 1. Introduction

The very definition of order statistics is somewhat confined to univariate setups where ordering of the observations can be made unambiguously, although with some modifications, such interpretations can be made in some multivariate cases as well. To set the things in a proper perspective, let us consider a sample $X_{1}, \ldots, X_{n}$ of $n$ independent and identically distributed (i.i.d.) (real valued) random variables (r.v.), and assume that they come from a distribution $F$, defined on the real line $\mathscr{R}$. We arrange these $X_{i}$ in an ascending order of magnitude, and obtain the so called order statistics

$$
\begin{equation*}
X_{n: 1} \leq X_{n: 2} \leq \cdots \leq X_{n: n}, \tag{1.1}
\end{equation*}
$$

where the strict inequality signs hold with probability one if $F$ is continuous. If $F$ admits jump discontnuities, ties among the $X_{i}$ and hence $X_{n: i}$, may occur with a positive probability, and in statistical analysis, these are to be taken into account. Conventionally, we let $X_{n: 0}=-\infty$ and $X_{n: n+1}=\infty$; if the $X_{i}$ are nonnegative r.v.'s, as is the case in reliability and survival analysis, we have $F(0)=0$, so the $X_{n: i}$ are all nonnegative, and hence, we let $X_{n: 0}=0$. Similarly, if the d.f. $F$ has a finite upper endpoint $b(<\infty)$, we would let $X_{n: n+1}=b$. An optimal, unbiased estimator of $F$ is the sample (or empirical) distribution function $F_{n}$, defined by

$$
\begin{equation*}
F_{n}(x)=n^{-1} \sum_{i=1}^{n} I\left\{X_{i} \leq x\right\}, \quad x \in \mathscr{R} \tag{1.2}
\end{equation*}
$$

where $I(A)$ stands for the indicator function of the set $A$. In the case of a continuous $F$, we have from the above two expressions,

$$
\begin{equation*}
F_{n}(x)=k / n, \quad \text { for } X_{n: k} \leq x<X_{n: k+1}, \quad k=0,1, \ldots, n \tag{1.3}
\end{equation*}
$$

A simple modification of this relation holds for the discrete case where the jumps of $F_{n}$ occur at the distinct order statistics but their magnitudes depend on the number of ties at those values. Note that even when $F$ is continuous, $F_{n}$ is a step function, so the continuity property is not preserved by the estimator. Nevertheless, the sample order statistics and the empirical distribution have a one-to-
one relation, although both are stochastic in nature. For this reason, in the literature, order statistics and empirical distributions are often blended in a broader tone which allows the percolation of general asymptotics under appropriate regularity conditions; we may refer to Shorack and Wellner (1986), Koul (1992), Sen and Singer (1993) and Jurečková and Sen (1996), among others, for some comprehensive treatise of related asymptotics. Mostly there is a theoretical flavor in such developments where sophisticated probabilistic tools have been incorporated, often justifiably, with deep coatings of abstractions. For this reason, Sen and Singer (1993, Chapter 4) dealt with sound methodology at an intermediate level with due emphasis on potential applications in a variety of fields, including biostatistics.

The primary objective of the current study is to focus on the basic role played by the asymptotics in order statistics in various applications. In order to put the things in a proper perspective, in Section 2, we start with some of the basic results in order statistics which provide the access to the general asymptotics to be presented here. These asymptotic counterparts are then provided in Section 3. One of the most useful application areas of order statistics is robust and efficient estimation in location-scale and regression-scale families of densities, and the related asymptotics for the so called L-estimators are presented in Section 4. In a parametric mold, estimators of the scale parameters are generally obtained by using $L$-estimators as well. But in a semiparametric or nonparametric setup, asymptotic distribution (mostly, normal) of such $L$-estimators (or related test statistics) involve some nuisance (variance) functionals which are needed to be estimated from the sample as well. Jackknifing techniques play an important role in this context, and this is discussed briefly in the same section. Some emphasis has also been placed on functional jackknifing and other variants of the classical jackknife methodology. Censoring (truncation) schemes of various types arising in practice calls for some modification in the formulation of $L$-statistics, and these are briefly included in this presentation. Asymptotics for trimmed least squares and regression quantiles are presented in Section 5. Asymptotics for induced order statistics or concomitants of order statistics are considered in Section 6. These results are of considerable use in analysis of association or dependence pattern in bivariate models and in survival analysis and some related areas. In a multivariate situation, the conditional distribution of one of the variables, given the others, leads to a formulation of nonparametric regression models, where the linearity of regression or homoscedasticity condition may not be that crucial. In this context, conditional L-functionals are often used, and their methodology depends on a somewhat different type of asymptotics entailing a possibly slower rate of convergence; these are treated in Section 7. Applications to statistical analysis of mixed-effects models are also considered in this section. Interesting applications of order statistics asymptotics relate to statistical strength of a bundle of parallel filaments, system availability and to some other measures in multicomponent systems arising in problems in reliability theory, and Section 8 deals with the relevant methodology. The total time on testing (TTT) concept, intimately associated with order statistics for nonnegative ran-
dom variables, occupies a prominant stand in the main avenue of reliability and life-testing models (where the failure time or length of life is typically nonnegative). In this context, characterizations of different forms of aging properties depend of such TTT transformations, and related TTT-asymptotics having genesis in asymptotics for order statistics are of basic importance from the application point of view; these are presented in a systematic manner in Section 9. The concluding section is devoted to some general observations on asymptotics in order statistics.

## 2. Some basic results in order statistics

An order statistic $X_{n: k}$ is classified as a sample quantile or an extreme value according as $k / n$ is bounded away from 0 and 1 or not. Thus, $X_{n: 1}$ is the lower extreme value, $X_{n: n}$ is the upper one, while $X_{n:[n p]}$ (for $0<p<1$ ) is the sample $p$-quantile. We denote the distribution function (d.f.) of $X_{n: k}$ by $G_{n k}(\cdot)$. Then for every $n, k$ and $F$, not necessarily continuous, we have

$$
\begin{equation*}
G_{n k}(x)=\sum_{r=k}^{n}\binom{n}{r}[F(x)]^{r}[1-F(x)]^{n-r}, \quad x \in \mathscr{R} . \tag{2.1}
\end{equation*}
$$

In particular, for $k=1$, we have $G_{n 1}(x)=1-[1-F(x)]^{n}$, and for $k=n$, $G_{n n}(x)=[F(x)]^{n}$. These results do not require the (absolute) continuity of the underlying d.f. $F$, but the i.i.d. structure of the $X_{i}$ is presumed here. Sans independence, the relevance of the Binomial law in (2.1) is lost, while for independent but not necessarily i.d.r.v.'s, (2.1) provides some useful bounds on the actual d.f.; we may refer to Sen (1970) for some details. Galambos (1984) reviewed some interesting results in the dependent case.

For nonnegative random variables for which the support of the d.f. $F$ is $\mathscr{R}^{+}=[0, \infty)$, closely related to the order statistics are the sample spacings $\left\{l_{n 1}, \ldots, l_{n n}\right\}$, which are defined by letting

$$
\begin{equation*}
l_{n j}=X_{n: j}-X_{n: j-1}, \quad \text { for } j=1, \ldots, n \tag{2.2}
\end{equation*}
$$

where we set conventionally $X_{n: 0}=0$. Then $l_{n j}$ is defined as the $j^{\text {th }}$ spacing in a sample of size $n$ from the d.f. $F, j=1, \ldots, n$. Keeping in mind the simple exponential density for which the spacings were considered first, we may as well define the normalized spacings by letting

$$
\begin{equation*}
d_{n j}=(n-j+1) l_{n j}, \quad \text { for } j=1, \ldots, n \tag{2.3}
\end{equation*}
$$

In the aforementioned exponential case, the $d_{n j}$ are i.i.d.r.v.'s having the same exponential distribution. However this characterization of the exponential distribution may not generally hold for other distributions, and much of the reliability theory deals with this aspect of the spacings. The concept of total time on test upto the $k^{\text {th }}$ failure point has its genesis in this setup. If we let

$$
\begin{equation*}
D_{n k}=\sum_{j \leq k} d_{n j}, \quad \text { for } k=1, \ldots, n \tag{2.4}
\end{equation*}
$$

then, for any timepoint $t \in\left[X_{n: k}, X_{n: k+1}\right)$, in a without replacement scheme, the total lifetime of these $n$ units upto the time $t$, when all of them enter into the scheme at a common timepoint, say 0 , is given by

$$
\begin{equation*}
D_{n}(t)=D_{n k}+(n-k)\left(t-X_{n: k}\right), \quad \text { for } k=0, \ldots, n \tag{2.5}
\end{equation*}
$$

where conventionally, we let $D_{n 0}=0$, so that $D_{n}(t)=n t$, for all $t<X_{n: 1}$. This concept will be incorporated in a later section to provide related asymptotic results which are very useful in the context of life testing and reliability models. For d.f.'s other than exponential ones, the study of the exact distributional properties of the (normalized) spacings (including their i.i.d. structure) may encounter considerable difficulties, although their asymptotic counterparts can be studied under fairly general regularity conditions. Asymptotics for order statistics play a basic role in this context too.

Let us next consider a stochastic process $Q_{n}(\cdot)=Q_{n}(t), t \in(0,1)$, by letting

$$
\begin{equation*}
Q_{n}(t)=F_{n}^{-1}(t)=\inf \left\{x: F_{n}(x) \geq t\right\}, \quad t \in(0,1) \tag{2.6}
\end{equation*}
$$

Then $Q_{n}$ is termed the sample quantile function. Side by side, we may introduce the population quantile function $Q(\cdot)$ by letting

$$
\begin{equation*}
Q(t)=F^{-1}(t)=\inf \{x: F(x) \geq t\}, \quad t \in(0,1) \tag{2.7}
\end{equation*}
$$

Intuitively, at least, $Q_{n}$ estimates $Q$, although a more precise study of this estimation problem requires a good deal of asymptotics. While such quantiles are defined by a single order statistic, in general, functions of order statistics, such as an $L$-statistic, are estimators of a functional, say, $\theta(F)$ of the d.f. $F$. Such functionals may be location, scale, regression ones, and may even be more general in nature. Following Hoeffding (1948), we term $\theta(F)$ a regular functional or estimable parameter if there exist a sample size $m(\geq 1)$ and a statistic $T\left(X_{1}, \ldots, X_{m}\right)$, such that

$$
\begin{align*}
\theta(F) & =\mathrm{E}_{F}\left\{T\left(X_{1}, \ldots, X_{m}\right)\right\} \\
& =\int \cdots \int T\left(x_{1}, \ldots, x_{m}\right) \mathrm{d} F\left(x_{1}\right) \cdots \mathrm{d} F\left(x_{m}\right), \tag{2.8}
\end{align*}
$$

for all $F$ belonging to a class $\mathscr{F}$, called the domain of $F$. If $m$ is the smallest sample size for which this estimability holds, it is called the degree of the parameter, and the corresponding $T(\cdot)$ is called the kernel which we may take to be a symmetric one without any loss of generality. A symmetric, unbiased estimator of $\theta(F)$ is given by

$$
\begin{equation*}
U_{n}=\binom{n}{m}^{-1} \sum_{\left\{1 \leq i_{1}<\cdots<i_{m} \leq n\right\}} T\left(X_{i_{1}}, \ldots, X_{i_{m}}\right), \quad n \geq m . \tag{2.9}
\end{equation*}
$$

It is easy to verify that

$$
\begin{equation*}
U_{n}=\binom{n}{m}^{-1} \sum_{\left\{1 \leq i_{1}<\cdots<i_{m} \leq n\right\}} T\left(X_{n: i_{1}}, \ldots, X_{n: i_{n}}\right) \tag{2.10}
\end{equation*}
$$

so that $U_{n}$ is a function of the order statistics as well. This formulation of $U$-statistics has largely a nonparametric flavor wherein the d.f. $F$ is allowed to be a member of a bigger class, and continuity properties are not that essential. Such $U$-statistics possess nonparametric optimality properties, and by virtue of the above characterization, order statistics share such optimality properties as well. As a matter of fact, the conditional distribution of the sample observations given the set of order statistics is (discrete) uniform over the set of all possible permutations, and hence, the vector of order statistics is (jointly) sufficient for the underlying d.f. $F$; it is complete under fairly general regularity conditions [see, Chapter 3 of Puri and Sen (1971)]. In a parametric setup, particularly for the exponential family of densities, minimal sufficient statistics exist and are appropriate subsets of this vector (or lower dimensional functions), but in a nonparametric setup, such characterization of minimal sufficiency may not be universal. It is interesting to note that the above formulation of estimable parameters is tieddown to unbiasedness, so that in a nonparametric setup, the population quantiles may not be estimable in the same sense. For this reason, sample quantiles are generally not expressible as $U$-statistics, and the treatment of statistical methodology differs from one setup to another. Nevertheless, the above formulation has paved the way for the definition of location, scale or regression functionals for which order statistics are very appropriate, and we shall present the relevant methodology in a later section dealing with the so-called $L$-statistics; such $L$-statistics are related to linear functionals of $F$ and often may be expressed as $U$-statistics as well.

Although order statistics are well defined for all univariate $F$ continuous or not, there may be tied observations (with a positive probability) if $F$ admits jump discontinuities. For this reason, often, in practice, it is tacitly assumed that $F$ is continuous, although due to rounding up or grouping, we may have in reality a discrete d.f. even if $F$ is continuous. For a continuous $F$, if we denote by

$$
\begin{equation*}
Y_{i}=F\left(X_{i}\right) \text { and } Y_{n: i}=F\left(X_{n: i}\right), \quad i=1, \ldots, n \tag{2.11}
\end{equation*}
$$

then the $Y_{i}$ are i.i.d. with the uniform $(0,1)$ distribution, and therefore the $Y_{n: i}$ are the order statistics of a sample of size $n$ from the uniform $(0,1)$ distribution. These are termed the reduced or uniform order statistics and the corresponding empirical distribution, denoted by $G_{n}(t), t \in(0,1)$, is called the reduced or uniform empirical d.f. This reduction may not work out conveniently for $F$ having jump discontinuities. Much of the asymptotics in the case of continuous $F$, to be dealt with in later sections, can be studied conveniently by appealing to this reduction to the uniform case.

Let us look into the infrastructure of order statistics and the so called ranks antiranks, and for simplicity of presentation, we again consider the case of continuous $F$. Let $R_{i}$ be the rank of $X_{i}$ among the $n$ sample observations $X_{1}, \ldots, X_{n}$, for $i=1, \ldots, n$. Then, by definition we have

$$
\begin{equation*}
X_{i}=X_{n: R_{i}}, \quad \text { for } i=1, \ldots, n \tag{2.12}
\end{equation*}
$$

and the stochastic vector $\boldsymbol{R}_{n}=\left(R_{1}, \ldots, R_{n}\right)^{\prime}$, termed the rank-vector, takes on each permutation of $(1, \ldots, n)$ with the common probability $(n!)^{-1}$. Likewise, we may define the anti-ranks $S_{i}$ by letting

$$
\begin{equation*}
X_{n: i}=X_{S_{i}}, \quad \text { for } i=1, \ldots, n \tag{2.13}
\end{equation*}
$$

so that the vector of anti-ranks $S_{n}=\left(S_{1}, \ldots, S_{n}\right)^{\prime}$ also takes on each permutation of the numbers $(1, \ldots, n)$ with the common probability $(n!)^{-1}$. Note that by definition

$$
\begin{equation*}
R_{S_{i}}=i=S_{R_{i}}, \quad \text { for } i=1, \ldots, n \tag{2.14}
\end{equation*}
$$

This basic relationship between the vectors of order statistics, ranks and antiranks provides a key to the (asymptotic) distribution theory of various statistics based on such vectors.

The very definition of order statistics rests on an ordering of the sample observations. In the bivariate (or more generally, multivariate) case, such an ordering of the sample observations may not exist. For example, we may order the sample observations with respect to each of the coordinates, but then these orderings may not be concordant. We may also order the sample observations by choosing an appropriate cutting function reducing the dimension to one; but such an ordering may depend heavily on the choice of this otherwise arbitrary cutting function. Therefore, it is clear that order statistics in the multivariate case may not be defined uniquely, and moreover, may not possess the affine invariance property which is usually shared by the classical linear statistics for linear models. In practice, in a multivariate setup, usually the coordinatewise order statistics vectors are incorporated, and this may lead to some complications as will be discussed later on. In this setup, we will also encounter the so called induced order statistics or concomitant of order statistics which are defined as follows. Let $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, be $n$ i.i.d. bivariate observations, and we denote the order statistics corresponding to the $X$-coordinate values by $X_{n: i}, i=1, \ldots, n$. By the definition of the anti-ranks, made earlier, we have $X_{n: i}=X_{S_{i}}, i=1, \ldots, n$. Let us denote by

$$
\begin{equation*}
Y_{[i]}=Y_{S_{i}}, \quad \text { for } i=1, \ldots, n \tag{2.15}
\end{equation*}
$$

Then the $Y_{[i]}$ are termed the concomitant of (or induced) order statistics, where ordering is with respect to the $X$-coordinate values and the concomitance is with respect to the $Y$-coordinate values. In passing, it may be recalled that whereas by definition the $X_{n: i}$ are ordered, the induced order statistics may not necessarily be ordered; in this sense, the term concomitant of order statistics, coined by David (1973), is more meaningful than its counterpart; induced order statistics, due to Bhattacharya (1974). It may also be noted that by virtue of the Bhattacharya (1974) lemma, these induced order statistics are conditionally (given the order statistics $X_{n: k}$ ) independent, but are not identically distributed in general. Thus, the $Y_{[i]}$ may not be generally exchangeable r.v.'s, although marginally, the $Y_{i}$ are i.i.d.r.v.'s.

Another approach to multivariate models is to formulate the conditional distribution of one coordinate given the others, and quantile functions relating to such a conditional d.f. may then be used as suitable regression functionals. This formulation, however, has an uncomfortable feature: the definition of the sample counterpart of the conditional d.f. may entail some arbitrariness, and in view of that, some complications may arise in the definition of the sample conditional quantiles and in the study of their properties. Generally, slower rates of convergence hold in such a case, and we shall refer to these in a later section.

Some other definitions and notions will be introduced as and when they are relevant in the subsequent sections.

## 3. Some basic asymptotics in order statistics

We look back at (2.1) and make use of the DeMoivre-Laplace Central Limit Theorem on the binomial distribution. This leads us to the following basic result for sample quantiles: whenever the d.f. $F$ has a continuous and positive density $f(x)$ at the population $p$-quantile $\xi_{p}$,

$$
\begin{equation*}
n^{1 / 2}\left(X_{n:[n p]}-\xi_{p}\right) \rightsquigarrow \mathcal{N}\left(0, p(1-p) / f^{2}\left(\xi_{p}\right)\right) \tag{3.1}
\end{equation*}
$$

It is not necessary to choose particularly the rank $k=[n p]$, and for the above asymptotic normality result to hold, it suffices to choose a $k$, such that $|k-[n p]|=o\left(n^{1 / 2}\right)$. In this setup, it is not necessary to assume that the D.F. $F$ has a finite second moment (as is needed for the sample mean), but the positivity of $f\left(\xi_{p}\right)$ is needed here but not for the sample mean. If we assume further that the density $f(\cdot)$ is absolutely continuous with a bounded derivative at $\xi_{p}$, then following Bahadur (1966), we may obtain the following asymptotic representation, termed the Bahadur representation for sample quantiles:

$$
\begin{equation*}
X_{n:\{n p]}=\xi_{p}-\left[f\left(\xi_{p}\right)\right]^{-1} \sum_{i=1}^{n}\left\{I\left(X_{i} \leq \xi_{p}\right)-p\right\}+R_{n}(p) \tag{3.2}
\end{equation*}
$$

where $I(A)$ stands for the indicator function of a set $A$, and

$$
\begin{equation*}
R_{n}(p)=O\left(n^{-3 / 4}(\log n)^{1 / 2}\right) \text { almost surely (a.s.), as } n \rightarrow \infty \tag{3.3}
\end{equation*}
$$

Ghosh (1971) managed to show that sans the differentiability condition on $f$, (3.2) holds with $R_{n}(p)=o_{p}\left(n^{-1 / 2}\right)$. Various asymptotic results on sample quantiles emerge from (3.1), (3.2) and its weaker version due to Ghosh (1971). First, the result extends directly to the case of a vector $\left[X_{n: k_{1}}, \ldots, X_{n: k_{q}}\right]^{\prime}$ of sample quantiles, where $k_{j}=\left[n p_{j}\right] ; 0<p_{1}<\cdots<p_{q}<1$. Parallel to (3.1), here we would have a $q$-variate normal distribution with null mean vector and dispersion matrix $\Gamma=$ $\left(\left(\gamma_{j l}\right)\right)$, where $\gamma_{j l}=\left(p_{j} \wedge p_{l}-p_{j} p_{l}\right) /\left[f\left(\xi_{p_{j}}\right) f\left(\xi_{p_{i}}\right)\right]$, for $j, l=1, \ldots, q$. The Bahadur representation extends to this vector case under parallel regularity conditions. Another important extension relates to multivariate observations where the
$\mathbf{X}_{i}=\left(X_{i 1}, \ldots, X_{i m}\right)^{\prime}$ are $m$-vectors, and for each of the $m$ coordinates, we have the ordered observations. For the $j^{\text {th }}$ coordinate, the sample $p_{j}$-quantile is denoted by $X_{n:\left[n p_{j}\right]}^{(j)}$ and its population counterpart by $\xi_{p_{j}}^{(j)}$, for $j=1, \ldots, m$, where all the $p_{j}$ belong to the open interval $(0,1)$, but they need not be all distinct or ordered. In this case, using the weaker version of (3.2) for each coordinate, we arrive at an asymptotic multinormal distribution with null mean vector and dispersion matrix $\Gamma$ having the elements $\gamma_{j l}, j, l=1, \ldots, m$, where $\gamma_{j j}$ has the same form as in before, but related to the $j^{\text {th }}$ marginal density $f_{j}(\cdot)$, while for $j \neq l$, $\gamma_{j l}=\left(p_{j l}-p_{j} p_{l}\right) /\left[f_{j}\left(\zeta_{p_{j}}^{(j)}\right)\right]\left[f_{l}\left(\xi_{p_{l}}^{(l)}\right)\right]$, and $p_{j l}=P\left\{X_{i j} \leq \xi_{p_{j}}^{(j)}, X_{i l} \leq \xi_{p_{l}}^{(l)}\right\}$, for $j \neq l=$ $1, \ldots, m$. Finally, an extension of this result for more than one quantile for each coordinate also emerges from the same Bahadur representation in its weaker form.

We have noted earlier that the empirical d.f. and order statistics are interrelated, and this feature provides an asymptotic resolution of one via the other. As in after (2.11), we denote the uniform empirical d.f. by $G_{n}(\cdot)$, and consider the so called uniform empirical distributional process $W_{n}^{o}=\left\{W_{n}^{o}(t), t \in[0,1]\right\}$, defined by

$$
\begin{equation*}
W_{n}^{o}(t)=n^{1 / 2}\left(G_{n}(t)-t\right), \quad t \in[0,1] \tag{3.4}
\end{equation*}
$$

Also, let $W^{o}=\left\{W^{o}(t), t \in[0,1]\right\}$ be a Gaussian function on the unit interval $[0,1]$, where $E W^{o}(t)=0$ and $E\left\{W^{o}(s) W^{o}(t)\right\}=\min (s, t)$, for all $s, t \in[0,1]$. In the literature, $W^{o}$ is referred to as a Brownian bridge or a tied-down Wiener process. Then, we have the basic weak convergence result: As $n$ increases,

$$
\begin{equation*}
W_{n}^{o} \text { converges in law to } W^{o} \tag{3.5}
\end{equation*}
$$

It is well known [viz., Billingsley (1968)] that for the Brownian bridge, we have, for every $\lambda(>0)$,

$$
\begin{equation*}
P\left\{W^{o}(t) \leq \lambda, \forall t \in[0,1]\right\}=1-\mathrm{e}^{-2 \lambda^{2}} \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
P\left\{\left|W^{o}(t)\right| \leq \lambda, \forall t \in[0,1]\right\}=1-\sum_{k \geq 1}(-1)^{k-1} \mathrm{e}^{-2 k^{2} \lambda^{2}} \tag{3.7}
\end{equation*}
$$

The last two equations provide simple asymptotics for the classical KolmogorovSmirnov type statistics. Specifically, for every continuous univariate d.f. F,

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left\{\sup _{x} n^{1 / 2}\left[F_{n}(x)-F(x)\right] \geq \lambda\right\}=\mathrm{e}^{-2 \lambda^{2}}  \tag{3.8}\\
& \lim _{n \rightarrow \infty} P\left\{\sup _{x} n^{1 / 2}\left|F_{n}(x)-F(x)\right| \geq \lambda\right\}=\sum_{k \geq 1}(-1)^{k-1} \mathrm{e}^{-2 k^{2} \lambda^{2}} \tag{3.9}
\end{align*}
$$

For finite sample sizes, the equality signs can be replaced by $\geq$ signs, and also for $F$ admitting jump discontinuities, we have a similar $\geq$ sign holding in this setup.

These provide access to one or two-sided (asymptotic) condifence bands for $F$, and by inversion, one also gets asymptotic confidence bands for the population quantile function $Q(\cdot)=\left\{Q(t)=F^{-1}(t), t \in(0,1)\right\}$. We may also define the uniform empirical quantile process $W_{n}^{*}(\cdot)=\left\{W_{n}^{*}(t), t \in(0,1)\right\}$, by letting

$$
\begin{equation*}
W_{n}^{*}(t)=n^{1 / 2}\left\{G_{n}^{-1}(t)-t\right\}, \quad t \in(0,1) \tag{3.10}
\end{equation*}
$$

Then the same asymptotic distributions (as in the case of $W_{n}^{o}$ ) hold here. However, for a d.f. $F$ different from the uniform $(0,1)$, we need to incorporate the density function in the definition of $W_{n}^{*}$, and for the related asymptotics, appropriate regularity conditions are also needed. We shall discuss these briefly later on.

These asymptotic results may not in general apply to the sample extreme values. Since the details of such extreme value asymptotics are provided in some other chapters of this volume, we shall refrain ourselves from a detailed discussion of them. Other asymptotic results cropping up in the subsequent sections will be presented as they arise.

## 4. Robust estimation and order statistics: asymptotics in applications

In the fifties, the generalized least squares (GLS) methodology has been successfully adopted for the location-scale family of (univariate) densities to derive BLUE (best unbiased linear estimators) of location and scale parameters based on order statistics; the methodology immediately covered the case of censored observations (including right and left truncation or censoring models) as well as the case of selected few order statistics; an excellent treatise of this subject matter is due to Sarhan and Greenberg (1962), believed to be the first one of its kind in a series of books, and some other monographs which are in citation in other chapters of this volume also deal with this important topic. The related developments on linear models have taken place mostly during the past twenty-five years or so. In this setup, the primary task has been the compilation of extensive tables for the variance-covariance matrix and expectation vector of order statistics in a finite sample setting, and for various parent distributions, this formidable task was accomplished within a short span of time. Nevertheless, it came as no surprise that asymptotic expressions for the expectations and variance-covariances of order statistics (as presented in the last section) can be profitably used to simplify the procedure, at least, for large sample sizes, and in this manner, the BLUE theory laid down the foundation of asymptotically (A-)BLUE estimators. In this quest, there has been even a shift from a purely parametric formulation to more comprehensive nonparametric ones wherein considerable emphasis has been placed on the so called robustness properties (against outliers, error contamination, gross errors and other forms of model departures).

Typically, (A-)BLUE can be expressed as

$$
\begin{equation*}
L_{n}=c_{n 1} X_{n: 1}+\cdots+c_{n n} X_{n: n} \tag{4.1}
\end{equation*}
$$

where the coefficients $\left\{c_{n i}\right\}$ depend on the argument $i / n$ as well as the underlying d.f. $F$. The sample quantiles correspond to the particular case where only one of the $c_{n i}$ is different from 0 , although for finite sample sizes often an average of two or three consequitive order statistics is taken as a smooth quantile estimator. In this setup, we may as well conceive of a suitable score function $J_{n}(\cdot)=$ $\left\{J_{n}(t), t \in(0,1)\right\}$, and express

$$
\begin{equation*}
c_{n i}=n^{-1} J_{n}(i / n), \quad \text { for } i=1, \ldots, n \tag{4.2}
\end{equation*}
$$

From the last two equations, it follows that $L_{n}$ may be equivalently written as

$$
\begin{equation*}
L_{n}=\int_{-\infty}^{\infty} x_{J_{n}}\left(F_{n}(x)\right) \mathrm{d} F_{n}(x) \tag{4.3}
\end{equation*}
$$

In passing we may remark that in a Type I (right) censoring scheme, for a prefixed point $\xi<\infty$, the observations having larger values are censored. Thus, there are a (random) number ( $M$ ) of the $c_{n i}$ corresponding to these censored observations which are to be taken as equal to 0 , while ordering of the uncensored observations yields the coefficients $c_{n i}$ as in the uncensored case. Thus, for $L_{n}$ we have a similar representation as in above, though $J_{n}(\cdot)$ will be taken to be equal to 0 at the upper end. A similar case arises with Type II (right) censoring, where there is an additional simplification that the number of censored observations is prefixed. Modifications for the left or both sided censoring schemes are straightforward. Bearing these features in mind, in an asymptotic setup, often, we justify that there exists a smooth score function $J(\cdot)=\{J(t), t \in(0,1)\}$, such that

$$
\begin{equation*}
J_{n}(t) \rightarrow J(t) \text { as } \quad n \rightarrow \infty, \quad \forall t \in(0,1), \tag{4.4}
\end{equation*}
$$

where $J(\cdot)$ may vanish at the tail(s). Further noting that the empirical d.f. $F_{n}$ converges almost surely to the true d.f. $F$, we may conceive of a function

$$
\begin{equation*}
\theta(F)=\int_{-\infty}^{\infty} x J(F(x)) \mathrm{d} F(x)=\int_{0}^{1} F^{-1}(t) J(t) \mathrm{d} t \tag{4.5}
\end{equation*}
$$

which is a linear functional of the underlying d.f. $F$. Much of the asymptotics deals with the behavior of $L_{n}-\theta(F)$ with special emphasis on its stochastic (as well as almost sure) convergence, asymptotic normality and related invariance principles. Most of these details can be found in the books of Serfling (1980) and Sen (1981c) as well as in some later ones in this area. For an up-to-date coverge at an advanced mathematical level, we may refer to Chapter 4 of Jurečková and Sen (1996). It follows from the above developments that an $L$-statistic is a linear functional of the empirical d.f. $F_{n}$, and hence, it belongs to the general class of (differentiable) statistical functionals, for which general asymptotics have been developed in a systematic manner. As such, we find it convenient to introduce such functionals and their related asymptotic theory, and incorporate them in the display of general asymptotic properties of a general class of $L$-estimators. In the von Mises-Hoeffding approach, a regular functional or estimable parameter is conceived as one which admits a finite-degree kernel that estimates it unbiasedly
for all $F$ belonging to a nonempty class, termed the domain of the functional. However, this finite-degree clause may not be always tenable; a very simple case is the population quantile or percentile which for an arbitrary $F$ may not have a finite degree kernel. In the current state of art of these developments, basically the aim is to express a functional $T\left(F_{n}\right)$ in a Taylor's type expansion:

$$
\begin{equation*}
T\left(F_{n}\right)=T(F)+T_{F}^{\prime}\left(F_{n}-F\right)+\operatorname{rem}\left(F_{n}-F ; T\right) \tag{4.6}
\end{equation*}
$$

where $T_{F}^{\prime}$ is the derivative of the functional, defined suitably, and the remainder term has some nice and manageable properties. Therefore there is a need to introduce suitable mode of differentiability (in functional spaces) so that the above representation works out well. The Frechet differentiability considered earlier in this context appears to be more stringent than generally needed in statistical applications, and at the present time, Hadamard or compact differentiability appears to be more convenient for statistical analysis.

Let $\mathscr{F}$ and $\mathscr{W}$ be two topological vector spaces and let $\mathscr{L}_{1}(\mathscr{V}, \mathscr{W})$ be the set of continuous linear transformations from $\mathscr{V}$ to $\mathscr{W}$. Let $\mathscr{A}$ be an open set of $\mathscr{V}$. Then a functional $\tau: \mathscr{A} \rightarrow \mathscr{W}$ is said to be Hadamard differentiable at $F \in \mathscr{A}$ if there exists a functional $\tau_{F}^{\prime} \in \mathscr{L}_{1}(\mathscr{V}, \mathscr{W})$, termed the Hadamard derivative of $\tau$ at $F$, such that for any compact set $\mathscr{K}$ of $\mathscr{V}$,

$$
\begin{equation*}
\lim _{i \rightarrow 0} t^{-1}\left[\tau(F+t H)-\tau(F)-\tau_{F}^{\prime}(t H)\right]=0, \quad \text { uniformly for any } H \in \mathscr{K} \tag{4.7}
\end{equation*}
$$

Thus, we have from the last two equations,

$$
\begin{equation*}
\operatorname{Rem}(t H, \tau)=\tau(F+t H)-\tau(F)-\tau_{F}^{\prime}(t H) \tag{4.8}
\end{equation*}
$$

The concept of second-order Hadamard-differentiability has also been introduced in the literature, and we may refer to Jurečková and Sen (1996) for some detailed discussion; other pertinent references are all cited there. For $L$-functionals there are certain additional simplicities in the smooth case at least, and we shall refer to those later on. In this context we may note that though $F_{n}$ estimates $F$ unbiasedly, for a general nonlinear functional, $T\left(F_{n}\right)$ may not be an unbiased estimator of $T(F)$. Moreover, by virtue of the fact that $T_{F}^{\prime}\left(F_{n}-F ; T\right)$ is a linear functional, its general asymptotic properties (such as stochastic or a.s. convergence and asymptotic normality) can be established by standard methods, but its asymptotic variance may depend on the unknown $F$ in a rather involved manner. Therefore there is a three front task endowed to the statisticians in using such functionals for drawing statistical conclusions:
(a) To eliminate or reduce the asymptotic bias of $T\left(F_{n}\right)$.
(b) To estimate the asymptotic mean squared error of $T\left(F_{n}\right)$ in a robust and efficient manner.
(c) To exhibit that the remainder term is negligible in the particular context.

Jackknifing and functional jackknifing play an important role in this context. To motivate jackknifing, we let $T\left(F_{n}\right)=T_{n}$ and suppose that

$$
\begin{equation*}
\mathrm{E}_{F}\left[T_{n}\right]=T(F)+n^{-1} a(F)+n^{-2} b(F)+\cdots, \tag{4.9}
\end{equation*}
$$

where $a(F), b(F)$ etc., are possibly unknown functionals of the d.f. $F$. Let $T_{n-1}$ be the same functional based on a sample of size $n-1$, so that $\mathrm{E}_{F}\left[T_{n-1}\right]=$ $T(F)=(n-1)^{-1} a(F)+(n-1)^{-2} b(F)+\cdots$, and hence,

$$
\begin{equation*}
\mathrm{E}_{F}\left[n T_{n}-(n-1) T_{n-1}\right]=T(F)-[n(n-1)]^{-1} b(F)+O\left(n^{-3}\right) \tag{4.10}
\end{equation*}
$$

Therefore, the order of the asymptotic bias is reduced to $n^{-2}$ from $n^{-1}$. Motivated by this feature, from the base sample $\left(X_{1}, \ldots, X_{n}\right)$, we drop the $i^{\text {th }}$ observation, and denote the resulting estimator by $T_{n-1}^{(i)}$, for $i=1, \ldots, n$. In the next step, we define the pseudovariables as

$$
\begin{equation*}
T_{n, i}=n T_{n}-(n-1) T_{n-1}^{(i)}, \quad i=1, \ldots, n \tag{4.11}
\end{equation*}
$$

Then the jackknifed version $T_{n}^{J}$ of the original estimator $T_{n}$ is defined as

$$
\begin{equation*}
T_{n}^{J}=n^{-1} \sum_{i=1}^{n} T_{n, i} \tag{4.12}
\end{equation*}
$$

It follows from the last two equations that

$$
\begin{equation*}
\mathrm{E}_{F}\left[T_{n}^{J}\right]=T(F)+O\left(n^{-2}\right) \tag{4.13}
\end{equation*}
$$

so that jackknifing effectively reduces the order of the asymptotic bias. Although this was the primary reason for introducing jackknifing (nearly half a century ago), these pseudovariables serve some other important purposes too. Toward this end, we define the jackknifed variance estimator $V_{n}^{J}$ by

$$
\begin{align*}
V_{n}^{J} & =(n-1)^{-1} \sum_{i=1}^{n}\left(T_{n, i}-T_{n}^{J}\right)^{2} \\
& =(n-1) \sum_{i=1}^{n}\left(T_{n-1}^{(i)}-T_{n}^{*}\right)^{2} \tag{4.14}
\end{align*}
$$

where $T_{n}^{*}=n^{-1} \sum_{i=1}^{n} T_{n-1}^{(i)}$. We define a (nonincreasing) sequence of sub-sigma fields $\left\{\mathscr{C}_{n}\right\}$, by letting $\mathscr{C}_{n}=\mathscr{C}\left(X_{n: 1}, \ldots, X_{n: n}: X_{n+j}, j \geq 1\right)$, for $n \geq 1$. Then proceeding as in Sen (1977), we may note that $T_{n}^{*}=\mathrm{E}\left\{T_{n-1} \mid \mathscr{C}_{n}\right\}$, and as a result,

$$
\begin{equation*}
T_{n}^{J}=T_{n}+(n-1) \mathrm{E}\left\{\left(T_{n}-T_{n-1}\right) \mid \mathscr{C}_{n}\right\} \tag{4.15}
\end{equation*}
$$

so that jackknifing essentially adds the adjustment term based on the classical concept of conditional expectations. For a reverse martingale sequence, this adjustment is null. Similarly, we have

$$
\begin{equation*}
V_{n}^{J}=n(n-1) \operatorname{var}\left(T_{n-1} \mid \mathscr{C}_{n}\right) \tag{4.16}
\end{equation*}
$$

whenever these conditional moments are defined properly. Again under suitable regularity conditions, the right hand side of the last equation converges a.s. to $\sigma_{T}^{2}$, the asymptotic mean squared error of $n^{1 / 2}\left[T_{n}-T(F)\right]$, so the second task is also
accomplished by the jackknife technique. Finally, we note that Hadamard differentiability ensures that

$$
\begin{equation*}
\left|\operatorname{Rem}\left(F_{n}-F ; T\right)\right|=o\left(| | F_{n}-F| |\right) \tag{4.17}
\end{equation*}
$$

on the set where $\left\|F_{n}-F\right\| \rightarrow 0$, and hence, the weak convergence results on the empirical d.f. imply the asymptotic negligibility of this remainder term. A better order of representation holds under second-order Hadamard-differentiability. In Jurečková and Sen (1996), considerable emphasis has been laid down to suitable first-order asymptotic distributional representation (FOADR) results for various nonlinear statistics. Typically, we have the following: As $n$ increases,

$$
\begin{equation*}
T_{n}-T(F)=n^{-1} \sum_{i=1}^{n} \phi\left(X_{i} ; F\right)+R_{n}, \tag{4.18}
\end{equation*}
$$

where the score function $\phi$ is so normalized that

$$
\begin{equation*}
\mathrm{E}_{F} \phi\left(X_{i}: F\right)=0 \text { and } \mathrm{E}_{F}\left[\phi\left(X_{i}: F\right)\right]^{2}=\sigma_{T}^{2}, \tag{4.19}
\end{equation*}
$$

and the remainder term $R_{n}$ satisfies some smoothness properties. In such a case, even without the Hadamard differentiability of $T(F)$, the bias reduction and consistency of the variance estimator in the jackknifing method have been established. There are some other variants of the classical jackknife method, and delete $k$-jackknifing and functional jackknifing are noteworthy in this perspective. We will present a brief outline of these variants of the jackknife and we refer to Sen (1988a,b) and Jurečková and Sen (1996) for some discussion with good emphasis on the robustness aspects of these estimates.

As a simple example, we may consider the case of sample quantiles where the classical jackknife may not work out well. However, if instead of taking all possible subsamples of size $n-1$ from the base sample of size $n$, we take all possible $\left.\left[\begin{array}{l}n \\ k\end{array}\right)\right]$ subsamples of size $n-k$, where $k$ is (moderately) large but $k / n$ is small, then the delete- $k$ jackknife works out well. On the other hand, in a regular case where the functional is sufficiently smooth, such a delete- $k$ jackknife yields variance estimators that are asymptotically stochastically equivalent to the one provided by the classical jackknife [see, Sen (1989)]. This suggests that even in a regular case, instead of the classical jackknife, one may adopt a delete-k jackknife with a moderate value of $k$. For nonlinear statistics this may add more robustness flavor to the derived variance estimator. Along the same lines, we consider the functional jackknife. The pseudovariables $T_{n, i}$ defined by (4.11) are most likely to be less robust than the original $T_{n}$; this can easily be verified by considering a simple nonlinear estimator, such as the sample variance. Moreover, the jackknifed version in (4.12) being the simple average of these pseudovariables inherit all the nonrobustness properties of sample means. Thus, in this setup, error contaminations or outliers in the sample observations may have more noticable impact on the pseudovariables in (4.11) and thereby the jackknifed estimator in (4.12) may lose its robustness prospects considerably. One possible way of recovering such robustness properties would be to lay a bit less emphasis on the
bias-reduction role and jack-up the stability of variance estimators through the construction of other functionals. For statistical functionals admitting FOADR or Hadamard differentiability, it can be shown that the pseudovariables in (4.11) are exchangeable random variables (in a triangular scheme), so that a suitable measure of their central tendency can be advocated as an alternative jackknifed version. Such measures of central tendency are themselves typically $L$-functionals, so that instead of the simple mean in (4.12), we may consider an $L$-statistic based on the psdeudovariables in (4.11). In this context, to emphasize on the robustness aspects, we may consider analogues of the trimmed mean or Winsorized mean of these pseudovariables, or some other $L$-statistics for which the coefficients in the two tails are taken as equal to 0 . Another possibility is to use a rank-weighted mean [Sen (1964)] of these pseudovariables as a jackknifed version. If $T_{n,(1)}, \ldots, T_{n,(n)}$ stand for the order statistics corresponding to the unordered pseudovariables in (4.11), then as in Sen (1964), we may define a $k^{\text {th }}$ order rankweighted average as

$$
\begin{equation*}
T_{n J, k}=\binom{n}{2 k+1}^{-1} \sum_{j=k+1}^{n-k}\binom{j-1}{k}\binom{n-j}{k} T_{n,(j)} \tag{4.20}
\end{equation*}
$$

where for $k=0$, we have the mean of the pseudovariables (most nonrobust), while for $k=[(n+1) / 2]$, we have their median (most robust). A choice of $k$ as small as 2 or 3 may induce considerable robustness without much sacrifice of the efficiency aspect. Moreover, such rank weighted means are smooth $L$-functionals, and hence, their robustness properties are retained to a greater extent. In fact, they are also expressible as $U$-statistics, so that variance estimation by the jackknifing methodology can be easily accomplished. We refer to Sen (1988a,b) for various asymptotic properties of such functional jackknifed estimators and their related variance estimators.

It follows from the above discussion that under appropriate regularity conditions, for a statistical functional $T\left(F_{n}\right)$ there exist a suitable jackknifed version $T_{n}^{J}$ and a jackknifed variance estimator $V_{n}^{J}$, such that as $n$ becomes large,

$$
\begin{equation*}
n^{1 / 2}\left(T_{n}^{J}-T(F)\right) /\left[V_{n}^{J}\right]^{1 / 2} \rightarrow_{\mathscr{D}} \mathscr{N}(0,1) \tag{4.21}
\end{equation*}
$$

The last equation provides the desired tool for attaching a confidence interval for $T(F)$ based on $\left\{T_{n}^{J}, V_{n}^{J}\right\}$ and also for testing suitable hypotheses on the $T(F)$. In both the cases, due emphasis can be placed on the underlying robustness aspects. A similar picture holds for Efron's (1982) bootstrap methods whenever the asymptotic normality property holds; we refer to Sen (1988b) for some detailed discussion.

We conclude this section with some pertinent discussion on various types of censoring schemes arising in statistical applications, and on the scope of asymptotics already presented in the uncensored case. As has been discussed before, in a Type I (right) censoring case, observations beyond a truncation point are censored. This leads to an $L$-statistics where a (random) number of coefficients of the extreme order statistics are taken to be 0 . This situation is similar to the case
of the trimmed $L$-estimators, and we will discuss this in the next section. Secondly, consider the case of Type II (right) censoring where a given number of the extreme $c_{n i}$ are taken to be equal to 0 . This results in a greater simplification of the boundedness and differentiability conditions for the associated $L$-functionals, so that the asymptotic theory for the uncensored case treated earlier remains applicable in this context too. The situation is somewhat more complex in the case of random censoring schemes, and we present here briefly the necessary modifications.

In random censoring, we conceive of a set of censoring variables $C_{1}, \ldots, C_{n}$ which are i.i.d. according to a d.f. $G$, such that $C_{i}$ and $X_{i}$ are independent. Then the observable random elements are

$$
\begin{equation*}
Z_{i}=\min \left(X_{i}, C_{i}\right) \quad \text { and } \quad \delta_{i}=I\left(X_{i}=Z_{i}\right), \quad i=1, \ldots, n \tag{4.22}
\end{equation*}
$$

Let us denote the order statistics for the $Z_{i}$ by $Z_{n: 1} \leq \cdots \leq Z_{n: n}$. Further, if $\bar{F}$ and $\bar{G}$ stand for the survival functions corresponding to the d.f.s $F$ and $G$ respectively, then the survival function for the $Z_{i}$ is given by

$$
\begin{equation*}
\bar{H}(x)=1-H(x)=\bar{F}(x) \bar{G}(x), \quad x \in \mathscr{R}, \tag{4.23}
\end{equation*}
$$

so that the $Z_{n i i}$ are intricately related to the empirical d.f. related to $H=1-\bar{H}$. For the estimation of the percentile points or other measures of the d.f. $F$, we therefore need first to estimate the d.f. $F$ itself. A very popular estimator, known as the Kaplan-Meier (1958) product-limit (PL-)estimator, can be formulated as follows. Let

$$
\begin{align*}
N_{n}(y) & =\sum_{i=1}^{n} I\left(Z_{i}>y\right), \quad y \in \mathscr{R} \\
\alpha_{i}(y) & =I\left(Z_{i} \leq y, \delta_{i}=1\right), \quad i=1, \ldots, n ; \quad y \in \mathscr{R}  \tag{4.24}\\
\tau_{n} & =\max \left\{Z_{i}: 1 \leq i \leq n\right\}
\end{align*}
$$

Then the PL-estimator of $\bar{F}(y)$ is given by

$$
\begin{align*}
\bar{P}_{n}(y) & =\prod_{i=1}^{n}\left\{N_{n}\left(Z_{i}\right) /\left[N_{n}\left(Z_{i}\right)+1\right]\right\}^{\alpha_{i}(y)} I\left(y \leq \tau_{n}\right) \\
& =\prod_{\left\{i: Z_{i} \leq y\right\}}\left\{\frac{n \bar{H}_{n}\left(Z_{i}\right)}{\left.n \bar{H}_{n}\left(Z_{i}\right)+1\right]}\right\}^{\delta_{i}}, \quad y \leq \tau_{n}, \tag{4.25}
\end{align*}
$$

where $\bar{H}_{n}=1-H_{n}$ is defined by

$$
\begin{equation*}
\bar{H}_{n}(y)=n^{-1} N_{n}(y)=n^{-1} \sum_{i=1}^{n} I\left(Z_{i}>y\right), \quad y \in \mathscr{R} . \tag{4.26}
\end{equation*}
$$

As such, it is possible to replace the empirical d.f. $F_{n}$ by the product-limit estimator $P_{n}$ and define an $L$-statistic in this random censoring scheme as a suitable (linear) functional of $P_{n}$. The weak as well as strong convergence properties of the

PL-estimator have been extensively studied in the literature [viz., Shorack and Wellner (1986)], and as such, Hadamard differentiability and other tools adapted in the uncensored case may also be used in the random censoring case to yield parallel results. Finally, censoring in practice may be considerably different from that in theory and methodology [viz., Sen (1995c)], and there are certain basic issues that merit a careful examination. In a later section, we will discuss more about these findings.

## 5. Trimmed LSE and regression quantiles

$L$-estimators introduced in earlier sections work out well for the location-scale models. However, for the regression model

$$
\begin{equation*}
\mathbf{Y}_{n}=\mathbf{X}_{n} \boldsymbol{\beta}+\mathbf{e}_{n} \tag{5.1}
\end{equation*}
$$

where $\mathbf{Y}_{n}$ is the ( $n$-)vector of sample observations, $\mathbf{X}_{n}$ is an $n \times p$ matrix of known regression constants, known as the design matrix, and $\mathbf{e}_{n}$ is an $n$-vector of i.i.d.r.v.'s with a d.f. $F$ having location 0 , the concept of sample quantiles deems a regression-equivariance property which is not apparent in general. Koenker and Bassett (1978) came up with a very clever idea of regression quantiles which satisfy such a basic requirement and thereby pave the way for further fruitful developments of robust estimation theory in linear models. Consider a fixed $\alpha(0<\alpha<1)$. Then their proposed $\alpha$-regression quantile $\hat{\boldsymbol{\beta}}_{n}(\alpha)$ is defined by

$$
\begin{equation*}
\hat{\boldsymbol{\beta}}_{n}(\alpha)=\arg \min \left\{\sum_{i=1}^{n} \rho_{\alpha}\left(Y_{i}-\mathbf{x}_{1}^{\prime} \mathbf{t}\right): \mathbf{t} \in \mathscr{R}_{p}\right\} \tag{5.2}
\end{equation*}
$$

where $\mathbf{Y}_{n}=\left(Y_{1}, \ldots, Y_{n}\right)^{\prime}, \mathbf{x}_{i}^{\prime}$ is the $i^{\text {th }}$ row of $\mathbf{X}_{n}$, for $i=1, \ldots, n$, and

$$
\begin{equation*}
\rho_{\alpha}(x)=|x|\{(1-\alpha) I(x<0)+\alpha I(x>0)\}, \quad x \in \mathscr{R} . \tag{5.3}
\end{equation*}
$$

Koenker and Bassett (1978) also managed to show that their regression quantile can also be characterized as an optimal solution $(\boldsymbol{\beta})$ of the following linear programming problem:

$$
\begin{align*}
& \alpha \sum_{i=1}^{n} r_{i}^{+}+(1-\alpha) \sum_{i=1}^{n} r_{i}^{-}=\min \\
& \quad \sum_{j=1}^{p} x_{i j} \beta_{j}+r_{i}^{+}-r_{i}^{-}=Y_{i}, \quad i=1, \ldots, n  \tag{5.4}\\
& \quad \beta_{j} \in \mathscr{R}, j=1, \ldots, p ; r_{i}^{+} \geq 0, r_{i}^{-} \geq 0, i=1, \ldots, n
\end{align*}
$$

where $r_{i}^{+}\left(r_{i}^{-}\right)$is the positive (negative) part of the residual $Y_{i}-\mathbf{x}_{i}^{\prime} \boldsymbol{\beta}, i=1, \ldots, n$. The Koenker-Bassett regression quantiles also lead to trimmed least squares estimators of the regression parameters. We choose two values $0<\alpha_{1}<\alpha_{2}<1$, and define the regression quantiles $\hat{\boldsymbol{\beta}}_{n}\left(\alpha_{1}\right)$ and $\hat{\boldsymbol{\beta}}_{n}\left(\alpha_{2}\right)$ as in before. Let then

$$
\begin{equation*}
c_{n i}=I\left\{\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{n}\left(\alpha_{1}\right)<Y_{i}<\mathbf{x}_{i}^{\prime} \hat{\boldsymbol{\beta}}_{n}\left(\alpha_{2}\right)\right\}, \quad i=1, \ldots, n \tag{5.5}
\end{equation*}
$$

and let $\mathbf{C}_{n}=\operatorname{Diag}\left(c_{n 1}, \ldots, c_{n n}\right)$. Then the $\left(\alpha_{1}, \alpha_{2}\right)$-trimmed least squares estimator $\mathbf{T}_{n}\left(\alpha_{1}, \alpha_{2}\right)$ is expressible as

$$
\begin{equation*}
\mathbf{T}_{n}\left(\alpha_{1}, \alpha_{2}\right)=\left(\mathbf{X}_{n}^{\prime} \mathbf{C}_{n} \mathbf{X}_{n}\right)^{-} \mathbf{X}_{n}^{\prime} \mathbf{C}_{n} \mathbf{Y}_{n} \tag{5.6}
\end{equation*}
$$

where $\mathbf{D}^{-}$stands for a generalized inverse of $\mathbf{D}$. For the simple location model the above equation reduces to that for the classical trimmed mean. In this context it may be noted that the centering constant for this trimmed least squares estimator may differ from the true $\boldsymbol{\beta}$ when $\alpha_{1}$ and $\alpha_{2}$ are not complementary to each other or the d.f. $F$ is not symmetric. Hence, in practice, it is tacitly assumed that the error distribution is symmetric about 0 , and we take $\alpha_{1}=1-\alpha_{2}=\alpha$, for some $0<\alpha<1 / 2$.

Jurečková and Sen (1996, Chapter 4) have considered the asymptotic theory of regression quantiles and trimmed least squares estimators in general linear models in a unified and systematic manner. It follows from their general results that under mild regularity assumptions, denoting by $\mathbf{T}_{n}(\alpha)=\mathbf{T}_{n}(\alpha, 1-\alpha)$, we have the FOADR:

$$
\begin{equation*}
\mathbf{T}_{n}(\alpha)-\boldsymbol{\beta}=(1-2 \alpha)^{-1}\left(\mathbf{X}_{n}^{\prime} \mathbf{X}_{n}\right)^{-1} \sum_{i=1}^{n} \mathbf{x}_{i} \psi\left(e_{i}\right)+o_{p}\left(n^{-1 / 2}\right) \tag{5.7}
\end{equation*}
$$

where $\psi(e)=F^{-1}(\alpha)$, $e$, or $F^{-1}(1-\alpha)$, according as $e$ is $<F^{-1}(\alpha), F^{-1}(\alpha) \leq$ $e \leq F^{-1}(1-\alpha)$, or $>F^{-1}(1-\alpha)$. The above representation also yields the following asymptotic (multi-)normality result:

Under mild regularity assumptions, as $n$ increases, $n^{1 / 2}\left[\mathbf{T}_{n}(\alpha)-\beta\right]$ has asymptotically a $p$-variate normal distribution with null mean vector and dispersion matrix $\sigma^{2}(\alpha, F) \mathbf{Q}^{-1}$, where

$$
\begin{equation*}
\sigma^{2}(\alpha, F)=(1-2 \alpha)^{-1}\left\{\int_{\alpha}^{1-\alpha}\left(F^{-1}(u)\right)^{2} \mathrm{~d} u+2 \alpha\left(F^{-1}(\alpha)\right)^{2}\right\} \tag{5.8}
\end{equation*}
$$

and it is assumed that $n^{-1} \mathbf{X}_{n}^{\prime} \mathbf{X}_{n}$ converges to a positive definite limit $\mathbf{Q}$.
It may be noted that for the location model, $Q$ reduces to 1 and (5.8) specifies the asymptotic mean squared error of the classical trimmed mean. Moreover higherorder asymptotics for such estimators in the general case, where $\alpha_{1}$ and $1-\alpha_{2}$ are not necessarily equal or $F$ is possibly asymmetric, have been considered in detail in Section 4.7 of Jurečková and Sen (1996). We therefore omit these details.

We conclude this section with some remarks on robustness properties of regression quantiles and trimmed least squares estimators in linear model. The main motivation for such estimators is to borrow the robustness properties of sample quantiles through the regression-equivariance of these estimators, and at the sametime, by choosing $\alpha$ small enough, to retain their asymptotic efficiency to a
greater extent. Depending on the largeness of the sample size ( $n$ ), one may choose $\alpha$ sufficiently small to achieve this dual goal. Finally, we may note that such regression quantiles have also led to the development of another important class of robust estimators termed the regression rank scores estimators (Gutenbrunner and Jurečková, 1992) which have close affinity to the classical $R$-estimators of regression parameters. Since these have been presented in a unified manner in Chapter 6 of Jurečková and Sen (1996), we refrain ourselves from going over their details.

## 6. Asymptotics for concomitants of order statistics

For a sample of bivariate observations $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, we define the concomitants of the order statistics $\left(X_{n: i}\right)$ by $Y_{n[i]}, i=1, \ldots, n$ as in (2.15), and note that they are conditionally (given the $X_{n: i}$ ) independent but not necessarily identically distributed random variables. If, however, $X$ and $Y$ are stochastically independent then the $Y_{n[i]}$ are i.i.d., and hence, in testing for stochastic independence of $(X, Y)$, such concomitants of order statistics can be effectively used. Bhattacharya (1974, 1976) and Sen (1976a) considered general asymptotics for the partial sum sequence

$$
\begin{equation*}
S_{n k}=\sum_{j \leq k}\left\{Y_{n[j]}-m\left(X_{n: j}\right)\right\}, \quad k=1, \ldots, n ; \quad S_{n 0}=0 \tag{6.1}
\end{equation*}
$$

where we set

$$
\begin{equation*}
m\left(X_{n: k}\right)=\mathrm{E}\left(Y_{n[k]} \mid X_{n: k}\right), \quad k=1, \ldots, n \tag{6.2}
\end{equation*}
$$

so that they represent the regression function of $Y$ on $X$. There is also an intricate relationship between the concomitant of order statistics and mixed-rank statistics for testing bivariate independence [viz., Sen (1981b)]. Towards this, we define the marginal ranks of the $X_{i}$ and $Y_{i}$ by $R_{n i}$ and $S_{n i}$ respectively, so that

$$
\begin{equation*}
R_{n i}=\sum_{j=1}^{n} I\left(X_{j} \leq X_{i}\right), \quad S_{n i}=\sum_{j=1}^{n} I\left(Y_{j} \leq Y_{i}\right), \quad i=1, \ldots, n \tag{6.3}
\end{equation*}
$$

Then a typical rank statistic for testing the hypothesis of independence of $(X, Y)$ is of the following type:

$$
\begin{equation*}
M_{n}=\sum_{i=1}^{n} a_{n}\left(R_{n i}\right) b_{n}\left(S_{n i}\right) \tag{6.4}
\end{equation*}
$$

where the $a_{n}(k), b_{n}(k), k=1, \ldots, n$ are suitable scores. Side by side, we may define a mixed-rank statistic as

$$
\begin{equation*}
Q_{n}=\sum_{i=1}^{n} a_{n}\left(R_{n i}\right) b\left(Y_{i}\right) \tag{6.5}
\end{equation*}
$$

where $b(\cdot)$ is a suitable score function. It is clear that we may rewrite $Q_{n}$ equivalently as

$$
\begin{equation*}
Q_{n}=\sum_{j=1}^{n} a_{n}(j) b\left(Y_{n[j]}\right) \tag{6.6}
\end{equation*}
$$

so that $Q_{n}$ is a linear combination (of functions) of the concomitants of order statistics. In that way the general asymptotic results considered by Sen (1981b) extend the results for partial sums, mentioned earlier, to more general functions. Ghosh and Sen (1971) considered a general class of rank order tests for regression with partially informed stochastic predictors. These statistics are all mixed (linear) rank statistics, developed before the concept of concomitants of order statistics surfaced in the statistical literature, and hence, the general asymptotics presented in Ghosh and Sen (1971) may as well be streamlined along the lines of Sen (1981b). An accompanying article by H. A. David and H. N. Nagaraja (in this volume) deals with some other aspects of these induced order statistics, and hence, we omit the details to avoid duplications to a greater extent.

There is, however, an important area where the concept of concomitants of order statistics has mingled with a more general concept of nonparametric regression function, and we will discuss this in more detail in a later section. In this section, we provide only an outline of this linkage and stress the role of asymptotic theory in that context. Suppose that we aim to estimate the unknown regression function

$$
\begin{equation*}
m(x)=\mathrm{E}\{Y \mid X=x\}, \quad x \in \mathscr{B}, \quad \text { a compact set of } \mathscr{R} . \tag{6.7}
\end{equation*}
$$

Although in the normal case this regression function is linear and hence is describable by a finite dimensional parameter, in a general nonnormal setup, the regression function may not be linear or even be describable in terms of a finite number of parameters. For this reason, a regression functional approach is more appealing from practical point of view. But, like the sample mean in the univariate case, $m(x)$ in this conditional model may be quite sensitive (even to a greater extent) to error contaminations or outliers, and sans its plausible linearity, its appeal is greatly lost in a nonparametric setup. Therefore instead of defining the regression function in terms of the conditional mean, we may also define this in terms of the conditional median or some other robust measure of the central tendency of the conditional distribution of $Y$, given $X=x$. In either case, we need to estimate this unknown conditional d.f. (at a given $x$ ) from the sample data. Among various possibilities, the nearest neighbor ( NN -) method and the kernelsmoothing method have emerged as the most popular ones. In a kernel method, we choose (i) some known density $K(x)$ possessing some smoothness properties (viz., unimodality, symmetry, differentiability upto a certain order and bounded support etc.) and (ii) a sequence $\left\{h_{n}\right\}$ of positive numbers converging to 0 (as $n \rightarrow \infty$ ), so that defining by $F_{n}(x, y)$ the sample (empirical) (bivariate) d.f., we may set for an $a \in \mathscr{C}$,

$$
\begin{equation*}
\hat{m}_{n}(a)=\frac{\iint y K\left((a-x) / h_{n}\right) \mathrm{d} F_{n}(x, y)}{\iint K\left((a-x) / h_{n}\right) \mathrm{d} F_{n}(x, y)} \tag{6.8}
\end{equation*}
$$

and propose this as a nonparametric estimator of $m(a), a \in \mathscr{C}$. It is clear that such an estimator becomes a linear combination of the induced order statistics with stochastic weights depending on the order statistics of the $X$ values lying in the vicinity of the chosen point $a$. A somewhat simpler situation is encountered in a NN-method. There we define the pseudovariables $\left(Z_{i}\right)$ by letting

$$
\begin{equation*}
Z_{i}=\left|X_{i}-a\right|, \quad i=1, \ldots, n \tag{6.9}
\end{equation*}
$$

which depend on the pivot $a$ and are nonnegative r.v.'s. We denote the corresponding order statistics by $Z_{n: 1} \leq \cdots \leq Z_{n: n}$. Consider then a nondecreasing sequence $\left\{k_{n}\right\}$ of positive integers, such that $k_{n}$ goes to $\infty$, but $n^{-1} k_{n} \rightarrow 0$ as $n \rightarrow \infty$. Denote the concomitants of these order statistics by $Y_{n j j}(a)$, for $j=1, \ldots, n$. We define an empirical d.f. $F_{n}^{*}(\cdot, a)$ by letting

$$
\begin{equation*}
F_{n}^{*}(y ; a)=k_{n}^{-1} \sum_{j \leq k_{n}} I\left(Y_{n[j]}(a) \leq y\right), \quad y \in \mathscr{R} . \tag{6.10}
\end{equation*}
$$

Then, we may consider an estimator

$$
\begin{equation*}
\tilde{m}_{n}(a)=\int y \mathrm{~d} F_{n}^{*}(y ; a)=k_{n}^{-1} \sum_{j \leq k_{n}} Y_{n[j]}(a), \quad a \in \mathscr{C} . \tag{6.11}
\end{equation*}
$$

The simplicity of (6.11) over (6.8) is evident from the constant weight (i.e., $k_{n}^{-1}$ ) against stochastic ones which depend on the choice of the kernel density as well as the order statistics for the $X$ characteristics in the neighborhood of $a$. Nevertheless, generally both the estimators are biased, and letting $k_{n} \sim n h_{n}$, it can be shown that both the methods possess similar bias and mean squared error properties. We refer to Bhattacharya and Gangopadhyay (1990) for some deeper asymptotic studies relating to such estimators. In a general framework, we may consider suitable ( $L$-)functionals of the conditional d.f. $F(y \mid x)$ and estimate the same by considering their sample counterparts based on $F_{n}^{*}(\cdot \mid x)$. We refer to Gangopadhyay and Sen (1992) where other references are also cited. From the point of view of applications, asymptotic normality and consistency properties of these estimators suffice, while the other deeper asymptotic results are mostly of academic interest only.

In the area of survival analysis (with covariates), the Cox (1972) regression model or the so-called proportional hazard model (PHM) occupies a focal point. This is essentially a semi-parametric model where the regression of the survival time on the covariates is formulated in a parametric form, but the (baseline) hazard function is treated as arbitrary. We consider the simple model where $n$ subjects have simultaneous entry into the study-plan: the $i^{\text {th }}$ subject (having survival time $Y_{i}$ and a set of possibly stochastic concomitant variates $\mathbf{Z}_{i}=$ $\left(Z_{i 1}, \ldots, Z_{i q}\right)^{\prime}$, for some $q \geq 1$ ) has the (conditional) hazard rate (given $\mathbf{Z}_{i}=\mathbf{z}_{i}$ )

$$
\begin{equation*}
h_{i}\left(y \mid \mathbf{z}_{i}\right)=h_{o}(y) \cdot \exp \left(\boldsymbol{\beta}^{\prime} \mathbf{z}_{i}\right), \quad i=1, \ldots, n, \quad y \in \mathscr{R}^{+} \tag{6.12}
\end{equation*}
$$

where the baseline hazard function $h_{o}(y)$ is an unknown, arbitrary nonnegative function, and $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{q}\right)^{\prime}$ parameterizes the regression (on the covariates). In survival analysis and life testing problems, the $Y_{i}$ are nonnegative r.v.'s, and they are observed in a time-sequential setup, namely, the smallest one $\left(Y_{n: 1}\right)$ is observed first, the second smallest next, and so on, the largest one $\left(Y_{n: n}\right)$ emerges last. Thus, just before the $i^{\text {th }}$ failure point $\left(Y_{n: i}-o\right.$ ), the risk set $\mathscr{R}_{i}$ consists of the $n-i+1$ subjects which have not failed uptil that timepoint, for $i=1, \ldots, n$. Then in the case of no censoring, proceeding as in Cox (1972), we obtain the partial likelihood function

$$
\begin{equation*}
L_{n}^{*}(\beta)=\prod_{i=1}^{n}\left\{\frac{\mathrm{e}^{\beta^{\prime} Z_{n i l}}}{\sum_{j \in \mathscr{R}_{i}} e^{\boldsymbol{\beta}^{\prime} Z_{j}}}\right\}, \tag{6.13}
\end{equation*}
$$

where we note that by definition $\mathbf{Z}_{r i]}$ is the concomitant of the $i^{\text {th }}$ order statistic $Y_{n: i}, i=1, \ldots, n$, and this definition is adapted to the vector case without any modification. For testing the null hypothesis $H_{0}: \boldsymbol{\beta}=\mathbf{0}$ against the alternative $H_{1}: \boldsymbol{\beta} \neq \mathbf{0}, \operatorname{Cox}$ (1972) considered the following test statistic (based on the scores)

$$
\begin{equation*}
\mathscr{L}_{n}^{*}=\mathbf{U}_{n}^{*} \mathbf{\mathbf { J } _ { n } ^ { * }} \mathbf{U}_{n}^{*}, \tag{6.14}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{U}_{n}^{*} & =\left.(\partial / \partial \boldsymbol{\beta}) \log L_{n}^{*}(\boldsymbol{\beta})\right|_{\boldsymbol{\beta}=0} ;  \tag{6.15}\\
J_{n}^{*} & =\left.\left(\partial^{2} / \partial \boldsymbol{\beta} \partial \boldsymbol{\beta}^{\prime}\right) \log L_{n}^{*}(\boldsymbol{\beta})\right|_{\boldsymbol{\beta}=0},
\end{align*}
$$

and $\mathbf{A}^{-}$stands for the generalized inverse of $\mathbf{A}$. Let us write

$$
\begin{equation*}
\overrightarrow{\mathbf{Z}}_{n[i]}^{*}=(n-i+1)^{-1} \sum_{j \in \mathscr{R}_{i}} \mathbf{Z}_{j}, \quad i=1, \ldots, n . \tag{6.16}
\end{equation*}
$$

Then by some standard arguments [viz., Sen (1981a)] it follows that

$$
\begin{equation*}
\mathbf{U}_{n}^{*}=\sum_{i=1}^{n}\left\{\mathbf{Z}_{n[i]}-\overline{\mathbf{Z}}_{n[i]}^{*}\right\}, \tag{6.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{J}_{n}^{*}=\sum_{i=1}^{n}(n-i+1)^{-1} \sum_{j \in \mathscr{Y}_{i}}\left(\mathbf{Z}_{j}-\overline{\mathbf{Z}}_{n[i]}^{*}\right)\left(\mathbf{Z}_{j}-\overline{\mathbf{Z}}_{n[i]}\right)^{\prime} . \tag{6.18}
\end{equation*}
$$

Therefore $\mathbf{U}_{n}^{*}$ is a linear combination of the concomitants of the failure order statistics, and $\mathbf{J}_{n}^{*}$ is also completely expressible in terms of these concomitants of order statistics. In this context, the asymptotics for partial sums of concomitants of order statistics developed by Bhattacharya $(1974,1976)$ and Sen $(1976 a)$ may not be totally adoptable, and general asymptotics based on suitable martingale constructions developed by Sen (1981a) provide a better alternative for the study of the asymptotic properties of the Cox (1972) test.

In Section 4 we have mentioned about various censoring schemes as may arise in practice. In the context of survival analysis, such censoring schemes are more commonly encountered. For Type I or II censoring, the modifications for the Cox procedure are straightforward. Instead of the sample size $n$, in the expression for the score statistic and the second derivative matrix, the sum (over $i$ ) extends only over the observable failure points. In the case of random censoring, the problem becomes more complex, and the Cox (1972) ingenuity leads to a very clever construction of the partial likelihood function where the risk sets are only adapted to the failure points (but not the censored ones). Thus the cardinality of the risk set $\mathscr{R}_{i}$ will be a number, say, $r_{i}$ which is the number of subjects that have not failed or dropped out before the timepoint $Y_{n: i}^{*}$, and $Y_{n: i}^{*}$ is defined as the $i^{\text {th }}$ failure point allowing possible censoring due to drop outs. Therefore if out of $n$ units, $m$ results in failure and the remaining $n-m$ are censored, we would have $m$ terms in the likelihood score statistic. Again these terms are a (random) subset of the totality of $n$ terms, and hence, the characterization in terms of concomitant of order statistics remains in tact, but some extra manipulations are needed to handle the asymptotic theory in a manageable way. The martingale approach of Sen (1981a) remains adoptable without any major alteration.

In survival analysis, time-sequential tests based on progressive censoring schemes have received due attention in the recent past [viz., Sen (1981c, Chapter. 11)]. In the current context, this relates to a repeated significance testing (RST) of the same hypotheses ( $H_{0}$ vs. $H_{1}$ ) on accumulating data. Basically when the dataset relating to the flow of events upto the $i^{\text {th }}$ failure is acquired, one can construct a partial likelihood score test statistic as in the Cox case, for every $i \geq 1$. Let us denote this partial sequence of test statistics by

$$
\begin{equation*}
\left\{L_{n, i}^{*} ; i=1, \ldots, m_{n}\right\} \tag{6.19}
\end{equation*}
$$

where $m_{n}$ stands for the number of failure points among the $n$ units in the studyplan. Marginally, for each $L_{n, i}^{*}$, we may argue as in the case of total sample, and using the inherent permutational invariance structure (under $H_{0}$ ) of the antiranks, we obtain a distribution-free test statistic. Therefore, the task is to construct a suitable stopping rule related to the partial sequence in (6.19), so that the resulting sequential test has some desirable properties. The invariance principles for concomitants of order statistics studied by Sen (1981a) in the context of the Cox (1972) model enables us to provide suitable Gaussian process (for $q=1$ ) or Bessel process (for $q \geq 2$ ) approximations, so that the usual sequential testing methodology can be easily adopted here when $n$ is large. There is an additional simplification here: The stopping variable (say, $K_{n}$ ) cannot be greater than $m_{n}$ which in turn cannot be larger than $n$, so that $n^{-1} K_{n}$ is a bounded nonnegative random variable. For details, we refer to Chapter 11 in Sen (1981c). Motivated by this feature of progressive censoring schemes in survival analysis, Sen (1979) has considered a general class of quantile (history) processes based on suitable functions of concomitants of order statistics and incorporate them in the construction of suitable time-sequential tests. We start with a triangular array of constants (vectors)

$$
\begin{equation*}
\left\{\mathbf{c}_{n i} ; i=1, \ldots, n\right\} \tag{6.20}
\end{equation*}
$$

These vectors may contain nonstochastic design variates and stochastic concomitant variates too. Then in a RST setting, we construct a partial sequence of induced linear order statistics:

$$
\begin{equation*}
\mathbf{T}_{n k}^{*}=\sum_{i=1}^{k} g\left(Y_{n i i}\right)\left[\mathbf{c}_{n i]}+(n-k)^{-1} \sum_{j=1}^{k} \mathbf{c}_{n[i]}\right], \quad k=1, \ldots, n, \tag{6.21}
\end{equation*}
$$

where we take without any loss of generality $\sum_{i=1}^{n} \mathbf{c}_{n i}=\mathbf{0}$, and conventionally, we let $\mathbf{T}_{n 0}^{*}=\mathbf{0}$; for $k=n$, we have $\mathbf{T}_{n n}^{*}=\mathbf{T}_{n}^{*}=\sum_{i=1}^{n} g\left(Y_{n i}\right) \mathbf{c}_{n \mid i]}$. In the above setting, the functional form of $g(\cdot)$ is assumed to be given. In the Cox model, we let $g(y)=1, \forall y$, so that we have an extension of the Cox statistics where additional information on the survival function can be acquired through nonconstant $g(\cdot)$. However, in the case of a nonconstant $g(\cdot)$, we essentially endup with a mixed rank statistics, and hence, the basic distribution-free property prevailing in the Cox model may no longer be tenable here. Nevertheless, incorporating suitable martingale characterizations, invariance principles for the partial sequence in (6.21) have been studied by Sen (1979), and results parallel to the Cox model have also been derived.

## 7. Concomitant $L$-functionals and nonparametric regression

In parametric linear models, apart from the basic linearity of the regressors, independence, homoscedasticity and normality of the error component constitute the basic regularity assumptions. Yet in practice, there may not be sufficient incentives to take these regularity conditions for granted, and plausible departures from the model based assumptions can affect, often seriously, the performance characteristics of classical statistical tools. Moreover, in analysis of covariance (ANOCOVA) or other mixed-effects models, there are, in addition to the fixed-effect components, some other random-effects component(s) which may even violate these regularity assumptions to a greater extent. For example, the regression of the primary variate on these stochastic (concomitant) regressors may not be closely linear, and even so, the conditional variance of the primary variate, given the covariates, may not be a constant at all levels of these concomitant variates. Therefore from robustness and validity considerations it seems more appropriate to formulate suitable nonparametric regression models wherein the above regularity assumptions are relaxed to a certain extent.

It will be more convenient for us to start with the simple nonparametric regression model, introduced in the last section, and then consider the more general case of mixed-effects models with some semi-parametric flavor. The formulation in the bivariate case sketched in (6.7) extends directly to the case where the concomitant variables $\mathbf{X}_{i}$ are $q$-vectors, for some $q \geq 1$. However, statistical manipulations become cumbersome when $q$ becomes large, and the rate of
convergence of estimators of the type in (6.8) becomes slower. Moreover, the conditional mean, defined in (6.7)-(6.8), may generally be highly nonrobust. Hence, we may find it more appealing to take recourse to suitable robust location functionals of the conditional distribution function, and in this respect, $L$-functionals including conditional quantiles are very appropriate. In our presentation here we mainly deal with the NN-methodology and note that parallel results hold for the kernel method as well.

Consider a set $\left(\mathbf{X}_{i}, Y_{i}\right), i=1, \ldots, n$ of $n$ i.i.d. random $(q+1)$ vectors, and let $F(y \mid \mathbf{x})$ stand for the conditional d.f. of $Y$, given $\mathbf{X}=\mathbf{x}$. A conditional functional is a function of this conditional d.f., and hence, depends on $\mathbf{x}$ as well. In the general case of $q$-dimensional stochastic $X$ 's, we conceive of a suitable metric $\rho: \mathscr{R}^{q} \times \mathscr{R}^{q} \rightarrow \mathscr{R}^{+}$, and for a chosen pivot $\mathbf{x}_{o}$, define the nonnegative random variables

$$
\begin{equation*}
D_{i}^{o}=\rho\left(\mathbf{X}_{i}, \mathbf{x}_{o}\right), \quad i=1, \ldots, n \tag{7.1}
\end{equation*}
$$

We denote the ordered values of the $D_{i}^{o}$ by $(0 \leq) D_{n: 1}^{o} \leq \cdots \leq D_{n: n}^{o}$, where the superscript indicates the dependence of these variables on the chosen pivot $\mathbf{x}_{o}$. Also, we choose a sequence of positive integers $\left\{k_{n}\right\}$, such that as $n$ increases $k_{n}$ also does so, but $n^{-1} k_{n}$ goes to 0 . Typically, we choose $k_{n} \sim O\left(n^{q /(q+4)}\right)$. Next corresponding to the chosen metric $\rho$ and the pivot $\mathbf{x}_{o}$, we define the anti-ranks $S_{i}^{o}, i=1, \ldots, n$ by letting $D_{n: i}^{o}=D_{S_{i}^{o}}^{o}$, for $i=1, \ldots, n$. Then the $k_{n}$-NN empirical d.f. at the pivot $\mathbf{x}_{o}$ is defined as

$$
\begin{equation*}
\hat{F}_{n, k_{n}}(y)=k_{n}^{-1} \sum_{i=1}^{k_{n}} I\left(Y_{S_{i}} \leq y\right), \quad y \in \mathscr{R} . \tag{7.2}
\end{equation*}
$$

In the particular case of a conditional p-quantile function, we may set $\theta\left(F\left(\cdot \mid \mathbf{x}_{o}\right)=\inf \left\{y: F\left(y \mid \mathbf{x}_{o}\right) \geq p\right\}\right.$, so the corresponding $k_{n}$-NN estimator is

$$
\begin{equation*}
\hat{\theta}_{n, k_{n}}\left(\mathbf{x}_{o}\right)=\inf \left\{y: \hat{F}_{n, k_{n}}\left(y \mid \mathbf{x}_{o}\right) \geq\left[p k_{n}\right] / k_{n}\right\}, \quad p \in(0,1) . \tag{7.3}
\end{equation*}
$$

In the sameway for a linear functional $\int J\left(F\left(y \mid \mathbf{x}_{o}\right)\right) a(y) \mathrm{d} F\left(y \mid \mathbf{x}_{o}\right)$ with suitable score functions $J(\cdot)$ and $a(\cdot)$, we may consider the plug-in estimator

$$
\begin{equation*}
\hat{\theta}_{n, k_{n}}\left(\mathbf{x}_{o}\right)=\int J\left(\hat{F}_{n, k_{n}}\left(y \mid \mathbf{x}_{o}\right)\right) a(y) \mathrm{d} \hat{F}_{n, k_{n}}\left(y \mid \mathbf{x}_{o}\right), \tag{7.4}
\end{equation*}
$$

which is typically a $L$-statistic in the set $\left\{Y_{S_{i}^{o}}, i \leq k_{n}\right\}$. Typically such $L$-functionals are location functional, so they are measures of central tendency of the conditional d.f. $F\left(\cdot \mid \mathbf{x}_{o}\right)$. This explains the relevance of order and concomitants of order statistics in the study of nonparametric regression. In this context, we need to allow the pivot $\mathbf{x}_{o}$ to vary over a (possibly compact) set $\mathscr{C} \in \mathscr{R}^{q}$, and formulate a functional cloud $\{\theta(F(\cdot \mid \mathbf{x}) ; \mathbf{x} \in \mathscr{C}\}$. In that way, we need to have deeper weak convergence results for some multidimensional time-parameter stochastic processes. Some general asymptotics in this vein are considered by Sen (1993b), where other pertinent references are also cited.

Next, we proceed to examine the role of conditional ( $L$-)functionals in mixedeffects models. In a conventional (normal theory) model, we denote the primary, design and (stochastic) concomitant variates for the $i^{\text {th }}$ observation by $Y_{i}, \mathbf{t}_{i}$ and $\mathbf{Z}_{i}$ respectively, for $i=1, \ldots, n$. Then conditional on $\mathbf{Z}_{i}=\mathbf{z}_{i}$, we have

$$
\begin{equation*}
Y_{i}=\boldsymbol{\beta}^{\prime} \mathbf{t}_{i}+\boldsymbol{\gamma}^{\prime} \mathbf{z}_{i}+e_{i}, \quad i=1, \ldots, n \tag{7.5}
\end{equation*}
$$

where $\beta$ and $\gamma$ are the regression parameter vectors for the fixed and random effects components, and the errors $e_{i}$ are i.i.d. normal with null mean and a positive (unknown) variance $\sigma^{2}$. The $e_{i}$ are assumed to be independent of the concomitant variates $\mathbf{Z}_{i}$, and the assumed joint normality of ( $\mathbf{Z}_{i}, e_{i}$ ) yields homoscedasticity, linearity of regression as well as the normality in the conditional setup. However, sans this joint normality (which may often be very questionable), a breakdown may occur in each of these three basic postulations. As such, two different models have been proposed to enhance robustness properties of statistical analysis tools. First, with respect to the linear model, assume that the d.f. $F(e \mid \mathbf{z})$ of $e_{i}$, given $\mathbf{Z}_{i}=\mathbf{z}$, is independent of $\mathbf{z}$ and is continuous. Thus only the normality part of the basic assumptions is relaxed here. In this still linear setup, the classical procedure works out well in an asymptotic setup when $F$ has a finite second moment. However, it remains vulnerable to plausible departures from linearity as well as homoscedasticity. For this reason, in a nonparametric formulation [viz., Puri and Sen (1985, Chapter 8)] it is generally assumed that $F_{i}(y \mid \mathbf{z})=P\left\{Y_{i} \leq y \mid \mathbf{Z}_{i}=\mathbf{z}\right)=F\left(y-\boldsymbol{\beta}^{\prime} \mathbf{t}_{i} \mid \mathbf{z}\right), i=1, \ldots, n$, where $F$ is arbitrary and continuous. Thus here we conform to a parametric (linear) form for the fixedeffects variables but to a nonparametric one for the stochastic covariates. In order to quantifying further this model in terms of appropriate regression functionals, we define a translation-invariant functional $\theta(F(\cdot \mid \mathbf{z}))$ (typically a measure of location of the conditional d.f. $F(\cdot \mid \mathbf{z})$ ), and consider the following quasi-parametric model:

$$
\begin{equation*}
\theta\left(F_{i}(\cdot \mid \mathbf{z})\right)=\theta(F(\cdot \mid \mathbf{z}))+\boldsymbol{\beta}^{\prime} \mathbf{t}_{i}, \quad i=1, \ldots, n \tag{7.6}
\end{equation*}
$$

This model has a finite dimensional regression parameter for the design variates but a regression functional for the random effect components. From robustness considerations this model appears to be more appropriate than the others. However, in this formulation the finite dimensional regression parameter $\boldsymbol{\beta}$ is estimable with the conventional $\sqrt{n}$ rate of convergence, while the estimators of the regression-functional $\theta(F(\cdot \mid \mathbf{z}))$ have a slower rate of convergence. In this way we end up with a robust estimator of the regression functional without compromising much on the efficiency of the estimator of $\boldsymbol{\beta}$.

The basic idea is simple. Recall that the $\mathbf{Z}_{i}$ qualify as genuine concomitant variates if their distribution is unaffected by the design variates. Thus, if we consider the model in (7.6) and integrating over the concomitant variate $\mathbf{z}$, we obtain the marginal model (sans the $\mathbf{Z}_{i}$ ) where

$$
\begin{equation*}
Y_{i}=\boldsymbol{\beta}^{\prime} \mathbf{t}_{i}+e_{i}^{*}, \quad i=1, \ldots, n \tag{7.7}
\end{equation*}
$$

where the $e_{i}^{*}$ are i.i.d.r.v.'s with a continuous d.f., say, $F^{*}$. This is the classical linear model for which $L$-estimators of $\boldsymbol{\beta}$ have nice properties (we may refer to Section 5 where regression quantiles and trimmed least squares estimators have been considered in the same setup). We denote such an L-estimator of $\boldsymbol{\beta}$ by $\tilde{\boldsymbol{\beta}}_{n}$, and note that under appropriate regularity assumptions, as $n$ increases,

$$
\begin{equation*}
n^{1 / 2}\left\{\tilde{\boldsymbol{\beta}}_{n}-\boldsymbol{\beta}\right\} \rightarrow \mathscr{O} \quad \mathscr{N}_{p}\left(\mathbf{0}, \mathbf{Q}^{-1} \cdot \xi^{2}\right) \tag{7.8}
\end{equation*}
$$

where $\mathbf{Q}$ has been defined in Section 5 and $\xi^{2}$ is a positive scalar constant depending on the particular form of the $L$-estimator and the d.f. $F^{*}$. Note that the $\sqrt{n}$-consistency property of this estimator is a consequence of the above result. In the next step, we consider the aligned observations (residuals)

$$
\begin{equation*}
\tilde{Y}_{n i}=Y_{i}-\tilde{\boldsymbol{\beta}}_{n}^{\prime} \mathbf{t}_{i}, \quad i=1, \ldots, n, \tag{7.9}
\end{equation*}
$$

and observe that by virtue of (7.8) and the bounded nature of the (fixed-)t $\mathbf{t}_{i}$, the perturbations of the residuals in (7.9) (around their true values) are $O_{p}\left(n^{-1 / 2}\right)$. Next we consider the set of aligned vectors ( $\tilde{Y}_{n i}, \mathbf{Z}_{i}$ ), $i=1, \ldots, n$. On this set we incorporate the methodology of conditional functionals as has been presented before. However, we need to keep certain features in mind. First, these aligned stochastic vectors are not necessarily independent or even marginally identically distributed (though the $\mathbf{Z}_{i}$ are i.i.d.). Second, in view of the stochastic nature of the $\mathbf{Z}_{i}$, we need to formulate a set $\mathscr{C} \in \mathscr{R}^{q}$ (usually a compact one), and allowing z to vary over $\mathscr{C}$ and pointwise defining a conditional functional $\theta(\mathbf{z})=$ $\theta(F(\cdot \mid \mathbf{z})), \mathbf{z} \in \mathscr{C}$, we obtain a functional process:

$$
\begin{equation*}
\Theta(\mathscr{C})=\{\theta(\mathbf{z}): \mathbf{z} \in \mathscr{C}\} . \tag{7.10}
\end{equation*}
$$

Thus our primary task is to construct a functional estimator (process) to estimate the functional in (7.10). Third, in this venture, we need to pay due attention to the apparently contradictory outcomes: bias due to possible oversmoothing and slower rate of convergence due to the infinite-dimensional nature of the parameter. Finally, a prescribed solution should be reasonably adoptable in actual practice when the sample size may not be enormously large. This last requirement may often preclude most of the contemporary refined local smoothing techniques based on pure asymptotic considerations.

A linearity theorem based approach has been considered by Sen (1995b, 1996b) and it works out reasonably well in this respect. If we denote by $Y_{i}^{o}=Y_{i}-\boldsymbol{\beta}^{\prime} \mathbf{t}_{i}, i=1, \ldots, n$, then we note that the $\left(Y_{i}^{o}, \mathbf{Z}_{i}\right)$ are i.i.d.r. vectors, so that the formulation of conditional quantiles presented earlier remains valid in this setup. In the next step, we consider a compact $\mathscr{K} \in \mathscr{R}^{p}$ and define

$$
\begin{equation*}
Y_{n i}^{o}(\mathbf{b})=Y_{i}^{o}-n^{-1 / 2} \mathbf{b}^{\prime} \mathbf{t}_{i}, \quad i=1, \ldots, n, \quad \mathbf{b} \in \mathscr{K} \tag{7.11}
\end{equation*}
$$

Note that the concomitant variates are not affected by this regression-translation, and hence, corresponding to a pivot $\mathbf{z}_{o} \in \mathscr{C}$, we can define the $k_{n}$ - NN order statistics ( $D_{n: 1}^{o}$ ) as in before (7.2). With this definition, replacing the $Y_{i}$ in (7.2) by the corresponding $Y_{n i}^{o}(\mathbf{b})$ in (7.11), we define the $k_{n}$-NN empirical d.f. by

$$
\begin{equation*}
\hat{F}_{n, k_{n}}\left(y \mid \mathbf{z}_{o} ; \mathbf{b}\right), \quad \mathbf{z}_{o} \in \mathscr{C}, \quad \mathbf{b} \in \mathscr{K} . \tag{7.12}
\end{equation*}
$$

Note that for $\mathbf{b}=\mathbf{0}$, the asymptotics presented before hold. Then Sen (1995b, 1996b) managed to show that under appropriate regularity conditions, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{\mathbf{z} \in \mathscr{C}} \sup _{\mathbf{b} \in \mathscr{K}} \sup _{y \in \mathscr{R}} k_{n}^{1 / 2}\left|\hat{F}_{n, k_{n}}(y \mid \mathbf{z} ; \mathbf{b})-\hat{F}_{n, k_{n}}(y \mid \mathbf{z} ; \mathbf{0})\right| \rightarrow_{P} 0 . \tag{7.13}
\end{equation*}
$$

This last result in turn implies that for smooth $L$-functionals (viz., Hadamard differentiable ones), the perturbation does not affect the asymptotics upto the order $k_{n}^{-1 / 2}$. Therefore conditional functionals based on the aligned residuals have the same (first order) asymptotic properties as the ones based on the true residuals. This methodology also suggests that we may improve the estimator of $\boldsymbol{\beta}$ based on the marginal model by gridding the compact set $\mathscr{C}$ into a number of buckets, estimating the parameters from each bucket by suitable $L$-functionals, and then combining these estimators by a version of the weighted least squares method. For details, we refer to Sen (1996b).

## 8. Applications of order statistics in some reliability problems

There are various problems cropping up in reliability and life testing models where order statistics play a vital role. The related asymptotics, mostly adopted from Sen (1995a), are outlined here with a view to foster more applications in practice. We consider four basic reliability models:
(a) Statistical strength of a bundle of parallel filaments;
(b) Reliability of $K$-component system - in series;
(c) Reliability of $K$-component system - in parallel;
(d) Systems availability, under spare and repair.

First, we consider Daniels' (1945) formulation of (a). Consider a bundle of $n$ parallel filaments. Assume that a load to which the bundle may be subjected to is shared uniformly by the $n$ filaments, whose individual strengths are denoted by $X_{1}, \ldots, X_{n}$ respectively, and further that the $X_{i}$ are i.i.d. nonnegative r.v.'s with d.f. $F$ defined on $\mathscr{R}^{+}$. Let $X_{n: 1}<\cdots<X_{n: n}$ be the order statistics associated with the $X_{i}$. Then Daniels (1945) defined the bundle strength as

$$
\begin{equation*}
B_{n}=\max \left\{(n-k+1) X_{n: k}: 1 \leq k \leq n\right\}, \tag{8.1}
\end{equation*}
$$

and by very elaborate analysis he established the consistency and asymptotic normality of the perunit bundle strength $\left(Z_{n}=n^{-1} B_{n}\right)$. Note that $B_{n}$ is a well defined function of the sample order statistics, but it is not a linear combination of the order statistic, nor an extreme order statistic. Hence the classical asymptotic theory of order statistics may not be of much use in this context. Nevertheless, denoting by $F_{n}$ the sample d.f., we may write, as in Sen, Bhattacharyya and Suh (1973),

$$
\begin{equation*}
Z_{n}=\sup \left\{x\left[1-F_{n}(x)\right]: x \in \mathscr{R}^{+}\right\} . \tag{8.2}
\end{equation*}
$$

This immediately suggests that the centering constant for $Z_{n}$ should be

$$
\begin{equation*}
\theta(F)=\sup \left\{x[1-F(x)]: x \in \mathscr{R}^{+}\right\}=x_{o}\left[1-F\left(x_{o}\right)\right] \tag{8.3}
\end{equation*}
$$

where we assume that $x_{o}=x_{o}(F)$ is a unique point where this supremum is attained. If the d.f. $F$ is of known functional form (involving possibly some unknown parameters), $\theta(F)$ can be expressed as a function of these parameters (often quite simple in form), so that optimum estimation of $\theta(F)$ can be achieved through optimum parametric estimation of these parameters. However, such estimates are usually highly nonrobust [Sen, 1995a], and hence, we advocate the use of nonparametric asymptotics for this model. In this context the one-to-one relationship of the vector of sample order statistics and empirical d.f. plays a basic role in the formulation of general asymptotic results presented below.

First, by establishing a reverse sub-martingale property of $\left\{Z_{n} ; n \geq 1\right\}$, Sen et al. (1973) were able to study (almost sure) convergence properties of $Z_{n}$ and the order of its asymptotic bias term too. But more remarkably, the weak convergence of the empirical process $W_{n}=\left\{n^{1 / 2}\left[F_{n}(x)-F(x)\right], x \in \mathscr{R}^{+}\right\}$to a tied-down Wiener process provides a vastly simpler and shorter proof of the asymptotic normality of $n^{1 / 2}\left\{Z_{n}-\theta(F)\right\}$ under minimal regularity assumptions on the d.f. $F$. It follows from this weak convergence result that the asymptotic mean squared error of $n^{1 / 2}\left(Z_{n}-\theta(F)\right)$ is equal to

$$
\begin{equation*}
\gamma^{2}(F)=\theta^{2}(F)\left\{F\left(x_{o}\right) / \bar{F}\left(x_{o}\right)\right\} \tag{8.4}
\end{equation*}
$$

where $\theta(F)=x_{o} \bar{F}\left(x_{o}\right)$, so that $x_{o}$ also depends on the underlying d.f. $F$, and can be estimated consistently. Second, this alternative approach enables one to encompass a large class of functionals (expressible as extrema of certain sample functions) and to establish their asymptotic properties under simpler regularity assumptions. Third, it also shows that there are possibly nonlinear and extremal type of functions of order statistics which are attracted by appropriate normal laws. Finally, this asymptotic normality and a related FOADR enable one to incorporate jackknife or bootstrap methods for estimating the (unknown) asymptotic mean squared error of such seemingly nonlinear estimators. We refer to Sen (1993a, 1994b) for some of these details.

Consider next Problem (b). A simple example is a chain with $K$ loops whose individual breaking strengths are denoted by $X_{1}, \ldots, X_{n}$ respectively. Note that the chain breaks when at least one of the loops is broken, so that the breaking strength of the chain is defined as

$$
\begin{equation*}
C_{K}=\min \left\{X_{i}: 1 \leq i \leq K\right\}=X_{K: 1} \tag{8.5}
\end{equation*}
$$

If independent copies of the system lifetime are available, one may proceed directly to incorporate the corresponding empirical d.f. in the estimation of the d.f. of $C_{K}$ as well as suitable functionals of that d.f. In that respect, there is no additional complication involved in statistical modeling and analysis for this type of reliability models. A more interesting statistical problem arises when independent copies of the strength of the loops are available, and they provide
additional statistical information too. It may be plausible to assume that the $X_{i}$ are i.i.d.r.v.'s with a d.f. $F$ defined on $\mathscr{R}^{+}$. Thus if we denote the d.f. of $C_{K}$ by $G_{K}$ and the corresponding reliability function by $\bar{G}_{K}=1-G_{K}$, then we have

$$
\begin{equation*}
\bar{G}_{K}(x)=[\bar{F}(x)]^{K}=\{1-F(x)\}^{K}, \quad x \in \mathscr{R}^{+} . \tag{8.6}
\end{equation*}
$$

The last equation provides a convenient means for estimating the reliability function $\bar{G}_{K}$ from the sample d.f. $F_{n}$ when a number of independent copies of the $X_{i}$ are available. We may consider the plug-in estimator of $G$ as follows:

$$
\begin{equation*}
\hat{G}_{n}(x)=1-\left\{1-F_{n}(x)\right\}^{K}, \quad x \in \mathscr{R}^{+} \tag{8.7}
\end{equation*}
$$

although this estimator may not be strictly unbiased when $K>1$. An optimal unbiased estimator of this reliability function is obtained by using Hoeffding's (1948) $U$-statistics theory. Define a kernel (of degree $K$ ) by letting

$$
\begin{equation*}
\phi\left(x_{1}, \ldots, x_{K}\right)=\min \left\{x_{1}, \ldots, x_{K}\right\} \tag{8.8}
\end{equation*}
$$

and incorporate this in the following $U$-process:

$$
\begin{equation*}
G_{U, n}(x)=\binom{n}{K}^{-1} \sum_{n, K} I\left(\phi\left(X_{i_{1}}, \ldots, X_{i_{K}}\right) \leq x\right), \quad x \in \mathscr{R}^{+} \tag{8.9}
\end{equation*}
$$

where the summation $\sum_{n, K}$ extends over all possible $\binom{n}{K} 1 \leq i_{1}<\cdots<i_{K} \leq n$. Apart from its unbiasedness, the $U$-process $\left\{G_{U, n}(x), x \in \mathscr{R}^{+}\right\}$possesses the Glivenko Cantelli type convergence property, the Hoeffding-decomposition and projection properties, and weak as well as strong invariance principles also hold for them.

Suppose now that we want to estimate $\theta\left(G_{K}\right)$, the mean lifetime of the system. By definition, we have

$$
\begin{equation*}
\theta\left(G_{K}\right)=\int_{0}^{\infty}\left\{1-G_{K}(x)\right\} \mathrm{d} x \tag{8.10}
\end{equation*}
$$

Then the Hoeffding (1948) $U$-statistic for this estimator is given by

$$
\begin{align*}
U_{n} & =\binom{n}{K}^{-1} \sum_{n, K} \phi\left(X_{i_{1}}, \ldots, X_{i_{K}}\right) \\
& =\binom{n}{K}^{-1} \sum_{i=1}^{n}\binom{n-i}{K-1} X_{n: i}, \tag{8.11}
\end{align*}
$$

where $X_{n: 1}, \ldots, X_{n: n}$ stand for the order statistics for a collection of $n X_{i}, i=1, \ldots, n$. Thus $U_{n}$ is an $L$-estimator and its asymptotic properties can be studied by an appeal to the standard $U$-statistics theory or the results presented in Sections 3 and 4. In general, we may consider a regular functional of the d.f. $G_{K}$ (such as a percentile or a measure of location) and employ appropriate $L$-estimators based on $G_{U, n}$. In the literature such estimators are often termed generalized $L$-estimators.

The case of the $K$-component system - in parallel follows parallel to the 'in series' case where instead of the $\min \left\{X_{1}, \ldots, X_{K}\right\}$, we have to work with their maximum (as the system survives as long as at least one of the component is alive). Here $G_{K}(x)=F^{K}(x), x \in \mathscr{R}^{+}$, and hence, similar changes are to be made in the definition of the kernel $\phi$ as well as the $U$-statistics constructed above. The parallel expression for the last equation in this case is the following:

$$
\begin{equation*}
U_{n}=\binom{n}{K}^{-1} \sum_{i=1}^{n}\binom{i-1}{K-1} X_{n: i} \tag{8.12}
\end{equation*}
$$

Therefore the relevance of order statistics asymptotics remains in tact in this case as well. In the same vein we may consider a $k$-out of- $K$ multicomponent system and express the reliability function as well as regular functionals for this system in terms of the original d.f. $F$, so that similar order statistics based statistical analysis can be made.

In a single unit system supported by a single spare and a repair facility, when the operating unit fails it is instantaneously replaced by the spare and sent to the repair shop. Upon repair it goes to the spare-box for its subsequent use. Thus the system fails when an operating unit fails but the spare box is empty. This occurs when the lifetime $(X)$ of the operating unit is shorter than the repairing time $(Y)$ of the last failed unit. Since to start with there is a spare with the same d.f. $F$ as the original unit, if we denote the d.f. of the repair times by $G$ and if $N$ is the number of operating units failure culminating in a system failure, then

$$
\begin{equation*}
P\{N=k+1\}=\alpha^{k-1}(1-\alpha), \quad k=1,2,3, \ldots, \tag{8.13}
\end{equation*}
$$

where $\alpha=P\{X>Y\}=\int_{0}^{\infty} G(x) \mathrm{d} F(x)$ is a positive fraction. Note that $\mathrm{E} D$, the expected system downtime is

$$
\begin{equation*}
\mathrm{E} D=\int_{0}^{\infty} \int_{0}^{\infty}\{\bar{G}(x+t) / \bar{G}(x)\} \mathrm{d} F(x) \mathrm{d} t \tag{8.14}
\end{equation*}
$$

The meantime until the first system failure, measuring from a regeneration point, is given by

$$
\begin{equation*}
\mathrm{E} T=(1-\alpha)^{-1} \theta(F) ; \quad \theta(F)=\int_{0}^{\infty} \bar{F}(x) \mathrm{d} x \tag{8.15}
\end{equation*}
$$

Assuming that (i) the repair of a failed unit restores it to its new condition, (ii) the original and spare units both have the same d.f., and (iii) $X$ and $Y$ are independent [viz., Barlow and Proschan (1991)], the limiting average availability of the system is defined by

$$
\begin{align*}
A_{F G} & =\mathrm{E} T\{\mathrm{E} T+\mathrm{E} D\}^{-1} \\
& =\theta(F)\{\theta(F)+(1-\alpha) \mathrm{E} D\}^{-1} \tag{8.16}
\end{align*}
$$

In a strict parametric mold, this model has been treated extensively in the literature, and reported in Barlow and Proschan (1991). A parallel nonparametric treatment is due to Sen and Bhattacharjee (1986) and Sen (1995a), among others.

Note that $\theta(F)$ has the natural nonparametric estimator $\theta\left(F_{n}\right)=\bar{X}_{n}$, the sample average of $n$ lifetimes of the operating units. Moreover, a plug-in estimator of $E D$ is given by

$$
\begin{align*}
D_{n} & =\int_{0}^{\infty} \int_{0}^{\infty}\left\{\bar{G}_{n}(x+t) / \bar{G}_{n}(x)\right\} \mathrm{d} F_{n}(x) \mathrm{d} t \\
& =n^{-1} \sum_{i=1}^{n} n_{i}^{-1} \sum_{j=1}^{n}\left(Y_{n: j}-X_{n: i}\right) I\left(Y_{n: j}>X_{n: i}\right) \tag{8.17}
\end{align*}
$$

where the $X_{n: i}$ and $Y_{n: j}$ stand for the order statistics of the $X$ and $Y$ sample values respectively, and

$$
\begin{equation*}
n_{i}=\sum_{j=1}^{n} I\left(Y_{n: j}>X_{n: i}\right), \quad i=1, \ldots, n \tag{8.18}
\end{equation*}
$$

Thus a plug-in estimator of $A_{F G}$ can be obtained by substituting these estimators in the form in (8.15). By definition this is a bounded and nonnegative random variable, and is expressible in terms of a (nonlinear) function of the order statistics $X_{n: i}$ and $Y_{n ; j}$. Asymptotics for order statistics, albeit in a functional mode, play a basic role in the study of consistency and asymptotic normality of the plug-in estimator. Jackknifing has also been incorporated to reduce the order of the leading bias term and to obtain the jackknife variance estimator of this estimator. Some alternative estimators are also considered along the same lines.

It is clear that this order statistics asymptotics based approach can also be adopted in other related problems in such reliability models.

## 9. TTT asymptotics and tests for aging properties

We have introduced the sample spacings and their normalized versions in (2.2) through (2.4), and the TTT function in (2.5). In reliability theory and survival analysis, such TTT statistics play a basic role, specially in the context of testing for some aging properties. We start with a nonnegative r.v. $X$ having a d.f. $F$ and survival function $\bar{F}$, defined on $\mathscr{R}^{+}$. Thus $\bar{F}(0)=1 . \bar{F}(x)$ is nonincreasing in $x \in \mathscr{R}^{+}$, and $\bar{F}(\infty)=0$. Moreover we assume that $F$ admits a continuous density $f$, and define the hazard function as

$$
\begin{equation*}
h_{F}(x)=-(\mathrm{d} / \mathrm{d} x) \log \bar{F}(x)=f(x) / \bar{F}(x), \quad x \in \mathscr{R}^{+} \tag{9.1}
\end{equation*}
$$

Then $h_{F}(x)$ is nonnegative and defining the cumulative hazard function as $H_{F}(x)=\int_{0}^{x} h_{F}(t) \mathrm{d} t$, we obtain that

$$
\begin{equation*}
\bar{F}(x)=\exp \left\{-H_{F}(x)\right\}, \quad x \in \mathscr{R}^{+} \tag{9.2}
\end{equation*}
$$

Aging properties of life distributions are then formulated in terms of the (cumulative) hazard function, density function and other associated functionals. Among these the mean residual life (MRL) function $e_{F}(x)$ is specially noteworthy. Note that by definition

$$
\begin{equation*}
e_{F}(x)=\left\{\int_{x}^{\infty} \bar{F}(y) \mathrm{d} y\right\} / \bar{F}(x)=\mathrm{E}(X-x \mid X>x), \quad x \in \mathscr{R}^{+} \tag{9.3}
\end{equation*}
$$

By contrast, the mean life time is $e_{F}(0)=\mathrm{E}(X)=\mu$, say. Moreover corresponding to a d.f. $F$ with finite mean $\mu$, we may define the first derived d.f. $T F(\cdot)$ by letting

$$
\begin{align*}
& T F(y)=\mu^{-1} \int_{0}^{y} \bar{F}(x) \mathrm{d} x \\
& \overline{T F}(y)=1-T F(y)=\mu^{-1} \int_{y}^{\infty} \bar{F}(x) \mathrm{d} x, \quad y \in \mathscr{R}^{+} \tag{9.4}
\end{align*}
$$

Before we proceed to introduce the characterizations of various aging properties, we may point out the role of order statistics and the TTT transformation in the formulation of the sample counterparts of these measures.

We define the order statistics $X_{n: i}$ as in (1.1), $F_{n}$ as in (1.2) (1.3), the spacings $l_{n j}$ as in (2.2), the normalized spacings $d_{n j}$ as in (2.3), their cumulative entries $D_{n k}$ as in (2.4), and the total time on test upto the point $t$ by $D_{n}(t)$ as in (2.5). then the sample counterpart of $\mu$ is the sample mean

$$
\begin{equation*}
\hat{\mu}_{n}=\bar{X}_{n}=n^{-1} D_{n n} \tag{9.5}
\end{equation*}
$$

Likewise the plug-in estimator of $\operatorname{TF}(y)$ is

$$
\begin{equation*}
T F_{n}(y)=\left(\hat{\mu}_{n}\right)^{-1} D_{n}(y) / n=D_{n}(y) / D_{n} n, \quad y \leq X_{n: n} \tag{9.6}
\end{equation*}
$$

Then a plug-in estimator of the MRL function $e_{F}(y)$ is

$$
\begin{align*}
\hat{e}_{n}(y) & =\left\{\bar{F}_{n}(y)\right\}^{-1} \int_{y}^{\infty} \bar{F}_{n}(x) \mathrm{d} x \\
& =(n-k)^{-1}\left\{D_{n n}-D_{n}(y)\right\}, \quad \text { for } X_{n: k} \leq y<X_{n: k+1}, k=0, \ldots, n \tag{9.7}
\end{align*}
$$

All these involve the TTT statistics at various timepoints, and as a result, are functions of the sample order statistics.

At the base of the characterizations of aging properties lies the simple exponential model $\bar{F}(x)=\exp \{-x / \mu\} I(x \geq 0)$ for which we have the following characterizations:
(i) $P\{X>x+y \mid X>x\}=\bar{F}(x+y) / \bar{F}(x)=\bar{F}(y)=P\{X>y\}$, for all $x, y \geq 0$.
(ii) The hazard function $h_{F}(y)=\mu^{-1}$ is a constant for all $y \geq 0$.
(iii) The MRL $e_{F}(x)=e_{F}(0)$, for all $x \in \mathscr{R}^{+}$.
(iv) The $d_{n j}$ are i.i.d.r.v.'s having the same exponential d.f.

The different aging concepts are related to the negation of such properties of the survival or reliability function. We mention here only the most commonly used ones.
(i) $N B(W) U$ Class. A d.f. $F$ is new better (worse) than used if

$$
\begin{equation*}
\bar{F}(y) \geq(\leq) \bar{F}(x+y) / \bar{F}(x), \quad \forall x, y \geq 0 \tag{9.8}
\end{equation*}
$$

(ii) $I(D) F R$ Class. A d.f. $F$ has increasing (decreasing) failure rate if

$$
\begin{equation*}
h_{F}(y) \text { is } \nearrow(\searrow) \text { or } H_{F}(y) \text { is convex (concave) in } y \in \mathscr{R}^{+} . \tag{9.9}
\end{equation*}
$$

(iii) $I(D) F R A$ Class. A d.f. $F$ has increasing (decreasing) failure rate average if

$$
\begin{equation*}
\bar{F}(c x) \text { is } \geq(\leq)[\bar{F}(x)]^{c}, \quad \forall x, c \geq 0 \tag{9.10}
\end{equation*}
$$

(iv) $D(I) M R L$ Class. A d.f. $F$ has decreasing (increasing) mean residual life if

$$
\begin{equation*}
e_{F}(x) \text { is } \searrow(\nearrow) \text { in } x \geq 0 \tag{9.11}
\end{equation*}
$$

(v) $N B(W) U E$ Class. A d.f. $F$ belongs to the new better (worse) than used in expectation if

$$
\begin{equation*}
e_{F}(0) \text { is } \geq(\leq) e_{F}(x), \quad \forall x \geq 0 \tag{9.12}
\end{equation*}
$$

(vi) $N B(W) R U E$ Class. Let $\{N(t), t \geq 0\}$ be a counting process relating to the number of renewals under instantaneous replacement (perfect repair) upto the time point $t(\geq 0)$ so that $N(0)=0$ with probability 1 and $N(t)$ is $\nearrow$, nonnegative and integer valued (r.v.). Under such repeated renewals it is well known that the remaining life

$$
\begin{equation*}
L(t)=\sum_{i=1}^{N(t)+1} X_{i}-t(t \geq 0) \tag{9.13}
\end{equation*}
$$

of the item in use at time $t$ converges in law to a nondegenerate r.v. $X_{o}$ (as $t \rightarrow \infty$ ) which has the d.f. $\operatorname{TF}(y)$, the first derived d.f. for $F$, already introduced in (9.4). Thus the corresponding MRL function is defined as

$$
\begin{equation*}
e_{T F}(y)=\mathrm{E}\left(X_{o}-y \mid X_{o}>y\right), \quad y \in \mathscr{R}^{+} \tag{9.14}
\end{equation*}
$$

Then a d.f. $F$ belongs to the new better (worse) than renewal used in expectation if

$$
\begin{equation*}
e_{F}(0) \text { is } \geq(\leq) e_{T F}(y), \quad \forall y \in \mathscr{R}^{+} \tag{9.15}
\end{equation*}
$$

There are some other concepts of aging (including the well known $\mathrm{HNB}(\mathrm{W}) \mathrm{E}$ property) which will not be included here. However, these are discussed in detail in a separate chapter in this volume, and hence the results to follow would apply to them as well.

It is well known that there is a partial ordering of these classes of life distributions. While the exponential family is the pivot of this complex, the IFR class contains the exponential ones as a vertex point and it is contained in the IFRA class, which is a subclass of the NBU class, and the NBUE class contains the NBU class; finally, the NBRUE class contains the NBUE class. A similar picture holds when the NBRUE class is replaced by the HNBUE class, although the

NBRUE class is neither contained in or contains the HNBUE class. Also a parallel implication diagram holds for the NWU etc. Therefore in testing for exponentiality of a d.f. $F$, it is of natural interest to consider a more general class of alternatives, and in this respect, the NBUE and NBRUE alternatives therefore appear to be more appropriate than the others.

Let us first consider the NBUE alternatives. Hollander and Proschan (1972) derived a test statistic for this class which can be expressed as

$$
\begin{equation*}
T_{n \mathrm{1}}=n^{-1} \sum_{i=1}^{n}\left\{\frac{3(n-i)}{2 n}-\frac{i-1}{2 n}\right\} X_{n: i} \tag{9.16}
\end{equation*}
$$

which is clearly an $L$-statistic with smooth weights. A more general class of $L$-statistics for this testing problem has been considered by Koul (1978), and for the asymptotic normality of such test statistics, we may make use of the general asymptotics presented in Sections 3 and 4. Let us look into this testing problem from a slightly different angle. Let

$$
\begin{equation*}
\xi_{F}(y)=\mu^{-1}\left\{\mu \bar{F}(y)-\int_{y}^{\infty} \bar{F}(x) \mathrm{d} x\right\}, \quad y \geq 0 \tag{9.17}
\end{equation*}
$$

Then for the exponential class, $\xi_{F}(y)=0, \forall y \geq 0$, while under the NBUE class, it is nonnegative everywhere, and positive for the strict NBUE class. As such, as a measure of divergence from exponentiality along the NBUE avenue, we may consider the following:

$$
\begin{equation*}
\Delta(F)=\sup _{y \geq 0} \xi_{F}(y) \tag{9.18}
\end{equation*}
$$

In the above definitions replacing the d.f. $F$ by its sample counterpart $F_{n}$, we may define the sample counterparts of $\xi_{F}(\cdot)$ and $\Delta(F)$ respectively as

$$
\begin{equation*}
\hat{\xi}_{n}(y)=\xi_{F_{n}}(y), y \geq 0 ; \quad \text { and } \hat{\Delta}_{n}=\Delta\left(F_{n}\right) \tag{9.19}
\end{equation*}
$$

Further recalling the piecewise linearity of the $\hat{\xi}_{n}(y)$, we may proceed as in Bhattacharjee and Sen (1995) and show that

$$
\begin{equation*}
\hat{\Delta}_{n}=\max \left\{D_{m n}^{-1} D_{n k}-n^{-1} k: k=0,1, \ldots, n\right\} \tag{9.20}
\end{equation*}
$$

where the $D_{n k}$ have been defined in (2.4). Again the above equation relates to a (nonlinear) function of the order statistics. The same statistic was proposed by Koul (1978) from a somewhat different consideration. Using a multivariate beta distributional characterization of the $D_{n n}^{-1} d_{n k}, k=1, \ldots, n$, a simpler derivation of the asymptotic distribution of $(n-1)^{1 / 2} \Delta_{n}$ under exponentiality is given in Bhattacharjee and Sen (1995). This paper also contains some extension of this distribution theory under various types of censoring; in the case of random censoring a similar functional of the Kaplan-Meier product limit estimator has been used along with suitable versions of the classical jackknifing and bootstrapping technique to provide a workable solution to the large sample distribution theory (as is needed for the actual testing problem).

Let us next consider the case of NBRUE alternatives. The situation is a bit more complex. Using the convex-ordering ( $\prec_{c}$ ) of $T F$ and $F$, we may write

$$
\begin{equation*}
F \text { is NBRUE } \Longleftrightarrow T F \prec_{c} F \tag{9.21}
\end{equation*}
$$

so that if we let

$$
\begin{equation*}
J_{F}(y)=\int_{y}^{\infty}\{\bar{F}(x)-\overline{T F}(x)\} \mathrm{d} x, \quad y \in \mathscr{R}^{+} \tag{9.22}
\end{equation*}
$$

then $J_{F}(y)=0, \forall y \geq 0$ when $F$ is exponential, and it is nonnegative for the NBRUE class. Thus as a measure of divergence from the exponentiality along the NBRUE avenue, we may consider a linear functional

$$
\begin{equation*}
J_{F}^{o}=\int_{0}^{\infty} J_{F}(y) \mathrm{d} \Omega(y) \equiv \int_{0}^{\infty} \xi_{F}(y) \Omega(y) \mathrm{d} y \tag{9.23}
\end{equation*}
$$

or a sup-norm functional

$$
\begin{equation*}
\Delta(F)=\sup \left\{\omega(y) J_{F}(y): y \in \mathscr{R}^{+}\right\} \tag{9.24}
\end{equation*}
$$

where $\omega(\cdot)$ is a nonnegative weight function, and $\Omega(y)$ is nonnegative and nondecreasing in $y(\geq 0)$. In particular, we may choose $\partial \Omega(y) / \partial y=\bar{F}(y), y \geq 0$, and $\omega(\cdot) \equiv 1$.

It is quite natural to consider the plug-in estimators of these functionals wherein we replace the unknown $F$ by the sample counterpart $F_{n}$. Proceeding as in Sen and Bhattacharjee (1996), we may then consider a rescaled statistic

$$
\begin{align*}
L=\sum_{i=1}^{n-1}\{ & D_{n k} d_{n, k+1} / D_{n n}^{2}+d_{n, k+1}^{2} /\left(2 D_{n n}^{2}\right) \\
& -n D_{n k} d_{n, k+1} /\left((n-k) D_{n n}^{2}\right)+n d_{n, k+1}^{2} /\left(2(n-k) D_{n n}^{2}\right)  \tag{9.25}\\
& \left.+n(n-k)^{-1}\left[D_{n n}^{2} d_{n, k+1}+D_{n k} d_{n, k+1}^{2}+d_{n, k+1}^{3} / 3\right] / D_{n n}^{3}\right\} .
\end{align*}
$$

Similarly, if we define

$$
\begin{equation*}
\hat{J}_{n}(y)=n^{-1}\left\{D_{n n}-D_{n}(y)\right\}-D_{n n}^{-1} \int_{y}^{\infty}\left\{D_{n n}-D_{n}(x)\right\} \mathrm{d} x, \quad y \geq 0 \tag{9.26}
\end{equation*}
$$

then we have for each $k(=0,1, \ldots, n)$,

$$
\begin{align*}
\hat{J}_{n k}=\hat{J}_{n}\left(X_{n: k}\right)= & \sum_{j=k+1}^{n} u_{n j}\left\{\frac{n}{n-j+1}\left[U_{n, j-1}-\frac{j-1}{n}\right]\right\} \\
& +\frac{1}{2} \sum_{j=k+1}^{n} \frac{n u_{n j}^{2}}{n-j+1} \tag{9.27}
\end{align*}
$$

where $u_{n j}=d_{n j} / D_{n n}$ and $U_{n k}=\sum_{j \leq k} u_{n j}$. Then the sup-norm test statistic is

$$
\begin{equation*}
\hat{\Delta}_{n}=\max \left\{\hat{J}_{n k}: k \leq n\right\} . \tag{9.28}
\end{equation*}
$$

Sen and Bhattacharjee (1996) employed the multivariate beta distribution of the $u_{n j}, j=1, \ldots, n$ (under exponentiality of $F$ ) to provide simple $L$-statistic approximation to $L_{n}$ and also managed to show that the sup-norm statistic has asymptotically (under the null hypothesis) the same distribution as of the supremum of a Wiener process on the unit interval $(0,1)$. Again the general asymptotics discussed in earlier sections provide the necessary tools in this investigation. This functional approach to testing the null hypothesis of exponentiality against various alternatives based on aging properties opens the doors for the TTT statistics, and these in turn are liked to the original sample order statistics. Therefore, the general asymptotics for order statistics provide the desired tools for the study of asymptotic properties of related tests.

## 10. Concluding remarks

Granted the sufficiency and completeness of sample order statistics prevailing in a large class of statistical models, the relevance of these statistics in statistical inference problems is quite apparent. On the top of that order statistics crop up in many situations as handy tools for summarizing the statistical information, and hence, from practical applications point of view, they are generally appealing even in a broader setup. Censoring schemes in survival and reliability analysis are the most notable areas of such applications. The interrelations of order statistics and the empirical processes have also added to the convenience of incorporating the order statistics asymptotics in some other areas of research. There are, however, certain other fields where parallel developments require more research on order statistics. One of the most noteworthy areas relates to multivariate analysis. There may not be a complete ordering of points on a two or higher dimensional space, and hence, order statistics may not be properly defined. Typically if the observations are themselves $p$ vectors, for some $p>1$, then for each coordinate, a set of order statistics can be defined as in the univariate case, and hence, these vectors of coordinatewise order statistics can be incorporated in drawing statistical conclusions. However, such a matrix of order statistics would not necessarily be affine-invariant (a property possessed by linear estimators based on the unordered variates). This drawback is not of that major concern when the different coordinate variates are not that linearly conformable. Nevertheless, in many problems in design of experiments, the vector of residuals may not have the full rank, and hence, a choice of a subset of variates having the full-rank property may not be unique. In this case, the coordinatewise order statistics may lose some of their natural appeal. Even in most simple cases, such as the bivariate normal distributions, the exact distribution theory of coordinatewise order statistics may become unmanageable when the sample size is not small. The asymptotics for coordinatewise order statistics are potentially usable in a much broader setup, although motivations for their adoptations need to be initiated on other grounds.

Concomitants of order statistics and conditional quantile functions are important developments in this context. We expect more research work in this direction in the near future.
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# Zero-One Laws for Large Order Statistics 

R. J. Tomkins and Hong Wang

## 1. Introduction

This article will present a survey of zero-one laws involving large order statistics of independent, identically distributed (i.i.d.) random variables. The importance of laws of this type in the study of the limiting behaviour of large order statistics has been established in the literature over the past forty years. In particular, these zero-one laws can be used to establish almost sure stability theorems for large order statistics.

Let $(\Omega, \mathscr{F}, P)$ be a probability space, and let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables defined on that space. For any given positive integer $r$, and for each $n \geq r$, define $Z_{r, n}$ to be the $r^{\text {th }}$ largest value in $\left\{X_{1}, \ldots, X_{n}\right\}$. Then $\left\{Z_{r, n}, n \geq r\right\}$ is called the $r^{\text {th }}$ maximum sequence of $\left\{X_{n}, n \geq 1\right\}$. If $i \leq n$ satisfies $X_{i}=Z_{r, n}$, then $r$ is said to be the rank of $X_{i}$ among $\left\{X_{1}, \ldots, X_{n}\right\}$.

Let $F$ be the common distribution function (d.f.) of the sequence $\left\{X_{n}, n \geq 1\right\}$, i.e., $F(x)=P\{X \leq x\}$ for each real $x$.

This article will focus on probabilities of the form

$$
\begin{equation*}
P\left\{Z_{r, n}>u_{n} \text { i.o. }\right\} \quad \text { and } \quad P\left\{Z_{r, n} \leq u_{n} \text { i.o. }\right\} \tag{1}
\end{equation*}
$$

where $r \geq 1$ and $\left\{u_{n}\right\}$ is a given real sequence. (The abbreviation "i.o." is used for "infinitely often".) It is an easy consequence of the Hewitt-Savage Zero-One Law (see, for instance, Breiman (1967)) that the two probabilities in (1) can assume no values other than zero or one.

Typically, as will be seen, a zero-one law for the large order statistics $\left\{Z_{r, n}, n \geq r\right\}, r \geq 1$, presents a series whose terms depend on $F$ and $\left\{u_{n}\right\}$ such that $P\left\{Z_{r, n}>u_{n}\right.$ i.o. $\}$ (or $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}$ ) equals zero if the series converges, and equals one if it diverges. Such a series is called a criterion series.

Zero-one laws for $P\left\{Z_{r, n}>u_{n}\right.$ i.o. $\}$, the so-called upper-case probability, are generally easier to derive than those for $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}$, the lower-case probability. An overview of upper-case results will appear in Section 2. The fundamental results in this case are due to Geffroy (1958/59) when $r=1$, to Mori (1976) for general $r \geq 1$, and to Deheuvels (1986) and Wang (1991) when the ranks vary with $n$.

Zero-one laws for the lower-class probability will be presented in Section3. Barndorff-Nielsen (1961) and Klass $(1984,1985)$ did pioneering work for $r=1$, while fundamental results for a general rank $r \geq 1$ are due to Frankel (1972, 1976), Shorack and Wellner (1978), and Wang and Tomkins (1992).

Finally, Section 4 will be devoted to zero-one laws for probabilities of the form $P\left\{Z_{r_{n}, n} \leq u_{n}\right.$ i.o. $\}$, where $\left\{r_{n}, n \geq 1\right\}$ is a non-decreasing sequence of integers obeying $1 \leq r_{n} \leq n$ for every $n$. Such a sequence $\left\{r_{n}\right\}$ is called a rank sequence. Since $n \geq r_{n}$, the random sequence $\left\{Z_{r_{n}, n}\right\}$ is well-defined. The study of this case was initiated by Deheuvels (1986) and extended by Wang (1991).

It should be noted that the results to follow can easily be restated to produce zero-one laws for the $r^{\text {th }}$ minimum sequence $\left\{X_{r, n}, n \geq r\right\}$, where $X_{1, n} \leq$ $X_{2, n} \leq \cdots \leq X_{n, n}$ are the order statistics of $\left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$, since $-X_{r, n}$ is the $r^{\text {th }}$ largest of $\left\{-X_{1},-X_{2}, \ldots,-X_{n}\right\}$.

## 2. Zero-One laws for the upper-case probability

Let $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ be real sequences such that $u_{n}$ is non-decreasing and $u_{n} \rightarrow \infty$ (under which circumstances we write " $u_{n} \uparrow \infty$ "). Then it is a straightforward task to show that $\max \left\{x_{1}, \ldots, x_{n}\right\} \leq u_{n}$ for all large values of $n$ iff (if and only if) $x_{n} \leq u_{n}$ for all large $n$. It follows easily that, if $u_{n} \uparrow \infty$,

$$
P\left\{Z_{1, n}>u_{n} \text { i.o. }\right\}=P\left\{X_{n}>u_{n} \text { i.o. }\right\}
$$

for every sequence of random variables $\left\{X_{n}\right\}$. In particular, if $X_{1}, X_{2}, \ldots$ are i.i.d. with common d.f. $F$, then it is a simple consequence of the Borel Zero-One Law (see, e.g. Chow and Teicher (1987), p. 61) that

$$
P\left\{Z_{1, n}>u_{n} \text { i.o. }\right\}=0 \text { or } 1
$$

according as

$$
\sum_{n=1}^{\infty}\left\{1-F\left(u_{n}\right)\right\} \text { converges or diverges },
$$

for any real sequence $u_{n} \uparrow \infty$. This result appears to have been derived first by Geffroy (1958/59).

Tomkins (1996) produced a counter-example to show that the preceding results may fail if $\left\{u_{n}\right\}$ is not non-decreasing. Furthermore, he proved that

$$
P\left\{Z_{1, n}>u_{n} \text { i.o. }\right\}=P\left\{Z_{1, n}>\inf _{k \geq n} u_{k} \text { i.o. }\right\}
$$

when $u_{n} \rightarrow \infty$, for every random sequence $\left\{X_{n}\right\}$. It follows that, for any independent sequence $\left\{X_{n}\right\}, P\left\{Z_{1, n}>u_{n}\right.$ i.o. $\}=0$ iff

$$
\sum_{n=1}^{\infty}\left[1-F\left(\inf _{k \geq n} u_{k}\right)\right]<\infty
$$

whenever $u_{n} \rightarrow \infty$. This result can also be deduced from Theorem 1 of Rothmann and Russo (1991), who defined the sequence $\left\{M_{n}\right\}$ by

$$
M_{n}=\max \left\{X_{i}: n-a_{n}<i \leq n\right\}
$$

for an integer sequence $\left\{a_{n}\right\}$ such that $1 \leq a_{n} \leq n$, and proved that $P\left\{M_{n}>u_{n}\right.$ i.o. $\}=0$ iff

$$
\sum_{n=1}^{\infty}\left[1-F\left(v_{n}\right)\right]<\infty
$$

where $v_{n}=\inf \left\{u_{i}: i-a_{i} \leq n \leq i\right\}$, whenever $u_{n} \rightarrow \infty$. If $a_{n}=n$, clearly $M_{n}=Z_{1, n}$ and the result of Tomkins (1995) follows. (Rothmann and Russo's Theorem 1 is stated for i.i.d. uniformly-distributed random variables. However, the foregoing statement of their result for a general independent sequence follows via a standard transformation argument.)

Kiefer (1972) was the first author to tackle the upper-class probability for a general (fixed) $r \geq 1$. His result was refined by Mori (1976), as follows:

Theorem 2.1. Let $\left\{X_{n}\right\}$ be an i.i.d. sequence with d.f $F$. Then, for any integer $r \geq 1$ and any real sequence $u_{n} \uparrow \infty$,

$$
P\left\{Z_{r, n}>u_{n} \text { i.o. }\right\}=0 \quad \text { iff } \quad \sum_{n=1}^{\infty} n^{r-1}\left\{1-F\left(u_{n}\right)\right\}^{r}<\infty
$$

Kiefer's (1972) version of Theorem 2.1 contained the superfluous hypothesis that $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ be non-decreasing. Note that Theorem 2.1 reduces to Geffroy's result when $r=1$.

As one might anticipate, the variable-rank case is more complicated. Indeed, complete results are not yet available for the upper-class probability in this case. We will present some sufficient conditions which guarantee that $P\left\{Z_{r_{n}, n}>u_{n}\right.$ i.o. $\}=0$ for a given rank sequence $\left\{r_{n}\right\}$. First, here is a result of Deheuvels (1986).

Theorem 2.2. Let $X_{1}, X_{2}, \ldots$ be an i.i.d. sequence with d.f. $F$. Let $\left\{r_{n}, n \geq 1\right\}$ be a rank sequence such that $r_{n} \rightarrow \infty$ and $\lim \sup _{n \rightarrow \infty}\left(r_{n} / n\right)<1$. Let $\left\{u_{n}\right\}$ be a nondecreasing sequence such that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{r_{n}-n\left[1-F\left(u_{n}\right)\right]}{\sqrt{r_{n}}}=\infty \tag{2}
\end{equation*}
$$

Then $P\left\{Z_{r_{n}, n}>u_{n}\right.$ i.o. $\}=0$ if

$$
\sum_{n=1}^{\infty} \frac{\sqrt{r_{n}}}{n}\left\{\frac{n \mathrm{e}}{r_{n}}\left[1-F\left(u_{n}\right)\right]\right\}^{r_{n}} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\}<\infty
$$

Deheuvels (1986) also proved that Theorem 2.2 remains true for a sequence $\left\{u_{n}\right\}$, not necessarily monotone, if $\lim \sup _{n \rightarrow \infty} r_{n}^{2} / n<\infty, u_{n} \leq u_{n+1}$ whenever $r_{n}=r_{n+1}$, and $\lim _{n \rightarrow \infty}\left\{r_{n}-n\left[1-F\left(u_{n}\right)\right]\right\} / \sqrt{r_{n} \log r_{n}}=\infty$.

More recently, Wang (1991) demonstrated that the conclusion of Theorem 2.2 still holds under the hypotheses $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty, \lim \sup _{n \rightarrow \infty} r_{n}\left[1-F\left(u_{n}\right)\right]<\infty$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{r_{n}-n\left[1-F\left(u_{n}\right)\right]}{\sqrt{n\left[1-F\left(u_{n}\right)\right]}}=\infty \tag{3}
\end{equation*}
$$

It is easy to check that $r_{n} / n \rightarrow 0$ under Wang's assumptions, so his result cannot imply Theorem 2.2 (which assumes only that $\lim _{\sup _{n \rightarrow \infty}} r_{n} / n<1$ ). However, (3) implies (2), so neither Theorem 2.2 nor Wang's result can be deduced from the other.

Finding conditions under which $P\left\{Z_{r_{n}, n}>u_{n}\right.$ i.o. $\}=1$ is an open problem.

Remark 1. If $\left\{r_{n}\right\}$ is a rank sequence such that $r_{n} \rightarrow r$ for some integer $r \geq 1$, then $r_{n}=r$ for all large $n$, so that $P\left\{Z_{r_{n}, n}>u_{n}\right.$ i.o. $\}=P\left\{Z_{r, n}>u_{n}\right.$ i.o. $\}$. Thus Theorem 2.1 can be applied in this case.

Remark 2. Let $X_{1}, X_{2}, \ldots$ be i.i.d. with d.f. $F$. Suppose $\left\{u_{n}\right\}$ is non-decreasing, but that $u_{n} \rightarrow u<\infty$. Define $x_{0}=\sup \{x: F(x)<1\}$. Then Theorem 2.1 remains true. If $u<x_{0}$, then $P\left\{X_{n}>u_{n}\right.$ i.o. $\} \geq P\left\{X_{n}>u\right.$ i.o. $\}=1$ by the Borel Zero-One law. It follows easily that $P\left\{Z_{r, n}>u_{n}\right.$ i.o. $\}=1, r \geq 1$. The same conclusion holds if $P\left\{X_{1}=x_{0}\right\}>0, u=x_{0}$ and $u_{n}<x_{0}, n \geq 1$, since $P\left\{X_{n}=x_{0}\right.$ i.o. $\}=1$ in this case. In either case, $\sum_{n=1}^{\infty} n^{r-1}\left[1-F\left(u_{n}\right)\right]^{r}=\infty$.

On the other hand, if $u>x_{0}$ then $u_{n}>x_{0}$ for all large $n$, say $n \geq N$. Hence $P\left\{X_{n} \leq u_{n}\right\}=1$ for $n \geq N$. It follows easily that $P\left\{Z_{r, n}>u_{n}\right.$ i.o. $\}=0, r \geq 1$. The same conclusion holds if $u_{n}=x_{0}$ for all large $n$ (so that $u=x_{0}$ ). In either case, $\sum_{n=1}^{\infty} n^{r-1}\left[1-F\left(u_{n}\right)\right]^{r}<\infty$, since all but a finite number of terms equal zero.

Finally, suppose that $u=x_{0}, u_{n}<x_{0}$ for all $n$ and $P\left\{X_{1}=x_{0}\right\}=0$. Define $Y_{n}=\left(x_{0}-X_{n}\right)^{-1}$ and $v_{n}=\left(x_{0}-u_{n}\right)^{-1}$. Both $\left\{Y_{n}\right\}$ and $\left\{v_{n}\right\}$ are well-defined, and $Y_{n}>v_{n}$ iff $X_{n}>u_{n}$. Hence, for $r \geq 1$,

$$
\begin{array}{ll}
P\left\{Z_{r, n}>u_{n} \text { i.o. }\right\}=0 & \text { iff } \quad P\left\{r^{\text {th }} \max \left\{Y_{1}, \ldots, Y_{n}\right\}>v_{n} \text { i.o. }\right\}=0 \\
& \text { iff } \quad \sum_{n=1}^{\infty} n^{r-1}\left[P\left\{Y_{1}>v_{n}\right\}\right]^{r}<\infty \\
& \text { iff } \quad \sum_{n=1}^{\infty} n^{r-1}\left[1-F\left(u_{n}\right)\right]^{r}<\infty
\end{array}
$$

by Theorem 2.1, which applies since $v_{n} \uparrow \infty$. It follows that Theorem 2.1 is true under the assumption that $\left\{u_{n}\right\}$ be non-decreasing, but not necessarily divergent. This observation appears to be new.

## 3. Zero-one laws for the lower-case probability

Barndorff-Nielsen (1961) proved that

$$
P\left\{Z_{1, n} \leq u_{n} \text { i.o. }\right\}=0 \text { or } 1
$$

according as the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} F^{n}\left(u_{n}\right) \frac{\log \log n}{n} \tag{4}
\end{equation*}
$$

converges or diverges, provided that $\left\{u_{n}\right\}$ is non-decreasing and $\left\{\left[F\left(u_{n}\right)\right]^{n}\right\}$ is nonincreasing. Further, he showed by means of a counter-example that, in general, the hypothesis that $\left\{\left[F\left(u_{n}\right)\right]^{n}\right\}$ be non-increasing cannot be dropped. However, that hypothesis is not needed to establish that

$$
\begin{equation*}
P\left\{Z_{1, n} \leq u_{n} \text { i.o. }\right\}=0 \tag{5}
\end{equation*}
$$

when the series (4) converges. The proof of this part of Barndorff-Nielsen's results hinges on the following clever refinement of the Borel-Cantelli Lemma.

Lemma 3.1 (Barndorff-Nielsen (1961)). Let $\left\{A_{n}\right\}$ be a sequence of events. If $P\left(A_{n}\right) \rightarrow 0$ as $n \rightarrow \infty$ and $\sum_{n=1}^{\infty} P\left(A_{n} A_{n+1}^{c}\right)<\infty$, where $A_{n+1}^{c}$ denotes the complement of $A_{n+1}$, then $P\left\{A_{n}\right.$ i.o. $\}=0$.

An easy consequence of Lemma 3.1 is the following result: if $F^{n}\left(u_{n}\right) \rightarrow 0$ (or, equivalently, $\left.n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty\right)$ as $n \rightarrow \infty$ and

$$
\begin{equation*}
\sum_{n=1}^{\infty} F^{n}\left(u_{n}\right)\left[1-F\left(u_{n}\right)\right]<\infty \tag{6}
\end{equation*}
$$

then (5) holds, provided that $\left\{u_{n}\right\}$ is non-decreasing. Moreover, Wang and Tomkins (1992) proved that (6) implies $F^{n}\left(u_{n}\right) \rightarrow 0$ and (4) if $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is non-decreasing.

Barndorff-Nielsen (1961) proved the "divergence part" of his theorem by means of a delicate analysis of the random sequence $\left\{Z_{1, m_{n}}, n \geq 1\right\}$, where $m_{n}=\exp \{4 n / \log n\}, n \geq 1$; the sequence $\left\{m_{n}\right\}$ was used earlier (for different purposes) by Erdös (1942). Barndorff-Nielsen proved that the divergence of the series (4), together with the monotonicity of $\left\{\left[F\left(u_{n}\right)\right]^{n}\right\}$, yields $P\left\{Z_{1, m_{n}} \leq\right.$ $u_{m_{n}}$ i.o. $\}>0$, so that $P\left\{Z_{1, n} \leq u_{n}\right.$ i.o. $\}=1$ by the Hewitt-Savage Zero-One Law.

Suppose that $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is non-decreasing and divergent. Then, using Barndorff-Nielsen's approach, it can be shown that $P\left\{Z_{1, n} \leq u_{n}\right.$ i.o. $\}=0$ or 1 according as

$$
\begin{equation*}
\sum_{n=3}^{\infty} \frac{\log \log n}{n} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\} \tag{7}
\end{equation*}
$$

converges or diverges (cf Galambos (1987), p. 252, and Wang and Tomkins (1992)). Under the same hypotheses, Robbins and Siegmund (1972) proved that $P\left\{Z_{1, n} \leq u_{n}\right.$ i.o. $\}=0$ or 1 according as the series

$$
\begin{equation*}
\sum_{n=1}^{\infty}\left[1-F\left(u_{n}\right)\right] \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\} \tag{8}
\end{equation*}
$$

converges or diverges.
Using a different tack, Klass $(1984,1985)$ proved that if $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty$, then $P\left\{Z_{1, n} \leq u_{n}\right.$ i.o. $\}=0$ or 1 according as the series (8) converges or diverges. Notice that Klass's theorem places no monotonicity hypotheses on $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ or $\left\{\left(F\left(u_{n}\right)\right)^{n}\right\}$. Klass's approach also involved the study of the behaviour of $\left\{Z_{1, n}\right\}$ along a subsequence $\left\{n_{k}\right\}$ but, unlike Barndorff-Nielsen (1961), Klass defined $\left\{n_{k}\right\}$ so as to depend on the given sequence $\left\{u_{n}\right\}$ and the d.f. $F$. Indeed, Klass presented a number of such sequences, called monitoring sequences. For instance, one monitoring sequence is given by: $n_{1}=1$ and, for $k \geq 1$,

$$
n_{k+1}=\min \left\{j>n_{k}:\left(j-n_{k}\right)\left[1-F\left(u_{n_{k}}\right)\right] \geq \lambda\right\}
$$

where $\lambda>0$. Klass (1984) proved that $P\left\{Z_{1, n} \leq u_{n}\right.$ i.o. $\}=0$ iff

$$
\begin{equation*}
\sum_{n=1}^{\infty} \exp \left\{-n_{k}\left[1-F\left(u_{n_{k}}\right)\right]\right\}<\infty \tag{9}
\end{equation*}
$$

and then (Klass (1985)) demonstrated that (9) holds iff the series in (8) converges.
Godbole (1987) provided a shorter proof of Klass's result using a martingale argument.

Rothmann and Russo (1991, 1993) studied circumstances under which $P\left\{M_{n} \leq u_{n}\right.$ i.o. $\}=0$, where $M_{n}=\max \left\{X_{i}: n-a_{n}<i \leq n\right\}$ and $\left\{a_{n}\right\}$ are integers with $1 \leq a_{n} \leq n$, and presented criterion series for the validity of this equation for several families of sequences $\left\{a_{n}\right\}$, all obeying $\lim \sup _{n \rightarrow \infty} a_{n} / n<1$.

A natural consequence of the appearance of Barndorff-Nielsen's (1961) zeroone law for $\left\{Z_{1, n}\right\}$ was a quest for similar results for $\left\{Z_{r, n}\right\}, r>1$. Compared to the $r=1$ case, the derivation of zero-one laws involving $\left\{Z_{r, n}\right\}$ is more complicated, mainly because the distribution function of $Z_{r, n}$, that is,

$$
P\left\{Z_{r, n} \leq x\right\}=\sum_{j=0}^{r-1}\binom{n}{j}[1-F(x)]^{j} F^{n-j}(x)
$$

is much more complex than that of $Z_{1, n}$ (i.e., $P\left\{Z_{1, n} \leq x\right\}=F^{n}(x)$ ) when $r>1$.
The first result in the general $r$ case is due to Frankel $(1972,1976)$ who used techniques based on empirical processes to prove that, for $r \geq 1$, $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}=0$ iff

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\left\{n\left[1-F\left(u_{n}\right)\right]^{r}\right\}}{n} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\} \tag{10}
\end{equation*}
$$

converges, provided that both $\left\{u_{n}\right\}$ and $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ are non-decreasing and that $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty$. Later, Shorack and Wellner (1978) demonstrated that Frankel's result remains valid if the monotonicity assumption about $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is replaced by:

$$
\liminf _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]}{\log \log n} \geq 1
$$

Clearly, Frankel's criterion series (10) reduces to (8) when $r=1$. It is natural to ask whether the other three criterion series (4), (6) and (7) from the $r=1$ case have analogues for a general $r \geq 1$. An affirmative answer is given by the following theorem due to Wang and Tomkins (1992). (See Wang (1997) for refinements of this result.)

Theorem 3.2. Let $\left\{X_{n}, n \geq 1\right\}$ be an i.i.d. sequence with d.f. $F$. Let $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty$ for a non-decreasing real sequence $\left\{u_{n}\right\}$. Fix any integer $r \geq 1$ and let $Z_{r, n}$ be the $r^{\text {th }}$ largest of $\left\{X_{1}, \ldots, X_{n}\right\}, n \geq r$.
(i) $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}=0$ if any of the following series converges:

$$
\begin{aligned}
& \sum_{n=3}^{\infty} F^{n}\left(u_{n}\right) \frac{(\log \log n)^{r}}{n} ; \\
& \sum_{n=1}^{\infty} n^{r-1}\left[1-F\left(u_{n}\right)\right]^{r} F^{n}\left(u_{n}\right) ; \\
& \sum_{n=r}^{\infty} P\left\{Z_{r, n} \leq u_{n}\right\}\left[1-F\left(u_{n}\right)\right] \\
& \sum_{n=1}^{\infty} n^{r-1}\left[1-F\left(u_{n}\right)\right]^{r} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\} ; \\
& \sum_{n=3}^{\infty} \frac{(\log \log n)^{r}}{n} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\}
\end{aligned}
$$

(ii) If $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is non-decreasing, then $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}=1$ if any of the five series above diverges.

Remarks 1. If $\liminf _{n \rightarrow \infty} n\left[1-F\left(u_{n}\right)\right]<\infty$, then $P\left\{Z_{r, n} \leq u_{n}\right.$ i.o. $\}=1$ for every $r \geq 1$ (cf. Wang and Tomkins (1992), Klass (1984)). Therefore, it makes sense to assume that $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty$ in Theorem 3.2.
2. Wang and Tomkins (1992) showed that $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is non-decreasing if $\left\{\left[F\left(u_{n}\right)\right]^{n}\right\}$ is non-increasing, but that the converse is false, in general. Thus, Theorem 3.2 contains Barndorff-Nielsen's (1961) result for the case $r=1$.
3. It is evident from Theorem 3.2 that, under the condition that $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$ is non-decreasing, all of the series listed in Theorem 3.2 (i) converge if any one of them converges.

## 4. Zero-One laws for the lower-case probability when ranks vary

This section will focus on circumstances under which

$$
P\left\{Z_{r_{n}, n} \leq u_{n} \text { i.o. }\right\}=0 \text { or } 1
$$

for a given rank sequence $\left\{r_{n}\right\}$ and a given real sequence $\left\{u_{n}\right\}$.
By definition, $1 \leq r_{n} \leq n$ and $r_{n} \leq r_{n+1}, n \geq 1$, so $\lim _{n \rightarrow \infty} r_{n}$ exists. If $\lim _{n \rightarrow \infty} r_{n}=r<\infty$, then $r$ is a positive integer and $r_{n}=r$ for all large $n$. Hence,

$$
P\left\{Z_{r_{n}, n} \leq u_{n} \text { i.o. }\right\}=P\left\{Z_{r, n} \leq u_{n} \text { i.o. }\right\}
$$

in this case, so Theorem 3.2 applies. Therefore, we will restrict our attention to the case where $\lim _{n \rightarrow \infty} r_{n}=\infty$.

The seminal work for variable ranks was done by Deheuvels (1986), who employed a methodology similar to the classical approach of Barndorff-Nielsen (1961) in the case $r=1$. Deheuvels produced results for the lower order statistics from a uniform distribution on $(0,1)$, but also observed that his results can be readily translated into zero-one laws for $\left\{Z_{r_{n}, n}, n \geq 1\right\}$ for a general i.i.d sequence $\left\{X_{n}\right\}$.

Theorem 4.1 (Deheuvels (1986)). Let $X_{1}, X_{2}, \ldots$ be an i.i.d. sequence with d.f. $F$, and let $\left\{u_{n}\right\}$ be a non-decreasing real sequence. Let $\left\{r_{n}, n>1\right\}$ be a divergent rank sequence such that $\lim \sup _{n \rightarrow \infty} r_{n} / n<1$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]-r_{n}}{\sqrt{r_{n}}}=\infty \tag{11}
\end{equation*}
$$

If

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\sqrt{r_{n}}}{n}\left\{\frac{n e}{r_{n}}\left[1-F\left(u_{n}\right)\right]\right\}^{r_{n}} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\} \tag{12}
\end{equation*}
$$

converges, then

$$
\begin{equation*}
P\left\{Z_{r_{n}, n} \leq u_{n} \text { i.o. }\right\}=0 \tag{13}
\end{equation*}
$$

Deheuvels also showed that Theorem 4.1 remains true for non-monotone sequences $\left\{u_{n}\right\}$ if $u_{n} \leq u_{n+1}$ whenever $r_{n}=r_{n+1}$ and either

$$
0<\liminf _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]-r_{n}}{\log \log n} \leq \limsup _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]-r_{n}}{\log \log n}<\infty
$$

or $\lim _{n \rightarrow \infty} \log r_{n+1} / \log r_{n}=1$,

$$
\limsup _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]}{(n+1)\left[1-F\left(u_{n+1}\right)\right]}<\infty \quad \text { and } \quad \liminf _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]}{r_{n}} \geq 1
$$

Theorem 4.2 (Deheuvels (1986)). Let $X_{1}, X_{2}, \ldots$ be a sequence of i.i.d. random variables with d.f. $F$. Let $\left\{r_{n}\right\}$ be a divergent rank sequence such that $r_{n} /\left(n p_{n}\right) \rightarrow 1$ for some non-increasing sequence $\left\{p_{n}\right\}$. Let $\left\{u_{n}\right\}$ be a real sequence
such that $n\left[1-F\left(u_{n}\right)\right] \leq(n+1)\left[1-F\left(u_{n+1}\right)\right]$ and $u_{n} \leq u_{n+1}$ whenever $r_{n}=r_{n+1}$. Suppose that either (a) $n\left[1-F\left(u_{n}\right)\right] / \log \log n \rightarrow A$ for some $A>0, r_{n}=$ $o(\log \log n)$ and $\lim \inf _{n \rightarrow \infty} r_{n} / \log \log n>0$, or (b) $r_{n}=O(\log \log n)$ and

$$
0<\liminf _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]}{\log \log n} \leq \limsup _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]}{\log \log n}<\infty
$$

If the series (12) diverges, then

$$
P\left\{Z_{r_{n}, n} \leq u_{n} \text { i.o. }\right\}=1
$$

Wang (1991) adapted techniques of Klass $(1984,1985)$ to establish necessary and sufficient conditions for (13) for a particular class of rank sequences.

Theorem 4.3 (Wang (1991)). Let $X_{1}, X_{2}, \ldots$ be i.i.d random variables with common d.f. $F$. Let $\left\{r_{n}\right\}$ be a divergent rank sequence and $\left\{u_{n}\right\}$ a non-decreasing sequence such that $n\left[1-F\left(u_{n}\right)\right] \rightarrow \infty, F\left(u_{n}\right) \rightarrow 1$,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} r_{n}\left[1-F\left(u_{n}\right)\right]<\infty \text { and } \limsup _{n \rightarrow \infty} r_{n} /\left(n\left[1-F\left(u_{n}\right)\right]\right)<1 \tag{14}
\end{equation*}
$$

Then $P\left\{Z_{r_{n}, n} \leq u_{n}\right.$ i.o. $\}=0$ or 1 according as the series (12) converges or diverges.
Notice that Wang's hypotheses in (14) imply that $\limsup _{n \rightarrow \infty} r_{n}^{2} / n<\infty$ and, for some $\delta<1$,

$$
\begin{aligned}
\lim _{n \rightarrow \infty} \frac{n\left[1-F\left(u_{n}\right)\right]-r_{n}}{\sqrt{r_{n}}} & =\lim _{n \rightarrow \infty} \sqrt{r_{n}}\left(\frac{n\left[1-F\left(u_{n}\right)\right]}{r_{n}}-1\right) \\
& \geq \lim _{n \rightarrow \infty} \sqrt{r_{n}}\left(\delta^{-1}-1\right)=\infty
\end{aligned}
$$

Consequently, (11) holds and $r_{n} / n \rightarrow 0$, so Theorem 4.1 can be invoked to show that (13) holds when the series (12) converges. However, unlike Theorem 4.2, Theorem 4.3 does not require that $r_{n}=O(\log \log n)$ and places no monotonicity restrictions on $\left\{n\left[1-F\left(u_{n}\right)\right]\right\}$.

Finally, we note that it follows readily from Stirling's formula that the series (12) converges if and only if

$$
\sum_{n=1}^{\infty}\binom{n}{r_{n}} \frac{\left[1-F\left(u_{n}\right)\right]^{r_{n}}}{n} \exp \left\{-n\left[1-F\left(u_{n}\right)\right]\right\}<\infty
$$

Notice that, if $r_{n}=r<\infty$ for all $n \geq 1$, it is now easy to show that (12) is equivalent to the convergence of the series (10).
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# Some Exact Properties Of Cook's $D_{I}$ 

D. R. Jensen and D. E. Ramirez

## 1. Introduction

Cook's (1977) $D_{I}$ statistics are used widely for assessing influence of design points in regression diagnostics. These statistics typically contain a leverage component and a standardized residual component. Subsets having large $D_{I}$ are said to be influential, reflecting high leverage for these points or outliers in the data.

In particular, consider a linear model $\mathbf{Y}=\mathbf{X}_{0} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$, with $(\mathbf{Y}, \boldsymbol{\varepsilon}) \in \mathbb{R}^{N}$, $\mathbf{X}_{0} \in F_{N \times k}$, and with $\boldsymbol{\beta} \in \mathbb{R}^{k}$ unknown. Partition $\mathbf{Y}=\left[\mathbf{Y}_{1}^{\prime}, \mathbf{Y}_{2}^{\prime}\right]^{\prime}, \mathbf{X}_{0}=\left[\mathbf{X}^{\prime}, \mathbf{Z}^{\prime}\right]^{\prime}$, and $\boldsymbol{\varepsilon}=\left[\boldsymbol{\varepsilon}_{1}^{\prime}, \boldsymbol{\varepsilon}_{2}^{\prime}\right]^{\prime}$ conformably, with $\left(\mathbf{Y}_{1}, \boldsymbol{\varepsilon}_{1}\right) \in \mathbb{R}^{n},\left(\mathbf{Y}_{2}, \varepsilon_{2}\right) \in \mathbb{R}^{r}, \mathbf{X} \in F_{n \times k}$ of rank $k<n$, and $\mathbf{Z} \in F_{r \times k}$, where $N=n+r$ and $r \leq k$. To assess the joint influence of design points comprising the rows of $\mathbf{Z}$, let $\hat{\boldsymbol{\beta}}=\left(\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}\right)^{-1} \mathbf{X}_{0}^{\prime} \mathbf{Y}$ be the least-squares estimator for $\boldsymbol{\beta}$ in the full data, with $\hat{\boldsymbol{\beta}}_{I}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{Y}_{1}$ from the reduced data. Versions of Cook's $D_{I}$ statistics, patterned after the generalized distance of Mahalanobis (1936), are obtained on specializing

$$
\begin{equation*}
D_{1}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, c \hat{\sigma}^{2}\right)=\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)^{\prime} \mathbf{M}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right) / c \hat{\sigma}^{2} \tag{1.1}
\end{equation*}
$$

where $\mathbf{M}(k \times k)$ is positive definite and $\hat{\sigma}^{2}$ is some estimator for the variance. Commonly used choices for $\mathbf{M}$ are $\mathbf{X}^{\prime} \mathbf{X}$ and $\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}=\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)$, and for $\hat{\sigma}^{2}$ are the residual mean square $S^{2}$ from the full data and $S_{I}^{2}$ from the reduced data, and for $c$ is $c=k$. Related constructs are the DFBETA's to gauge the influence of row $I=i$ of $\mathbf{X}_{0}$ in single-case diagnostics, as given by $\left\{D F \beta_{j, i}=\left(\hat{\beta}_{i j}-\hat{\beta}_{j}\right) /\right.$ $\left.S_{i}\left(C_{j j}\right)^{1 / 2} ; 1 \leq j \leq k\right\}$ for elements of $\left(\hat{\boldsymbol{\beta}}_{i}-\hat{\boldsymbol{\beta}}\right) \in \mathbb{R}^{k}$, with $C_{j j}$ as a diagonal element of $\mathbf{C}=\left(\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}\right)^{-1}$. We return to these subsequently.

In practice, benchmarks are essential for gauging whether $D_{i}$ is large enough to be deemed "influential." Since $D_{I}$ is random, its stochastic properties are crucial in setting guidelines for its use. Exact properties of $D_{I}$ in any of its forms essentially are unknown, despite an impressive list of references including books by Belsley, Kuh, and Welsch (1980), Chatterjee and Hadi (1988), Cook and Weisberg (1982), Fox (1991), and Rousseeuw and Leroy (1987). Thus benchmarks as currently prescribed at best are imprecise. Various authors refer $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, k S^{2}\right)$ to the Snedecor-Fisher distribution $F(k, N-k)$, but with some distrust. Cook and Weisberg (1982) refer $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, k S^{2}\right)$ to the $50^{\text {th }}$ percentile of $F(k, N-k)$, for
example, whereas Gray (1993) has questioned the appropriateness of scaling by $k$ in the denominator. We return to these issues later.

Here we seek structural parameters that drive $D_{I}$ stochastically, thereby accounting for diagnostic trends against random scatter in the data. At the same time, we seek to dispel some commonly held misconceptions. We show that (i) the $k$-dimensional distribution of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ is degenerate of rank $r<k$ unless $r=k$; (ii) the numerator and denominator of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, k S^{2}\right)$ are dependent, and the denominator is inflated stochastically by outliers resulting from shifted means; (iii) for $r=1$ the distribution of $D_{I}$ on scaling is $F(1, v)$ with $\hat{\sigma}^{2}$ chosen suitably; (iv) the exact distribution of $D_{I}$ derives generally from a weighted sum, the weights depending on leverages and on variances before and after a shift; and (v) small values for $D_{I}$ may indicate inliers, i.e., data points having error variance smaller than the remaining data. It is seen that design points having high leverage may mask the effects of a shift in either the mean or variance, whether the shift be up or down.

An outline of the paper follows. Section 2 contains conventions for notation, essentials regarding certain nonstandard distributions, and steps for the simultaneous reduction of rectangular matrices to quasidiagonal forms. The latter supports a canonical reduction of the model for subset diagnostics as in Section 3 , thereby unmasking the detailed structure of $D_{I}$. Exact distributions are studied in Section 4; effects of leverage and shifts in the mean or variance are examined; and stochastic bounds are given for distributions of these types. Modifications to $D_{I}$ are considered in Section 5, and Section 6 concludes with a brief summary.

## 2. Preliminaries

We first set conventions for notation; we next review essentials of some nonstandard distributions; and we then undertake the simultaneous reduction of rectangular matrices of different orders to quasidiagonal forms.
2.1. Notation. Spaces of note include the Euclidean $k$-space $\mathbb{R}^{k}$; its positive orthant $\mathbb{R}_{+}^{k}$; the collection $F_{n \times k}$ of real $(n \times k)$ matrices; and the symmetric $\left(S_{k}\right)$, positive semidefinite ( $S_{k}^{0}$ ), and positive definite $\left(S_{k}^{+}\right)$real $(k \times k)$ matrices. The transpose and inverse of $\mathbf{A}$ are denoted by $\mathbf{A}^{\prime}$ and $\mathbf{A}^{-1}$ as appropriate; $\mathbf{A}^{1 / 2} \in S_{k}^{+}$is the symmetric root of $\mathbf{A} \in S_{k}^{+}$; and $O(n)$ is the group of real orthogonal $(n \times n)$ matrices. Special arrays include the unit vector $\mathbf{1}_{n}=[1, \ldots, 1]^{\prime} \in \mathbb{R}^{n}$, the identity matrix $\mathbf{I}_{k}$ of order $(k \times k)$, and the block-diagonal form $\operatorname{Diag}\left(\mathbf{A}_{1}, \ldots, \mathbf{A}_{r}\right)$. Probability density and cumulative distribution functions are abbreviated as pdf and cdf; $\mathscr{L}(\mathbf{Y})$ refers to the law of distribution of $\mathbf{Y} \in \mathbb{R}^{n}$; and $N_{n}(\boldsymbol{\mu}, \boldsymbol{\Sigma})$ designates the Gaussian law on $\mathbb{R}^{n}$ having mean $E(\mathbf{Y})=\boldsymbol{\mu} \in \mathbb{R}^{n}$ and dispersion matrix $V(\mathbf{Y})=\mathbf{\Sigma} \in S_{n}^{+}$. Standard distributions on $\mathbb{R}_{+}^{1}$ include the $\operatorname{cdf} G(\cdot ; v, \lambda)$ of the chisquared distribution $\left(\chi^{2}(v, \lambda)\right)$ having $v$ degrees of freedom, and the $\operatorname{cdf} F(\cdot ; k, v, \lambda)$ of the $F$-distribution having $(k, v)$ degrees of freedom, both having noncentrality
parameter $\lambda$. The latter is omitted in the case of central distributions. Further classes emerge as follows.
2.2. Special distributions. Suppose that elements of $\mathbf{U}=\left[U_{1}, U_{2}, \ldots, U_{r}\right]^{\prime}$ are independent $\left\{N_{1}\left(\omega_{i}, 1\right) ; 1 \leq i \leq r\right\}$ random variates; let $\left\{\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right\}$ be positive weights; identify $T=\alpha_{1} U_{1}^{2}+\cdots+\alpha_{r} U_{r}^{2}$; and denote by $g_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1} \ldots, \omega_{r}\right)$ its pdf, and by $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ its cdf. These are written succinctly on occasion as $g_{r}\left(t ; \boldsymbol{\alpha}^{\prime}, \boldsymbol{\omega}^{\prime}\right)$ and $G_{r}\left(t ; \boldsymbol{\alpha}^{\prime}, \boldsymbol{\omega}^{\prime}\right)$ with $\boldsymbol{\alpha}^{\prime}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right]$ and $\omega^{\prime}=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{r}\right]$. If in addition $\mathscr{L}(V)=G(\cdot ; v)$ independently of $\mathbf{U}$, then the pdf of $W=v T / r V=v\left(\alpha_{1} U_{1}^{2}+\cdots+\alpha_{r} U_{r}^{2}\right) / r V$ is denoted by $f_{r}(w ;$ $\left.\alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$, and its cdf by $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$. Series expansions for $g_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ and $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$, and bounds on errors due to truncating each series, are developed for central and noncentral distributions in Kotz, Johnson, and Boyd (1967a,b); see also Johnson and Kotz (1970) and Mathai and Provost (1992). Building on the work of Gurland (1955) and Kotz et al. (1967a), Ramirez and Jensen (1991) derived series expansions for the central pdf and cdf of $\mathscr{L}(T / V)$, from which $f_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, v\right)$ and $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, v\right)$ follow directly on rescaling. Connections to standard distributions are that $G_{r}\left(t ; \alpha, \ldots, \alpha, \omega_{1}, \ldots, \omega_{r}\right)=G(t / \alpha ; r, \lambda) \quad$ and $F_{r}\left(w ; \alpha, \ldots, \alpha, \omega_{1}, \ldots, \omega_{r}, v\right)=F(w / \alpha ; r, v, \lambda)$, with $\lambda=\omega^{\prime} \omega / \alpha$.

Basic stochastic ordering properties of these distributions are summarized in the following.

Lemma 1. Given the foregoing developments, consider the distributions $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ and $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$. Then
(i) $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ increases stochastically in each $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$, i.e., for each fixed $t$ and $\omega^{\prime}=\left[\omega_{1}, \omega_{2}, \ldots, \omega_{r}\right], G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega^{\prime}\right)$ is a decreasing function of each $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$, and similarly for $F_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$.
(ii) $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ increases stochastically in each $\left\{\left|\omega_{i}\right| ; 1 \leq i \leq r\right\}$, i.e., for each fixed $t$ and $\alpha^{\prime}=\left[\alpha_{1}, \alpha_{2}, \ldots, \alpha_{r}\right], G_{r}\left(t ; \boldsymbol{\alpha}^{\prime}, \omega_{1}, \ldots, \omega_{r}\right)$ is a decreasing function of each $\left\{\left|\omega_{i}\right| ; 1 \leq i \leq r\right\}$, and similarly for $F_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$.

Proof. First consider $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$. From the assumption that $\left[U_{1}, U_{2}, \ldots, U_{r}\right]$ are independent $\left\{N_{1}\left(\omega_{i}, 1\right) ; 1 \leq i \leq r\right\}$ random variates, it follows directly that $\left\{\mathscr{L}\left(U_{i}^{2}\right)=\chi^{2}\left(1, \omega_{i}^{2}\right) ; 1 \leq i \leq r\right\}$ are independent. It is well known that $G(\cdot ; v, \lambda)$ increases stochastically with $\lambda$ for any $v$, so that $\mathscr{L}\left(U_{i}^{2}\right)$ increases stochastically with $\left|\omega_{i}\right|$ for each $1 \leq i \leq r$. In a similar manner $\mathscr{L}\left(\alpha_{i} U_{i}^{2}\right)$ increases stochastically with $\alpha_{i}$ for fixed $\left|\omega_{i}\right|$ for each $1 \leq i \leq r$. The first parts of conclusions (i) and (ii) now follow since the convolution of nonnegative random variables is itself a stochastically increasing operator. Conclusions pertaining to $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, v\right)$ now follow on applying conclusions (i) and (ii) for $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$ conditionally given $V=v$, and observing that the orderings hold independently of $v$ and thus unconditionally as well. This concludes our proof.
2.3. Rectangular matrix reductions. We undertake the simultaneous reduction of rectangular matrices $\mathbf{X} \in F_{n \times k}$ and $\mathbf{Z} \in F_{r \times k}$ to quasidiagonal forms. Details follow.

Lemma 2. Consider $\mathbf{X} \in F_{n \times k}$ of rank $k<n$, and let $\mathbf{Z} \in F_{r \times k}$ with $r \leq k$. Then there are orthogonal matrices $\mathbf{Q}_{1} \in O(n)$ and $\mathbf{Q}_{2} \in O(r)$, and a nonsingular matrix $\mathbf{G} \in F_{k \times k}$, such that

$$
\begin{equation*}
\mathbf{Q}_{1} \mathbf{X G}=\left[\mathbf{I}_{k}, \mathbf{0}\right]^{\prime} \text { and } \mathbf{Q}_{2} \mathbf{Z} \mathbf{G}-=\left[\mathbf{D}_{y}, \mathbf{0}\right] \tag{2.1}
\end{equation*}
$$

for $r<k$, whereas $\mathbf{Q}_{2} \mathbf{Z} \mathbf{G}=\mathbf{D}_{\gamma}$ for $r=k$, where the elements $\left\{\gamma_{1} \geq \gamma_{2} \geq \cdots \geq \gamma_{r}\right\}$ of $\mathbf{D}_{\gamma}=\operatorname{Diag}\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r}\right)$ comprise square roots of the ordered eigenvalues of $\mathbf{H}=\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{Z}^{\prime}$.

Proof. We offer a constructive proof using the expression $\mathbf{Q}_{2} \mathbf{Z G}=\left[\mathbf{D}_{\gamma}, \mathbf{0}\right]$ for $r<k$, with the understanding that $\mathbf{Q}_{2} \mathbf{Z G}=\mathbf{D}_{\gamma}$ for $r=k$. Take ( $\mathbf{X}, \mathbf{Z}$ ) into $\left(\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}, \mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}\right)$, and postulate that orthogonal matrices $\mathbf{P} \in O(k)$, $\mathbf{Q}_{1} \in O(n)$, and $\mathbf{Q}_{2} \in O(r)$ exist such that $\mathbf{Q}_{1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}=\left[\mathbf{I}_{k}, \mathbf{0}\right]^{\prime}$ and $\mathbf{Q}_{2} \mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}=\left[\mathbf{D}_{\gamma}, \mathbf{0}\right]$. Existence of the postulated $\left\{\mathbf{P}, \mathbf{Q}_{1}, \mathbf{Q}_{2}\right\}$ may be seen as follows. Clearly $\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime} \mathbf{P}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{X}^{\prime}=\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime}$ is idempotent of order $(n \times n)$ and rank $k$ for any $\mathbf{P} \in O(k)$, so that $\mathbf{Q}_{1} \in O(n)$ can be found giving the spectral form $\mathbf{Q}_{1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{Q}_{1}^{\prime}=\operatorname{Diag}\left(\mathbf{I}_{k}, \mathbf{0}\right)$. Moreover, since $\mathbf{P}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}$ $\mathbf{X}^{\prime} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}=\mathbf{I}_{k}$ for any $\mathbf{P} \in O(k)$, it follows that $\mathbf{Q}_{1} \mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}=\left[\mathbf{I}_{k}, \mathbf{0}\right]^{\prime}$ achieves the singular decomposition of $\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}$, i.e., $\mathbf{X}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}=\mathbf{Q}_{1}^{\prime}\left[\mathbf{I}_{k}, \mathbf{0}\right]^{\prime} \mathbf{P}$, with singular values $\mathbf{1}_{k}$. Now choose $\left(\mathbf{Q}_{2}, \mathbf{P}\right)$ such that $\mathbf{Q}_{2} \mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}=\left[\mathbf{D}_{\gamma}, \mathbf{0}\right]$ from the singular decomposition $\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}=\mathbf{Q}_{2}^{\prime}\left[\mathbf{D}_{\gamma}, \mathbf{0}\right] \mathbf{P}$. Here $\mathbf{D}_{\gamma}=$ Diag $\left(\gamma_{1}, \gamma_{2}, \ldots, \gamma_{r}\right)$ contains the ordered singular values of $\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}$, these being square roots of the nonvanishing eigenvalues of $\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{Z}^{\prime} \mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2}$, or equivalently, of $\mathbf{H}=\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{Z}^{\prime}$. The proof is now complete on identifying $\mathbf{G}$ as $\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1 / 2} \mathbf{P}^{\prime}$.

## 3. The structure of Cook's $D_{I}$

We first express the model in a canonical form making transparent the essential features of $D_{I}$. We initially apply the method of least squares to uncover the structure of $D_{I}$, requiring no assumptions on the errors beyond their joint nonsingularity and centering at zero. We then impose specific requirements on the error distributions to support more detailed conclusions.
3.1. The canonical form. Since the original model $\mathbf{Y}=\mathbf{X}_{0} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$ and its canonical form are related one- to-one, it suffices to consider the latter. To consider effects of a shift in $\mathrm{E}\left(\mathbf{Y}_{2}\right)$, we begin with the model

$$
\left[\begin{array}{l}
\mathbf{Y}_{1}  \tag{3.1}\\
\mathbf{Y}_{2}
\end{array}\right]=\left[\begin{array}{l}
\mathbf{X} \\
\mathbf{Z}
\end{array}\right] \boldsymbol{\beta}-\left[\begin{array}{l}
\xi_{1} \\
\xi_{2}
\end{array}\right]+\left[\begin{array}{l}
\varepsilon_{1} \\
\varepsilon_{2}
\end{array}\right]
$$

for $r \leq k$, where $\xi^{\prime}=\left[\xi_{1}^{\prime}, \xi_{2}^{\prime}\right]$ such that $\xi_{1}=\mathbf{0} \in \mathbb{R}^{n}$ and $\xi_{2} \in \mathbb{R}^{r}$. We first apply $\mathbf{Q}_{1} \in O(n)$ as in Lemma 1 to $\mathbf{Y}_{1}$ and $\varepsilon_{1}$. For later reference partition these as $\mathbf{Q}_{1} \mathbf{Y}_{1}=\left[\mathbf{U}_{1}^{\prime}, \mathbf{U}_{2}^{\prime}, \mathbf{U}_{3}^{\prime}\right]^{\prime}$ and $\mathbf{Q}_{1} \varepsilon_{1}=\left[\boldsymbol{\eta}_{1}^{\prime}, \boldsymbol{\eta}_{2}^{\prime}, \boldsymbol{\eta}_{3}^{\prime}\right]^{\prime}$, with $\left(\mathbf{U}_{1}, \boldsymbol{\eta}_{1}\right) \in \mathbb{R}^{r},\left(\mathbf{U}_{2}, \boldsymbol{\eta}_{2}\right) \in \mathbb{R}^{s}$, and $\left(\mathbf{U}_{3}, \boldsymbol{\eta}_{3}\right) \in \mathbb{R}^{t}$, such that $r+s=k$ and $t=n-k$. Further let $\mathbf{Q}_{2} \mathbf{Y}_{2}=\mathbf{U}_{4}$ and $\mathbf{Q}_{2} \boldsymbol{\varepsilon}_{2}=\boldsymbol{\eta}_{4}$, with $\left(\mathbf{U}_{4}, \boldsymbol{\eta}_{4}\right) \in \mathbb{R}^{r}$. Now choose $\mathbf{G}$ as in Lemma 1 ; take $\mathbf{X} \rightarrow \mathbf{Q}_{1} \mathbf{X G}, \mathbf{Z} \rightarrow \mathbf{Q}_{2} \mathbf{Z G}$, and $\boldsymbol{\beta} \rightarrow \mathbf{G}^{-1} \boldsymbol{\beta}=\boldsymbol{\theta} \in \mathbb{R}^{k}$; and partition the latter as $\boldsymbol{\theta}=\left[\boldsymbol{\theta}_{1}^{\prime}, \boldsymbol{\theta}_{2}^{\prime}\right]^{\prime}$, with $\boldsymbol{\theta}_{1} \in \mathbb{R}^{r}$ and $\boldsymbol{\theta}_{2} \in \mathbb{R}^{s}$ such that $r+s=k$. In summary, the model (3.1) may be written equivalently in canonical form as

$$
\left[\begin{array}{l}
\mathbf{U}_{1}  \tag{3.2}\\
\mathbf{U}_{2} \\
\mathbf{U}_{3} \\
\mathbf{U}_{4}
\end{array}\right]=\left[\begin{array}{cc}
\mathbf{I}_{r} & \mathbf{0} \\
\mathbf{0} & \mathbf{I}_{s} \\
\mathbf{0} & \mathbf{0} \\
\mathbf{D}_{\gamma} & \mathbf{0}
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{\theta}_{1} \\
\boldsymbol{\theta}_{2}
\end{array}\right]-\left[\begin{array}{l}
\mathbf{0} \\
\mathbf{0} \\
\mathbf{0} \\
\boldsymbol{\delta}
\end{array}\right]+\left[\begin{array}{l}
\boldsymbol{\eta}_{1} \\
\boldsymbol{\eta}_{2} \\
\boldsymbol{\eta}_{3} \\
\boldsymbol{\eta}_{4}
\end{array}\right]
$$

i.e., as $\mathbf{U}=\mathbf{W} \boldsymbol{\theta}-\boldsymbol{\delta}_{N}+\boldsymbol{\eta}$ with $\boldsymbol{\delta}_{N}^{\prime}=\left[\mathbf{0}^{\prime}, \boldsymbol{0}^{\prime}, \boldsymbol{0}^{\prime}, \boldsymbol{\delta}^{\prime}\right]$ and $\boldsymbol{\delta}=\mathbf{Q}_{2} \xi_{2} \in \mathbb{R}^{r}$. To proceed we suppose for now that $\boldsymbol{\delta}=\mathbf{0}$, i.e., that $\mathbf{Y}=\mathbf{X}_{0} \boldsymbol{\beta}+\boldsymbol{\varepsilon}$ and $\mathbf{U}=\mathbf{W} \boldsymbol{\theta}+\boldsymbol{\eta}$ are appropriate. Then solutions for (3.1) and (3.2) under the full and reduced data are related one-to-one, so that $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$. The cases $r=k$ and $r<k$ often can be consolidated on letting $\mathbf{D}_{\gamma}^{2}=\operatorname{Diag}\left(\gamma_{1}^{2}, \gamma_{2}^{2}, \ldots, \gamma_{k}^{2}\right) \in S_{k}^{0}$, with the understanding that $\mathbf{D}_{\gamma}^{2}=\operatorname{Diag}\left(\gamma_{1}^{2}, \gamma_{2}^{2}, \ldots, \gamma_{r}^{2}, 0, \ldots, 0\right)$ for $r<k$. We reinstate $\boldsymbol{\delta} \neq \mathbf{0}$ subsequently.

Recall from Lemma 1 that elements of $\mathbf{D}_{\gamma}^{2}=\operatorname{Diag}\left(\gamma_{1}^{2}, \gamma_{2}^{2}, \ldots, \gamma_{r}^{2}\right)$ for $r \leq k$ comprise the ordered eigenvalues of $\mathbf{H}=\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{Z}^{\prime}$. This is now seen to be the predictive dispersion matrix in predicting at $r$ points comprising the rows of $\mathbf{Z}$, based on $\hat{\boldsymbol{\beta}}_{I}$ from the reduced data. If instead we predict at $\mathbf{Z}$ based on $\hat{\boldsymbol{\beta}}$ from the full data, then the predictive dispersion matrix is given by $\mathbf{H}_{0}=$ $\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1} \mathbf{Z}^{\prime}$, with eigenvalues to be designated as $\left\{\lambda_{1} \geq \lambda_{2} \geq \cdots \geq \lambda_{r}\right\}$. The latter are clearly related to those of $\mathbf{H}$ through $\left\{\lambda_{i}=\gamma_{i}^{2} /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right\}$. As these eigenvalues assume a critical role in the developments following, for later reference we set $\boldsymbol{\Lambda}_{r}=\operatorname{Diag}\left(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{r}\right)=\mathbf{D}_{\gamma}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}$.

It should be noted that an elementary change of variables transfers $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, c \hat{\sigma}^{2}\right)$, in terms of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$, directly into $D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{M}(\gamma), c \hat{\sigma}^{2}\right)$ in terms of $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$, i.e.,

$$
\begin{equation*}
\left(\hat{\boldsymbol{\beta}}_{1}-\hat{\boldsymbol{\beta}}\right)^{\prime}\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)\left(\hat{\boldsymbol{\beta}}_{1}-\hat{\boldsymbol{\beta}}\right)=\left(\hat{\boldsymbol{\theta}}_{1}-\hat{\boldsymbol{\theta}}\right)^{\prime}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)\left(\hat{\boldsymbol{\theta}}_{1}-\hat{\boldsymbol{\theta}}\right), \tag{3.3}
\end{equation*}
$$

where for later reference we let $\mathbf{M}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)$ for $r=k$, and $\mathbf{M}(\gamma)=\operatorname{Diag}\left(\left(\mathbf{I}_{r}+\mathbf{D}^{2}\right), \mathbf{I}_{s}\right)$ for $r<k$. This may be seen on writing $\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{1 / 2} \mathbf{P}^{\prime}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{P}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{1 / 2}=\mathbf{G}^{\prime-1}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{G}^{-1}$ as in Section 2.3 , then combining terms to get the expression $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)^{\prime} \mathbf{G}^{\prime-1}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{G}^{-1}$ $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ and substituting $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ for $\mathbf{G}^{-1}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$.
3.2. Basic properties of $D_{I}$. Essential properties of $D_{I}$ follow directly. For the case $r=k$, let $\mathbf{U}_{0}=\left[\mathbf{U}_{1}^{\prime}, \mathbf{U}_{2}^{\prime}\right]^{\prime}=\mathbf{U}_{1}$ since $\mathbf{U}_{2}$ is now void, and observe that $\mathbf{W}^{\prime}=\left[\mathbf{I}_{k}, \mathbf{0}, \mathbf{D}_{\gamma}\right]$. It follows easily that $\left(\hat{\boldsymbol{\theta}}_{i}-\hat{\boldsymbol{\theta}}\right)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}\left(\mathbf{D}_{\gamma} \mathbf{U}_{0}-\mathbf{U}_{4}\right)$. From the nondegeneracy on $\mathbb{R}^{N}$ of $\mathscr{L}(\mathbf{Y})$, and thus of $\mathscr{L}(\mathbf{U})$, we infer that the
distribution of $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ is nonsingular on $\mathbb{R}^{k}$, as is $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$. The residual vector in canonical form for the full data is $\mathbf{R}^{\prime}=\left[\left(\mathbf{U}_{0}-\hat{\boldsymbol{\theta}}\right)^{\prime}\right.$, $\left.\mathbf{U}_{3}^{\prime},\left(\mathbf{U}_{4}-\mathbf{D}_{\gamma} \hat{\boldsymbol{\theta}}\right)^{\prime}\right]$, and the corresponding sum of squares is given by

$$
\begin{equation*}
(N-k) S^{2}=\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)^{\prime} \mathbf{D}_{\gamma}^{-1}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{D}_{\gamma}^{-1}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)+\mathbf{U}_{3}^{\prime} \mathbf{U}_{3}, \tag{3.4}
\end{equation*}
$$

as may be seen on noting that $\hat{\boldsymbol{\theta}}_{I}=\mathbf{U}_{0}$ and combining the first and last terms of $\mathbf{R}^{\prime} \mathbf{R}$.

The case $r<k$ is somewhat more delicate but proceeds as follows. From the reduced data in canonical form it is seen that $\hat{\boldsymbol{\theta}}_{I}^{\prime}=\left[\hat{\boldsymbol{\theta}}_{I 1}^{\prime}, \hat{\boldsymbol{\theta}}_{I 2}^{\prime}\right]=\left[\mathbf{U}_{1}^{\prime}, \mathbf{U}_{2}^{\prime}\right]$, whereas the corresponding error mean square is given by $(n-k) S_{I}^{2}=\mathbf{U}_{3}^{\prime} \mathbf{U}_{3}$. For the full data in canonical form we have for $r<k$ that $\mathbf{W}^{\prime} \mathbf{W}=\operatorname{Diag}\left(\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right), \mathbf{I}_{s}\right)$, and elements of $\hat{\boldsymbol{\theta}}^{\prime}=\left[\hat{\boldsymbol{\theta}}_{1}^{\prime}, \hat{\boldsymbol{\theta}}_{2}^{\prime}\right]$ are given in partitioned form as $\hat{\boldsymbol{\theta}}_{1}=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}$ $\left(\mathbf{U}_{1}+\mathbf{D}_{\gamma} \mathbf{U}_{4}\right)$ and $\hat{\boldsymbol{\theta}}_{2}=\mathbf{U}_{2}$, whereas the residual vector is given by

$$
\begin{equation*}
\mathbf{R}^{\prime}=\left[\left(\mathbf{U}_{1}-\hat{\boldsymbol{\theta}}_{1}\right)^{\prime},\left(\mathbf{U}_{2}-\hat{\boldsymbol{\theta}}_{2}\right)^{\prime}, \mathbf{U}_{3}^{\prime},\left(\mathbf{U}_{4}-\mathbf{D}_{\gamma} \hat{\boldsymbol{\theta}}_{1}\right)^{\prime}\right] \tag{3.5}
\end{equation*}
$$

The second subvector consists entirely of zeros since $\hat{\boldsymbol{\theta}}_{2}=\mathbf{U}_{2}$.
We next summarize essential features of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right), S_{I}^{2}$, and $S^{2}$ under the full and reduced data sets, as they stem from straightforward least-squares analyses.

Theorem 1. Let $\hat{\boldsymbol{\beta}}=\left(\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}\right)^{-1} \mathbf{X}_{0}^{\prime} \mathbf{Y}$ and $\hat{\boldsymbol{\beta}}_{I}=\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{X}^{\prime} \mathbf{Y}_{1}$ be least-squares estimators for $\boldsymbol{\beta}$ in the full and reduced data under $\mathbf{Y}=\mathbf{X}_{0} \boldsymbol{\beta}+\varepsilon$ as in (3.1), where $r \leq k$ and $\mathscr{L}(\mathbf{Y})$ is nonsingular on $\mathbb{R}^{N}$. Then
(i) $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ has a joint distribution on $\mathbb{R}^{k}$ of rank $r \leq k$, singular for $r<k$ and non-singular for $r=k$.
(ii) The residual sum of squares under the reduced data is given in canonical form as $(n-k) S_{I}^{2}=\mathbf{U}_{3}^{\prime} \mathbf{U}_{3}$.
(iii) The vector $\left(\hat{\theta}_{I}-\hat{\boldsymbol{\theta}}\right)$ is a component of the residual sum of squares $(N-k) S^{2}$ under the full data with $r=k$, whereas $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ is a component of $(N-k) S^{2}$ for $r<k$.
(iv) If $E(\boldsymbol{\varepsilon})=\mathbf{0}=E(\boldsymbol{\eta})$ in (3.1) and (3.2) with $\xi_{2}$ and $\delta$ not necessarily null, then $E\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}$ and thus $E\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}$ for $r=k$, whereas $E\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}$ and thus $E\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}_{1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}$ for $r<k$, where $\mathbf{G}_{1} \in F_{k \times r}$.

Proof. That conclusion (i) holds for $r=k$ was shown in developments preceding expression (3.4). For $r<k$, choose $\mathbf{G}$ as in Lemma 1 and Section 3.1, to be partitioned as $\mathbf{G}=\left[\mathbf{G}_{1}, \mathbf{G}_{2}\right]$ with $\mathbf{G}_{1} \in F_{k \times r}$, and observe that $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)=\mathbf{G}_{1}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ since $\left(\hat{\boldsymbol{\theta}}_{I 2}-\hat{\boldsymbol{\theta}}_{2}\right)=\mathbf{0}$ identically. Moreover, from the nonsingularity of $\mathscr{L}(\mathbf{Y})$ on $\mathbb{R}^{N}$ we infer that $\mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)\right)$ is nonsingular on $\mathbb{R}^{r}$, so that the joint distribution of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ on $\mathbb{R}^{k}$ is singular of rank $r<k$. Conclusion (ii) is a direct consequence of the canonical form as noted earlier. Conclusion (iii) is apparent from (3.4) for $r=k$, and for $r<k$ it follows on noting that

$$
\begin{equation*}
(N-k) S^{2}=\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)^{\prime} \mathbf{D}_{\gamma}^{-1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{D}_{\gamma}^{-1}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)+\mathbf{U}_{3}^{\prime} \mathbf{U}_{3}, \tag{3.6}
\end{equation*}
$$

where $\mathbf{D}_{\gamma}$ is now of order $(r \times r)$, together with the fact that $\left(\hat{\boldsymbol{\theta}}_{I 2}-\hat{\boldsymbol{\theta}}_{2}\right)=\mathbf{0}$ identically. To see conclusion (iv), we find from earlier developments with $r=k$ that $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}\left(\mathbf{D}_{\gamma} \mathbf{U}_{0}-\mathbf{U}_{4}\right)$, so that $E\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}\left[\mathbf{D}_{\gamma} \boldsymbol{\theta}-\right.$ $\left.\left(\mathbf{D}_{\gamma} \boldsymbol{\theta}-\delta\right)\right]=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \delta$ under the model (3.2), and similarity for $r<k$. This completes our proof.

The foregoing developments all follow from the least-squares principle assuming only nonsingularity and centering of the errors. In the next sections we examine $D_{I}$ for assessing influence under specific error assumptions, with reference both to leverage and to outliers.

## 4. Normal-Theory properties

Properties of $D_{I}$ are given next under Gaussian errors. The focus is on $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ under a block-diagonal dispersion matrix $V(\mathbf{Y})$, to be specialized as circumstances demand.
4.1. Basic results. Properties of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ are developed through $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$. Let $\mathbf{Q}=\operatorname{Diag}\left(\mathbf{Q}_{1}, \mathbf{Q}_{2}\right)$ with $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ as in Section 3.1; suppose that $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ are mutually uncorrelated with dispersion matrices $\Omega_{1} \in S_{n}^{+}$and $\Omega_{2} \in S_{r}^{+}$, so that $\mathbf{V}(\mathbf{Y})=\Omega=\operatorname{Diag}\left(\Omega_{1}, \Omega_{2}\right)$; and let $\mathbf{Q} \Omega \mathbf{Q}^{\prime}=\Sigma=\operatorname{Diag}\left(\mathbf{Q}_{1} \Omega_{1} \mathbf{Q}_{1}^{\prime}, \mathbf{Q}_{2} \Omega_{2} \mathbf{Q}_{2}^{\prime}\right)$, so that $\mathbf{V}(\mathbf{U})=\Sigma$ with $\mathbf{U}$ as in (3.2). Now partition $\Sigma=\left[\Sigma_{i j}\right]$ conformably with $\mathbf{U}=\left[\mathbf{U}_{1}^{\prime}, \mathbf{U}_{2}^{\prime}, \mathbf{U}_{3}^{\prime}, \mathbf{U}_{4}^{\prime}\right]^{\prime}$, so that $\mathbf{Q}_{2} \Omega_{2} \mathbf{Q}_{2}^{\prime}=\Sigma_{44}$; observe that $\left\{\Sigma_{14}, \Sigma_{24}, \Sigma_{34}\right\}$ all vanish owing to the block-diagonal structure of $\Sigma$; and write $\Sigma_{0}=\left[\Sigma_{i j} ; i, j=1,2\right]=\Sigma_{11}$ corresponding to $\mathbf{U}_{0}=\left[\mathbf{U}_{1}^{\prime}, \mathbf{U}_{2}^{\prime}\right]^{\prime}$, since $\mathbf{U}_{2}$ and hence $\Sigma_{22}$ are now void for $r=k$.

Proceed as in Section 3.2 and observe that $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}$ $\left(\mathbf{D}_{\gamma} \mathbf{U}_{0}-\mathbf{U}_{4}\right)$ for $r=k$. For $r<k$ it was seen that $\left(\hat{\boldsymbol{\theta}}_{I 2}-\hat{\boldsymbol{\theta}}_{2}\right)=\mathbf{0}$ identically, whereas $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}\left(\mathbf{D}_{\gamma} \mathbf{U}_{1}-\mathbf{U}_{4}\right)$. Essential properties of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ may be studied through $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ under Gaussian errors as follows, where we allow for a mean shift of $\xi_{2}$ in $\mathrm{E}\left(\mathbf{Y}_{2}\right)$, namely, $\mathrm{E}\left(\mathbf{Y}_{2}\right)=\mathbf{Z} \boldsymbol{\beta}-\xi_{2}$ as in (3.1), and similarly for (3.2). To these ends define special arrays as

$$
\begin{equation*}
\boldsymbol{\mu}_{r}(\boldsymbol{\delta})=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}, \tag{4.1}
\end{equation*}
$$

where $\boldsymbol{\delta}=\mathbf{Q}_{2} \xi_{2}$, and

$$
\begin{equation*}
\Xi_{r}(\gamma)=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}\left(\mathbf{D}_{\gamma} \Sigma_{11} \mathbf{D}_{\gamma}+\Sigma_{44}\right) \mathbf{D}_{\gamma}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \tag{4.2}
\end{equation*}
$$

Both expressions apply for each $r \leq k$, where $\Sigma_{11}=\Sigma_{0}$ for $r=k$ as noted earlier. A central result is the following.

Theorem 2. Suppose that $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}-\xi, \Omega\right)$, with $\xi^{\prime}=\left[\xi_{1}^{\prime}, \xi_{2}^{\prime}\right]$ such that $\xi_{1}=\mathbf{0}$ and $\xi_{2} \in \mathbb{R}^{r}$, and with $\Omega=\operatorname{Diag}\left(\Omega_{1}, \Omega_{2}\right)$, and consider $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right),\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ for $r=k$, and $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ for $r<k$. Then for $r=k$ :
(i) The distribution of $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ is nonsingular on $\mathbb{R}^{k}$ and is given by $N_{k}\left(\boldsymbol{\mu}_{k}(\boldsymbol{\delta}), \boldsymbol{\Xi}_{k}(\gamma)\right.$ ), where $\boldsymbol{\delta}=\mathbf{Q}_{2} \xi_{2}$, with $\boldsymbol{\mu}_{k}(\boldsymbol{\delta})$ as in (4.1) and $\boldsymbol{\Xi}_{k}(\gamma)$ as in (4.2).
(ii) The distribution of $\left(\hat{\boldsymbol{\beta}}_{1}-\hat{\boldsymbol{\beta}}\right)$ is nonsingular on $\mathbb{R}^{k}$ and is given by $N_{k}\left(\mathbf{G} \boldsymbol{\mu}_{k}(\boldsymbol{\delta}), \mathbf{G} \mathbf{\Xi}_{k}(\gamma) \mathbf{G}^{\prime}\right)$ with $\mathbf{G}$ as defined in Section 3.1. Moreover, for $r<k$ :
(iii) The distribution of $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ is nonsingular on $\mathbb{R}^{r}$ and is given by $N_{r}\left(\boldsymbol{\mu}_{r}(\boldsymbol{\delta}), \boldsymbol{\Xi}_{r}(\gamma)\right)$, where $\boldsymbol{\mu}_{r}(\boldsymbol{\delta})$ and $\boldsymbol{\Xi}_{r}(\gamma)$ are given in (4.1) and (4.2).
(iv) The distribution of $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ on $\mathbb{R}^{k}$ is the singular Gaussian distribution $N_{k}\left(\mathbf{G}_{1} \boldsymbol{\mu}_{r}(\boldsymbol{\delta}), \mathbf{G}_{1} \mathbf{\Xi}_{r}(\gamma) \mathbf{G}_{1}^{\prime}\right)$, where $\mathbf{G}=\left[\mathbf{G}_{1}, \mathbf{G}_{2}\right]$ is partitioned as in the proof for Theorem 1.

Proof. These conclusions all follow from standard arguments pertaining to linear transformations of Gaussian variates. In particular, expected values follow from Theorem 1 (iv), to complete our proof.

We turn next to structural parameters that drive $D_{I}$ stochastically, in partial explanation for the occurrence of extreme values in practice. To these ends we specialize the matrix $\Omega$ to include the cases $\Omega=\sigma^{2} \mathbf{I}_{N}$ and $\Omega=\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$.
4.2. The scaling of $D_{I}$. The matter of scaling in the denominator of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, c \hat{\sigma}^{2}\right)$ surfaces immediately. Prospects for a known distributional form of $D_{I}$ are predicated on a suitable scaling constant $c$ and choice for $\hat{\sigma}^{2}$. Recall from Theorem 1 (iii) that $\left(\hat{\boldsymbol{\theta}}_{l}-\hat{\boldsymbol{\theta}}\right)$ is a component of $(N-k) S^{2}$ for $r=k$, as is $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{l}\right)$ for $r<k$. Moreover, Theorem 1 (iv) shows under Gaussian errors that the first quadratic form on the right of (3.4) has a noncentral distribution unless $\boldsymbol{\delta}=\mathbf{0}$. We conclude that $\left(\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right), S^{2}\right)$ are dependent, as are $\left(\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right), S^{2}\right)$ and thus $\left(\left(\hat{\boldsymbol{\beta}}_{1}-\hat{\boldsymbol{\beta}}\right), S^{2}\right)$, even under the Gaussian model $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}, \sigma^{2} \mathbf{I}_{N}\right)$. The conventional use of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, k S^{2}\right)$ now may be seen to be flawed on three counts: (i) Its numerator has rank $r \leq k$, with rank $k$ if and only if $r=k$. Based on extensive numerical studies, routine scaling by $k$ was questioned by Gray (1993), who suggested scaling by subset size. On structural grounds we now concur that scaling by $r$, the number rows of $\mathbf{Z}$ and hence the rank of $\mathscr{L}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$, now appears to be appropriate, giving $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r \hat{\sigma}^{2}\right)$ for each $r \leq k$. (ii) The numerator and denominator of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, k S^{2}\right)$ are not independent, thus precluding the emergence of known distributions for ratios of mean squares. (iii) Not only are $\left(\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right), S^{2}\right)$ dependent, but the denominator of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, c S^{2}\right)$ will be inflated stochastically owing to its noncentral distribution when $\delta \neq \mathbf{0}$. A mean shift therefore may mask evidence of influence otherwise apparent in the numerator of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, c \hat{\sigma}^{2}\right)$ if scaled properly.

On the other hand, it is clear from Theorem 2 that $\left(\left(\hat{\boldsymbol{\theta}}_{l}-\hat{\boldsymbol{\theta}}\right), S_{I}^{2}\right)$ are independent under Gaussian errors with dispersion matrix $\Xi\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$, and that $(n-k) S_{I}^{2}=\mathbf{U}_{3}^{\prime} \mathbf{U}_{3}$ has a central distribution regardless of the value of $\boldsymbol{\delta}$. To avoid
anomalies of the foregoing types, henceforth we consider only versions of $D_{I}$ of the type $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, r S_{I}^{2}\right)$, including the case $r=k$.
4.3. Effects of leverage and outliers. Two versions of leverages are germane. The eigenvalues $\left\{\gamma_{1}^{2}, \ldots, \gamma_{r}^{2}\right\}$ of $\mathbf{H}=\mathbf{Z}\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1} \mathbf{Z}^{\prime}$ serve as canonical leverages in predicting at $\mathbf{Z}$ based on $\hat{\boldsymbol{\beta}}_{I}$. Similarly, $\left\{\lambda_{i}=\gamma_{i}^{2} /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right\}$ apply in predicting at $\mathbf{Z}$ based on $\hat{\boldsymbol{\beta}}$ from the full data as noted. Both figure prominently in the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, r S_{I}^{2}\right)$ under two commonly used choices of $\mathbf{M}$ to be studied next, followed by a comparative assessment of their diagnostic capabilities.

Several possibilities emerge for modeling what might be deemed to be "outliers." Here we consider (i) a possible shift in means, namely, $\mathrm{E}\left(\mathbf{Y}_{2}\right)=\mathbf{Z} \boldsymbol{\beta}-\xi_{2}$ as in (3.1) and the corresponding shift in (3.2), as well as (ii) a possible shift in variance between $\mathbf{Y}_{1} \in \mathbb{R}^{n}$ and $\mathbf{Y}_{2} \in \mathbb{R}^{r}$ in (3.1), or both. To model the latter, let $\mathrm{V}\left(\mathbf{Y}_{1}\right)=\sigma_{1}^{2} \mathbf{I}_{n}$ and $\mathrm{V}\left(\mathbf{Y}_{2}\right)=\sigma_{2}^{2} \mathbf{I}_{r}$, so that $\mathrm{V}(\mathbf{Y})=\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$ with $r \leq k$.

We first seek the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ through the canonical form $D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{M}(\gamma), r S_{I}^{2}\right)$ with $\mathbf{M}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)$ as defined following (3.3). To study $\mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)^{\prime}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\theta}\right) / \sigma_{I}^{2}\right)$, we specialize Theorem 2, under the dispersion structure $\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$, to infer for $r=k$ that $\mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{l}-\hat{\boldsymbol{\theta}}\right) / \sigma_{1}\right)=N_{k}\left(\boldsymbol{\mu}_{k}\left(\sigma_{1}\right), \boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right)$. Here $\boldsymbol{\mu}_{k}\left(\sigma_{1}\right)=\boldsymbol{\mu}_{k}(\boldsymbol{\delta}) / \sigma_{1} \quad$ as $\quad$ in (4.1), and $\quad \boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=\boldsymbol{\Xi}_{k}(\gamma) / \sigma_{1}^{2}=$ $\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-2} \mathbf{D}_{\gamma}^{2}\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right)$ with $\boldsymbol{\Xi}_{k}(\gamma)$ as in (4.2), since diagonal matrices commute. To express $\mathscr{L}\left(\left(\hat{\theta}_{1}-\hat{\boldsymbol{\theta}}\right)^{\prime}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right) / \sigma_{1}^{2}\right)$ in terms of $G_{k}\left(t ; \alpha^{\prime}, \omega^{\prime}\right)$ as in Section 2.2, we apply standard theory for distributions of quadratic forms in Gaussian variables, first constructing $\omega=\left[\boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right]^{-1 / 2} \mu_{k}\left(\sigma_{1}\right)=$ $\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right)^{-1 / 2} \boldsymbol{\delta} / \sigma_{1} \quad$ with typical elements $\left\{\omega_{i}=\delta_{i} /\left[\sigma_{1}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right)^{1 / 2}\right] ;\right.$ $1 \leq i \leq k\}$. The weights $\left\{\alpha_{1}, \ldots, \alpha_{k}\right\}$ in turn are eigenvalues of $\boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{M}(\gamma)$, to be recovered directly from

$$
\begin{equation*}
\boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{M}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-2} \mathbf{D}_{\gamma}^{2}\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right)\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \tag{4.3}
\end{equation*}
$$

which reduces to $\Gamma\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{M}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma}^{2}\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right)$ since the product is diagonal and diagonal matrices commute. Essential properties of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ and its canonical form may be summarized as follows, where elements of $\left(\gamma, \omega, \alpha, \sigma_{2}^{2} / \sigma_{1}^{2}\right\}$ emerge as structural parameters that drive $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, r S_{I}^{2}\right)$ stochastically.

Theorem 3. Suppose that $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}-\boldsymbol{\xi}, \boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right)$, with $\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ $=\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$. Then
(i) For each $r \leq k, \mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)^{\prime} \mathbf{M}(\gamma)\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right) / \sigma_{i}^{2}\right)=\mathscr{L}\left(\sum_{i=1}^{r} \alpha_{i} U_{i}^{2}\right)$, such that $\left\{U_{1}, U_{2}, \ldots, U_{r}\right\}$ are independent random $\left\{N_{1}\left(\omega_{i}, 1\right) ; 1 \leq i \leq r\right\}$ variates, where $\left\{\omega_{i}=\delta_{i} /\left[\sigma_{1}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right)^{1 / 2}\right] ; 1 \leq i \leq r\right\}$, and $\quad\left\{\alpha_{i}=\gamma_{i}^{2}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right) /\left(\gamma_{i}^{2}+1\right) ; 1 \leq\right.$ $i \leq r\}$. Its cdf thus is given by $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$.
(ii) The distribution of $D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{M}(\gamma), r S_{I}^{2}\right)$, and thus of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$, is given by $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, n-k\right)$ for each $r \leq k$.
(iii) For the case of outliers of neither type, the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ is given by the central cdf $F_{r}\left(w ; \gamma_{1}^{2}, \gamma_{2}^{2}, \ldots, \gamma_{r}^{2}, n-k\right)$.

Proof. Arguments supporting conclusion (i) were outlined in the foregoing paragraphs. To continue, note that $\mathscr{L}\left(\mathbf{U}_{3}^{\prime} \mathbf{U}_{3} / \sigma_{1}^{2}\right)=\chi^{2}(n-k, 0)$ independently of $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$, so that standard developments yield the distribution $\mathscr{L}\left(D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{M}(\gamma), k S_{I}^{2}\right)\right)$ for the case $r=k$ as in Section (2.2). Parallel steps for $r<k$ give $\mathscr{L}\left(D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{M}(\gamma), r S_{I}^{2}\right)\right)$ without difficulty. Claims for the distribution $\mathscr{L}\left(D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)\right)$ then follow as in (3.3) for each $r \leq k$, to give conclusion (ii). Conclusion (iii) now follows on specializing (ii), to complete our proof.

We next consider $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$ as another version in common use, where our reasons for scaling by $r S_{I}^{2}$ persist. To these ends we proceed precisely as in the proof for Theorem 3, with the one exception that $\mathbf{M}(\gamma)=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)$, as used there, is now supplanted by $\mathbf{I}_{r}$ for each $r \leq k$. The principle findings may be summarized as follows.

Theorem 4. Suppose that $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}-\xi, \boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right)$, with $\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=$ $\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$, and let $\left\{\lambda_{i}=\gamma_{i}^{2} /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right\}$ be canonical leverages in predicting at $\mathbf{Z}$ based on $\hat{\boldsymbol{\beta}}$ from the full data. Then
(i) $\mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)^{\prime}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right) / \sigma_{1}^{2}\right)=\mathscr{L}\left(\sum_{i=1}^{r} \alpha_{i} U_{i}^{2}\right)$, such that $\left\{U_{1}, U_{2}, \ldots, U_{r}\right\}$ are independent random $\left\{N_{1}\left(\omega_{i}, 1\right) ; 1 \leq i \leq r\right\}$ variates, where $\left\{\omega_{i}=\delta_{i} /\left[\sigma_{1}\left(\gamma_{i}^{2}+\right.\right.\right.$ $\left.\left.\left.\sigma_{2}^{2} / \sigma_{1}^{2}\right)^{1 / 2}\right] ; 1 \leq i \leq r\right\}$ as before, and $\left\{\alpha_{i}=\lambda_{i}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right) /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right\}$. Its cdf thus is given by $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$.
(ii) The distribution of $D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{I}_{r}, r S_{I}^{2}\right)$, and thus of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$, is given by $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, n-k\right)$ for each $r \leq k$.
(iii) For the case $\sigma_{2}^{2} / \sigma_{1}^{2}=1$, the distribution of $D_{l}\left(\hat{\boldsymbol{\theta}}, \mathbf{I}_{r}, r S_{I}^{2}\right)$, and thus of $D_{l}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$, is given by $F_{r}\left(w ; \lambda_{1}, \ldots, \lambda_{r}, \omega_{1}, \ldots, \omega_{r}, n-k\right)$ for each $r \leq k$, where $\left\{\omega_{i} ; 1 \leq i \leq r\right\}$ are as before and $\left\{\lambda_{i} ; 1 \leq i \leq r\right\}$ are canonical leverages in predicting at $\mathbf{Z}$ based on $\hat{\boldsymbol{\beta}}$ from the full data.
(iv) For the case of outliers of neither type, the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$ is given by the central $\operatorname{cdf} F_{r}\left(w ; \lambda_{1}, \ldots, \lambda_{r}, n-k\right)$ for each $r \leq k$, and this function is bounded below by $F_{r}\left(w ; \lambda_{1}, \ldots, \lambda_{r}, n-k\right) \geq F(w ; r, n-k)$ pointwise for each $w \geq 0$.

Proof. Except as noted, the bulk of the proof runs parallel to that of Theorem 3. That the cdf in conclusion (iv) is bounded below by a standard $F$-distribution is a consequence of the bound $\left\{\lambda_{i} \leq 1 ; 1 \leq i \leq r\right\}$ together with the orderings of Lemma 1.

The foregoing developments now support comparison of the diagnostic capabilities of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ and $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$. This may be garnered by examining in detail the shift $\left\{\omega_{i} ; 1 \leq i \leq r\right\}$ and scale $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$ parameters of Theorems 3 and 4, when coupled with Lemma 1.

In the absence of outliers resulting from shifted means or variance, Theorems 3 and 4 and Lemma 1 confirm that $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ and $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$ are driven stochastically by the canonical leverages $\left\{\gamma_{i}^{2} ; 1 \leq i \leq r\right\}$ and $\left\{\lambda_{i} ; 1 \leq i \leq r\right\}$, respectively. These may be very small in either case or, in the case of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$, very large, but are bounded above by 1.0 for $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$. Large outcomes thereby associate stochastically with high subset leverages, small outcomes with low leverages, and intermediate outcomes with moderate, or with a mix of high and low leverages. In particular, if all leverages are equal for a given subset, say $\left\{\gamma_{1}^{2}=\cdots=\gamma_{r}^{2}=\gamma^{2}\right\}$ as in first-order orthogonal designs, then the distributions of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ and $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$ relate to standard $F$-distributions through scaling as $F_{r}\left(w ; \gamma^{2}, \ldots, \gamma^{2}, n-k\right)=F\left(w / \gamma^{2} ; r, n-k\right)$ and $F(w / \lambda ; r, n-k)$, respectively, as in Section 2.2.

Nonetheless, since leverages can be found numerically from $\mathbf{X}_{0}$ independently of $\mathbf{Y}$, we find no diagnostic merit whatever in gauging subset leverages vicariously through a chance outcome of either $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ or $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$. This point of view in turn obviates the need for benchmarks on these statistics for assessing subset influence due to leverages.

For diagnosing shifts in means or variance, the use of either version of $D_{I}$ is clouded by a complexity of interrelationships among $\left\{\alpha, \omega, \gamma, \sigma_{2}^{2} / \sigma_{1}^{2}\right\}$. Expressions for $\left\{\omega_{i} ; 1 \leq i \leq r\right\}$ and $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$ from Theorems 3 and 4 link with Lemma 1 to gauge the stochastic behavior of both statistics as follows. Specifically, an increase in each scale factor $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$ often is offset in part by a decrease in the corresponding noncentrality component $\left\{\left|\omega_{i}\right| ; 1 \leq i \leq r\right\}$. For example, if $\delta$ and $\gamma$ are held fixed, then $\left|\omega_{i}\right|$ decreases, whereas $\alpha_{i}$ increases, with increasing $\sigma_{2}^{2} / \sigma_{1}^{2}$. Similarly, with $\delta$ and $\sigma_{2}^{2} / \sigma_{1}^{2}$ fixed, it is seen that $\left|\omega_{i}\right|$ decreases and $\alpha_{i}$ increases with increasing leverage $\gamma_{i}^{2}$ for both statistics. Further such comparisons follow directly.

Perhaps most striking is the multiplier effect exerted on each of the weights $\left\{\alpha_{i}=\gamma_{i}^{2}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right) /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right)$ in Theorem 3 by the extra leverage factor $\gamma_{i}^{2}$, dilating $\alpha_{i}$ for $\gamma_{i}^{2}>1$ and contracting $\alpha_{i}$ for $\gamma_{i}^{2}<1$. However, extreme dilation effects are preempted in Theorem 4 owing to the upper bound $\left\{\lambda_{i} \leq 1 ; 1 \leq i \leq r\right\}$.

Stochastic effects of variance outliers $\left(\sigma_{2}^{2} / \sigma_{1}^{2}>1\right)$ are masked by leverage, whether large or small, for both versions of $D_{I}$. On the other hand, a ratio $\sigma_{2}^{2} / \sigma_{1}^{2}$ near zero, if coupled with low subset leverages, will further depress $\left\{\alpha_{i} ; 1 \leq i \leq r\right\}$. In consequence, small observed values for either statistic may indicate a downward shift in variance from $\mathbf{Y}_{1}$ to $\mathbf{Y}_{2}$ if coupled with a subset having small leverages. It follows that benchmarks thus are needed for gauging not only whether each statistic is large enough to be deemed "influential," but whether it is small enough as well.

The diagnostic properties of both $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}_{0}^{\prime} \mathbf{X}_{0}, r S_{I}^{2}\right)$ and $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{X}^{\prime} \mathbf{X}, r S_{I}^{2}\right)$ at best are obscure, bringing into focus their practical merits as tools in subset diagnostics. The occurrence of small, intermediate, or large values has no clear link to either type of outlier, and therefore the practical value of each is less than definitive. These difficulties stem in part from the somewhat $a d$ hoc choices for $\mathbf{M}$ in
the statistic $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, c \hat{\sigma}^{2}\right)$. In the next section we reexamine these choices in light of results provided in Theorem 2.

## 5. Modified versions of $D_{I}$

Difficulties pertaining to $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, r S_{I}^{2}\right)$, as noted for $\mathbf{M}=\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}$ and $\mathbf{M}=\mathbf{X}^{\prime} \mathbf{X}$, stem in part from the choice for $\mathbf{M}$. We next embrace a more natural choice in keeping with conclusions of Theorem 2. Further developments then yield exact normal-theory inferences for shifted outliers as modeled in (3.1) and (3.2).
5.1. Rescaling through M. Temporarily assuming an ideal model with no outliers, we choose $\mathbf{M}$ to achieve a central $F$ - distribution as reference, not depending on leverages. We then reinstate outliers and examine diagnostic properties of the revised $D_{I}$ statistic. The main focus is the canonical form of (3.2), but those findings are lifted on occasion back to (3.1).

The technical details run parallel to those of Section 4.3, but now using standard theory for distributions of quadratic forms in Gaussian variables to determine M. Specifically, we take $\mathbf{M}$ as the inverse $\mathbf{B}(\gamma)=\mathbf{D}_{\gamma}^{-1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{D}_{\gamma}^{-1}$ from $\mathrm{V}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ for $r<k$, and from $\mathrm{V}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ for $r=k$, as would be appropriate under homogeneous variance. Invertibility is assured by Theorem 2. Expressions for $\left\{\omega_{i} ; 1 \leq i \leq r\right\}$ carry over intact, as these depend only on $\mathscr{L}\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ and not M. In contrast to Section 4.3, the weights $\left\{\alpha_{1}, \ldots, \alpha_{r}\right\}$ under a possible shift in variance are now eigenvalues of $\Gamma\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{B}(\gamma)$ as given by

$$
\begin{equation*}
\boldsymbol{\Gamma}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{B}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-2} \mathbf{D}_{\gamma}^{2}\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right) \mathbf{D}_{\gamma}^{-2}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right) \tag{5.1}
\end{equation*}
$$

which reduces to $\Gamma\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right) \mathbf{B}(\gamma)=\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1}\left(\mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2} \mathbf{I}_{k}\right)$ since the product is diagonal. Further let $\mathbf{V}=\left[\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}-\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1}\right]$, and observe that $\mathrm{V}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\sigma^{2} \mathbf{V}$ for the case that $\sigma_{1}^{2}=\sigma_{2}^{2}$. With these preliminaries in place, we may stipulate as before the distribution of $D_{I}\left(\hat{\theta}, \mathbf{B}(\gamma), r S_{I}^{2}\right)$ pertaining to (3.2). A corresponding version for (3.1) gives $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{V}^{-}, r S_{I}^{2}\right)=\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)^{\prime} \mathbf{V}^{-}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right) / r S_{I}^{2}$ with $\mathbf{V}^{-}$to be stipulated. Basic properties of these forms are summarized in the following.

Theorem 5. Suppose that $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}-\xi, \boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right)$, with $\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)=$ $\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$, and let $\mathbf{B}(\gamma)=\mathbf{D}_{\gamma}^{-1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{D}_{\gamma}^{-1}$. Then
(i) For each $r \leq k$, the representation $\mathscr{L}\left(\left(\hat{\boldsymbol{\theta}}_{11}-\hat{\boldsymbol{\theta}}_{1}\right)^{\prime} \mathbf{B}(\gamma)\left(\hat{\boldsymbol{\theta}}_{11}-\hat{\boldsymbol{\theta}}_{1}\right) / \sigma_{1}^{2}\right)=$ $\mathscr{L}\left(\sum_{i=1}^{r} \alpha_{i} U_{i}^{2}\right)$ holds, such that $\left\{U_{1}, U_{2}, \ldots, U_{r}\right\}$ are independent $\left\{N_{1}\left(\omega_{i}, 1\right)\right.$; $1 \leq i \leq r\}$ random variables, where the translation parameters are $\left\{\omega_{i}=\delta_{i} /\right.$ $\left.\left[\sigma_{1}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right)^{1 / 2}\right] ; 1 \leq i \leq r\right\}$ as before, and $\left\{\alpha_{i}=\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right) /\left(\gamma_{i}^{2}+1\right)\right.$; $1 \leq i \leq r\}$. Its cdf thus is given by $G_{r}\left(t ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}\right)$.
(ii) For $r=k$, the distribution of $D_{I}\left(\hat{\boldsymbol{\theta}}, \mathbf{B}(\gamma), k S_{I}^{2}\right)$, and thus of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathrm{~V}^{-1}, k S_{I}^{2}\right)$, is given by $F_{k}\left(w ; \alpha_{1}, \ldots, \alpha_{k}, \omega_{1}, \ldots, \omega_{k}, n-k\right)$, where $\mathbf{V}=\left[\left(\mathbf{X}^{\prime} \mathbf{X}\right)^{-1}-\left(\mathbf{X}^{\prime} \mathbf{X}+\mathbf{Z}^{\prime} \mathbf{Z}\right)^{-1}\right]$ as defined following (5.1).
(iii) Suppose that $\sigma_{2}^{2} / \sigma_{1}^{2}=1$. Then for $r=k$, the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{V}^{-1}, k S_{I}^{2}\right)$ is the noncentral cdf $F\left(w ; k, n-k, \lambda_{k}\left(\xi_{2}\right)\right)$ with noncentrality parameter $\lambda_{k}\left(\xi_{2}\right)=\boldsymbol{\mu}_{k}\left(\xi_{2}\right)^{\prime} \mathbf{V}^{-1} \boldsymbol{\mu}_{k}\left(\xi_{2}\right) / \sigma^{2}$, where $\boldsymbol{\mu}_{k}\left(\xi_{2}\right)=E\left(\hat{\boldsymbol{\beta}}_{1}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}\left(\mathbf{I}_{k}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \mathbf{Q}_{2} \xi_{2}$.
(iv) For $\sigma_{2}^{2} / \sigma_{1}^{2}=1$ and $r<k$, the distribution of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathrm{~V}^{-}, r S_{I}^{2}\right)$ is the noncentral cdf $F\left(w ; r, n-k, \lambda_{r}\left(\xi_{2}\right)\right)$, where $\mathbf{V}^{-}$is any reflexive symmetric $g$-inverse of $\mathbf{V}$, with noncentrality parameter $\lambda_{r}\left(\xi_{2}\right)=\boldsymbol{\mu}_{r}\left(\xi_{2}\right)^{\prime} \mathbf{V}^{-} \boldsymbol{\mu}_{r}\left(\xi_{2}\right) / \sigma^{2}$, where $\boldsymbol{\mu}_{r}\left(\xi_{2}\right)$ $=E\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}_{1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \mathbf{Q}_{2} \xi_{2}$.

Proof. Conclusions (i)-(iii) follow along the lines of the proof for Theorem 4. In particular, the expressions for $\boldsymbol{\mu}_{k}\left(\xi_{2}\right)$ as given in conclusion (iii), and $\boldsymbol{\mu}_{r}\left(\xi_{2}\right)$ in conclusion (iv), follow from Theorem 1 (iv) and the relation $\delta=\mathbf{Q}_{2} \xi_{2}$. Conclusion (iv) requires lifting those results to include $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ on $\mathbb{R}^{k}$ when its distribution is singular of rank $r<k$. However, since $\mathscr{L}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)=N_{r}\left(\boldsymbol{\mu}_{r}(\boldsymbol{\delta}), \Omega_{r}\right)$ with $\Omega_{r}=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-2} \mathbf{D}_{\gamma}^{2}\left(\sigma_{1}^{2} \mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} \mathbf{I}_{r}\right)$ as in (4.2), we observe as before that $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=\mathbf{G}_{1}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ with $\mathbf{G}=\left[\mathbf{G}_{1}, \mathbf{G}_{2}\right]$ as in Theorem 1. It follows that $\mathscr{L}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)=N_{k}\left(\boldsymbol{\mu}_{r}\left(\xi_{2}\right), \mathbf{G}_{1} \Omega_{r} \mathbf{G}_{1}^{\prime}\right)$ with $\boldsymbol{\mu}_{r}\left(\xi_{2}\right)=\mathbf{G}_{1}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{r}^{2} \mathbf{Q}_{2} \xi_{2}$. Theorem 9.2.3 of Rao and Mitra (1971) now assures that $\mathscr{L}\left(\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)^{\prime} \mathbf{V}^{-}\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right) / \sigma^{2}\right)$ $=\chi^{2}\left(r, \lambda_{r}\left(\xi_{2}\right)\right)$, where $\mathbf{V}^{-}$is any symmetric reflexive $g$-inverse of $\mathbf{V}=\mathbf{G}_{1} \Omega_{r} \mathbf{G}_{1}^{\prime}$, where $\lambda_{r}\left(\xi_{2}\right)=\boldsymbol{\mu}_{r}\left(\xi_{2}\right)^{\prime} \mathbf{V}^{-} \boldsymbol{\mu}_{r}\left(\xi_{2}\right)$. In particular, we may proceed constructively using $\mathbf{V}_{0}^{-}=\mathbf{G}_{1} \Omega_{r}^{-1} \mathbf{G}_{1}^{\prime}$, to complete our proof.
5.2. Exact inferences for $\delta$. Here we assume that $\mathbf{E}(\boldsymbol{\varepsilon})=\mathbf{0}$ and $\mathrm{V}(\boldsymbol{\varepsilon})=\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$ $=\operatorname{Diag}\left(\sigma_{1}^{2} \mathbf{I}_{n}, \sigma_{2}^{2} \mathbf{I}_{r}\right)$ in (3.1) as before. It is remarkable that $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$, and thus $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$, contain quantifiable information about a mean shift. We focus on $\boldsymbol{\delta}$ as in (3.2), since $\xi_{2}$ in (3.1) is related one-to-one through $\boldsymbol{\delta}=\mathbf{Q}_{2} \xi_{2}$. We thus consider $\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ for $r \leq k$, with the understanding that this becomes $\left(\hat{\boldsymbol{\theta}}_{I}-\hat{\boldsymbol{\theta}}\right)$ at $r=k$.

Recall that $\mathrm{E}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)=\mu_{r}(\delta)=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1} \mathbf{D}_{\gamma} \boldsymbol{\delta}$ under $\mathrm{E}(\boldsymbol{\eta})=\mathbf{0}$ as in Theorem 1 (iv), with $V\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ as in (4.2) under a block-diagonal dispersion structure. Moreover, under Gaussian errors, $\mathscr{L}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ is Gaussian as in Theorem 2. If we now let $\hat{\boldsymbol{\delta}}=\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right) \mathbf{D}_{\gamma}^{-1}\left(\hat{\boldsymbol{\theta}}_{I 1}-\hat{\boldsymbol{\theta}}_{1}\right)$ and specialize (4.2) for the case $\mathrm{V}(\boldsymbol{\varepsilon})=\boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)$, then the following conclusions are immediate. (i) The statistic $\hat{\delta}$ is unbiased for estimating $\boldsymbol{\delta}$; (ii) its dispersion matrix is $\mathrm{V}(\hat{\boldsymbol{\delta}})=\left(\sigma_{1}^{2} \mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} \mathbf{I}_{r}\right)$; and (iii) under Gaussian errors its distribution is $\mathscr{L}(\hat{\boldsymbol{\delta}})=N_{r}\left(\boldsymbol{\delta},\left(\sigma_{1}^{2} \mathbf{D}_{\gamma}^{2}+\sigma_{2}^{2} \mathbf{I}_{r}^{2}\right)\right)$. If we now fix $\boldsymbol{\delta}_{0}=\left[\delta_{01}, \ldots, \delta_{0 r}\right]^{\prime} \in \mathbb{R}^{r}$ and then consider $D_{l}\left(\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right),\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}, r S_{I}^{2}\right)$, then its properties are found directly as before without further difficulty. These may be summarized as follows.

Theorem 6. Suppose that $\mathscr{L}(\mathbf{Y})=N_{N}\left(\mathbf{X}_{0} \boldsymbol{\beta}-\xi, \boldsymbol{\Xi}\left(\sigma_{1}^{2}, \sigma_{2}^{2}\right)\right)$, and consider the statistic $D_{I}\left(\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right),\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}, r S_{I}^{2}\right)=\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right)^{\prime}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right) / r S_{I}^{2}$.
(i) Then the distribution of $D_{I}\left(\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right),\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}, r S_{I}^{2}\right)$ has the cdf $F_{r}\left(w ; \alpha_{1}, \ldots, \alpha_{r}, \omega_{1}, \ldots, \omega_{r}, n-k\right) \quad$ with $\quad\left\{\omega_{i}=\left(\delta_{i}-\delta_{0 i}\right) /\left[\sigma_{1}\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right)^{1 / 2}\right]\right.$; $1 \leq i \leq r\}$ and $\left\{\alpha_{i}=\left(\gamma_{i}^{2}+\sigma_{2}^{2} / \sigma_{1}^{2}\right) /\left(\gamma_{i}^{2}+1\right) ; 1 \leq i \leq r\right\}$, for each $r \leq k$.
(ii) If $\sigma_{2}^{2} / \sigma_{1}^{2}=1$, then the cdf of $D_{I}\left(\left(\hat{\delta}-\delta_{0}\right),\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}, r S_{I}^{2}\right)$ is given by $F\left(w ; r, n-k, \lambda\left(\boldsymbol{\delta}_{0}\right)\right)$, with noncentrality parameter $\lambda\left(\boldsymbol{\delta}_{0}\right)=\left(\boldsymbol{\delta}-\boldsymbol{\delta}_{0}\right)^{\prime}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}$ $\left(\delta-\boldsymbol{\delta}_{0}\right) / \sigma^{2}=\sum_{i=1}^{r}\left(\delta_{i}-\delta_{0 i}\right)^{2} /\left[\sigma^{2}\left(\gamma_{i}^{2}+1\right)\right]$ for each $r \leq k$.

Proof. The proof proceeds step-by-step as in the proofs for Theorems 4 and 5, as no new difficulties are encountered.

Theorem 6 supports exact normal-theory inferences for $\boldsymbol{\delta}$. To test $H: \boldsymbol{\delta}=\boldsymbol{\delta}_{0}$ against $A: \boldsymbol{\delta} \neq \boldsymbol{\delta}_{0}$, an exact test at level $\alpha$ rejects $H$ whenever $D_{I}\left(\left(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}_{0}\right),\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}, r S_{I}^{2}\right)>F_{\alpha}(r, n-k)$, the $100(1-\alpha)^{\text {th }}$ percentile, under the assumption that $\sigma_{2}^{2} / \sigma_{1}^{2}=1$. Otherwise Theorem 6 (i) provides the distribution theory needed for a thorough study of disturbances in level and power of this test under a given ratio $\sigma_{2}^{2} / \sigma_{1}^{2} \neq 1$. Indeed, it is clear from Lemma 1 that the actual level will be greater than the nominal level whenever $\sigma_{2}^{2} / \sigma_{1}^{2}>1$, and less for $\sigma_{2}^{2} / \sigma_{1}^{2}<1$. Regarding power of the test, it is seen from $\lambda_{r}\left(\delta_{0}\right)=\sum_{i=1}^{r}\left(\delta_{i}-\delta_{0 i}\right)^{2} /\left[\sigma^{2}\left(\gamma_{i}^{2}+1\right)\right]$ that leverages tend to mask a given shift $\left(\delta-\delta_{0}\right)$ from the null hypothesis. In particular, a high leverage value $\gamma_{i}^{2}$ may suppress even a moderate component $\left|\delta_{i}-\delta_{0 i}\right|$ of $\left(\boldsymbol{\delta}-\boldsymbol{\delta}_{0}\right)$.

In addition to hypothesis testing, Theorem 6 supports an exact normal-theory confidence region for $\boldsymbol{\delta}$, with confidence coefficient $1-\alpha$, as given by

$$
\begin{equation*}
R(\boldsymbol{\delta})=\left\{\boldsymbol{\delta} \in \mathbb{R}^{r}:(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta})^{\prime}\left(\mathbf{I}_{r}+\mathbf{D}_{\gamma}^{2}\right)^{-1}(\hat{\boldsymbol{\delta}}-\boldsymbol{\delta}) \leq r S_{I}^{2} F_{\gamma}(r, n-k)\right\} \tag{6.1}
\end{equation*}
$$

It is of some interest that the principal axes of this ellipsoid are parallel to coordinate axes in the parameter space $\mathbb{R}^{r}$. This is a consequence of the canonical form (3.2). These hypothesis tests and confidence regions all carry over directly to include $\xi_{2}$ owing to the one-to-one relation $\delta=\mathbf{Q}_{2} \xi_{2}$.

## 6. Summary

In this paper, we have adapted the theory of singular decompositions to transform a linear model into canonical form. The design matrix in canonical form is a partitioned matrix whose nonzero block entries are either identity or diagonal matrices. The quadratic form determining the numerator of Cook's $D_{I}$ statistic is preserved under this canonical transformation, and we have studied transformed versions of Cook's $D_{I}$ in detail.

With standard Gaussian assumptions, and using an independent estimator for the variance from the reduced data, we have determined the structure of $D_{I}\left(\hat{\boldsymbol{\beta}}, \mathbf{M}, c \hat{\sigma}^{2}\right)$ statistics under each of two choices for $\mathbf{M}$ in current use, namely, $\mathbf{X}_{0}^{\prime} \mathbf{X}_{0}$ and $\mathbf{X}^{\prime} \mathbf{X}$, corresponding to the full and reduced data, respectively. The numerators of these statistics are shown to be represented in distribution as finite sums of weighted noncentral chi-squared variables, and the statistic $D_{l}$ itself as a weighted sum of $F$-distributions when more than one row is deleted, and it is a scaled $F$-distribution when only one row has been deleted. In the presence of a mean shift or a shift in variance, the noncentralities of the factors depend on both
the shifted means and variance, whereas the scaling parameters depend only on the variances. Both types of parameters depend on subset leverages, which tend to mask the effects of outliers of both types. These results are significant in both theory and practice, as they give the first derivation of the exact distributions of these statistics.

We have introduced modified versions of $D_{I}$ on utilizing the inverse dispersion matrix for $\left(\hat{\boldsymbol{\beta}}_{I}-\hat{\boldsymbol{\beta}}\right)$ when its distribution is nonsingular, and a generalized inverse otherwise. Under the usual Gaussian assumptions, these modified statistics therefore have $F$-distributions as reference when there are no shifts in either means or variance. Under a shift in means, a further modification yields statistics having noncentral $F$-distributions, which in turn support exact normal-theory tests at level $\alpha$ for hypotheses regarding the shifts, as well as the construction of exact confidence sets with coefficient $1-\alpha$.

Our findings have profound implications regarding some of the bewildering array of diagnostic tools now available to users. As a case in point, the DFBETA's are often presented in the literature as genuinely distinct gauges of influence in single-case diagnostics. How many DFBETA's are there? We claim for each fixed row of $X_{0}$ that there is essentially only one. To support this claim, we apply Theorem 1 to infer for $r=1$ that the joint distribution of $\left[D F \beta_{1, i}, \ldots, D F \beta_{k, i}\right]$ is singular on $\mathbb{R}^{k}$ of unit rank. In fact, the proof for Theorem 1 shows that these statistics all are scalings of the single random variable $\left(\hat{\boldsymbol{\theta}}_{i 1}-\hat{\boldsymbol{\theta}}_{1}\right) / S_{i}$. The DFBETA's accordingly are in fixed ratios determined beforehand by the structure of $\mathbf{X}_{0}$, independently of the chance value taken by $\mathbf{Y}$ in a random experiment. Each collection $\left[D F \boldsymbol{\beta}_{1, i}, \ldots, D F \boldsymbol{\beta}_{k, i}\right]$ thereby is an equivalence class to be represented by an arbitrary member as may be designated by the user.

Numerical studies have been undertaken by the authors to examine the effects of leverage and outliers in the use of $D_{I}$ in regression diagnostics. We have developed the computer software to calculate the cdfs for these nonstandard distributions in linear models under the usual Gaussian assumptions. We are thus enabled to answer the commonly asked questions regarding benchmarks for various versions of Cook's $D_{I}$ in gauging the stability of a linear model under small perturbations. These numerical studies will be reported elsewhere.
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# Generalized Recurrence Relations for Moments of Order Statistics from Non-Identical Pareto and Truncated Pareto Random Variables with Applications to Robustness 

Aaron Childs and N. Balakrishnan

## 1. Introduction

Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables having cumulative distribution functions $F_{1}(x), F_{2}(x), \ldots, F_{n}(x)$ and probability density functions $f_{1}(x)$, $f_{2}(x), \ldots, f_{n}(x)$, respectively. Then the $X_{i}$ 's are said to be independent and nonidentically distributed (I.NI.D.) random variables. Let $X_{1: n} \leq X_{2: n} \leq \cdots \leq X_{n: n}$ denote the order statistics obtained by arranging the $n X_{i}$ 's in increasing order of magnitude. Then the density function of $X_{r: n}(1 \leq r \leq n)$ can be written as (David, 1981, p. 22)

$$
\begin{equation*}
f_{r: n}(x)=\frac{1}{(r-1)!(n-r)!} \sum_{p} \prod_{a=1}^{r-1} f_{i_{q}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \tag{1.1}
\end{equation*}
$$

where $\sum_{p}$ denotes the summation over all $n$ ! permutations $\left(i_{1}, i_{2}, \ldots, i_{n}\right)$ of $(1,2, \ldots, n)$. Similarly, the joint density function of $X_{r: n}$ and $X_{s: n}(1 \leq r<s \leq n)$ can be written as

$$
\begin{align*}
f_{r, s, n}(x, y)= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\}, \quad x<y \tag{1.2}
\end{align*}
$$

Alternatively, the densities in (1.1) and (1.2) can be written in terms of permanents of matrices; see Vaughan and Venables (1972).

In recent years, many of the recurrence relations for order statistics from I.I.D. samples have been generalized to the I.NI.D. case. This work was initiated by Balakrishnan (1994a,b) for the exponential and right-truncated exponential
distributions. Childs and Balakrishnan (1995a,b) generalized the I.I.D. recurrence relations for doubly-truncated exponential and logistic models, while Balakrishnan and Balasubramanian (1995) generalized results for the power function distribution. All of these results were obtained by exploiting a basic differential equation satisfied by the distributions under consideration.

In this paper, we generalize the I.I.D. results for the Pareto and doublytruncated Pareto models established by Balakrishnan and Joshi (1982). We first consider the case when the variables $X_{i}$ 's are independent having Pareto distributions with density functions

$$
\begin{equation*}
f_{i}(x)=v_{i} x^{-\left(v_{i}+1\right)}, \quad x \geq 1, \quad v_{i}>0 \tag{1.3}
\end{equation*}
$$

and cumulative distribution functions

$$
\begin{equation*}
F_{i}(x)=1-x^{-v_{i}}, \quad x \geq 1, \quad v_{i}>0 \tag{1.4}
\end{equation*}
$$

for $i=1,2, \ldots, n$. For a detailed discussion of various aspects of the Pareto distribution, one may refer to Arnold (1983) or Johnson, Kotz, and Balakrishnan (1994). The basic differential equations satisfied in this situation can be seen from (1.3) and (1.4) to be

$$
\begin{equation*}
F_{i}(x)=1-\frac{x}{v_{i}} f_{i}(x), \quad i=1,2, \ldots, n \tag{1.5}
\end{equation*}
$$

In order to guarantee the existence of all the means, variances, and covariances of order statistics for all sample sizes $n$, it is sufficient to assume that $v_{i}>2$ for $i=1,2, \ldots, n$. However, without this assumption certain moments may still exist. Let us denote the single moments $\mathrm{E}\left(X_{r: n}^{k}\right)$ by $\mu_{r: n}^{(k)}, 1 \leq r \leq n$ and $k=1,2, \ldots$, and the product moments $\mathrm{E}\left(X_{r: n} X_{s: n}\right)$ by $\mu_{r, s: n}$ for $1 \leq r<s \leq n$. Let us also use $\mu_{r: n-1}^{[i](k)}$ and $\mu_{r, s: n-1}^{[i]}$ to denote the single and the product moments of order statistics arising from $n-1$ variables obtained by deleting $X_{i}$ from the original $n$ variables $X_{1}, X_{2}, \ldots, X_{n}$.

In Sections 2 and 3 we make use of the differential equations in (1.5) to establish several recurrence relations satisfied by the single and the product moments of order statistics. These relations will enable one to compute all the single and the product moments of all order statistics in a simple recursive manner. In Section 4 we will use the results of Sections 2 and 3 to deduce a set of recurrence relations for the multiple-outlier model. We will then generalize to the case when the variables $X_{i}$ 's are independent having doubly-truncated Pareto distributions in Section 5. In Section 6, we will use the multiple-outlier results from Section 4 to examine the robustness of the MLE and BLUE of the scale parameter $\sigma$ of a oneparameter Pareto distribution. Finally, in Section 7, we will examine the robustness of the censored BLUE for the location and scale parameters of a twoparameter Pareto distribution, in the presence of multiple shape outliers.

## 2. Relations for single moments

In this section, we use the differential equations in (1.5) to establish the following recurrence relations for single moments.

Relation 2.1. For $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\mu_{1: n}^{(k)}=\frac{\sum_{i=1}^{n} v_{i}}{\sum_{i=1}^{n} v_{i}-k} .
$$

Relation 2.2. For $2 \leq r \leq n$ and $k=0,1,2, \ldots$,

$$
\mu_{r: n}^{(k)}=\frac{\sum_{i=1}^{n} v_{i} \mu_{r-1: n-1}^{[i](k)}}{\sum_{i=1}^{n} v_{i}-k}
$$

Proofof Relation 2.1. For $n \geq 1$ and $k=0,1,2, \ldots$, we use (1.1) and then (1.5) to write

$$
\begin{aligned}
\mu_{1: n}^{(k)} & =\frac{1}{(n-1)!} \sum_{p} \int_{1}^{\infty} x^{k} f_{i_{1}}(x) \prod_{b=2}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& =\frac{1}{(n-1)!} \sum_{p} v_{i_{1}} \int_{1}^{\infty} x^{k-1} \prod_{b=1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x .
\end{aligned}
$$

Integrating now by parts treating $x^{k-1}$ for integration, we obtain

$$
\begin{aligned}
k \mu_{1: n}^{(k)} & =\frac{1}{(n-1)!} \sum_{p}\left[-v_{i_{1}}+v_{i_{1}} \int_{1}^{\infty} x^{k} \sum_{j=1}^{n} f_{i_{j}}(x) \prod_{b=1 b \neq j}^{n}\left\{1-F_{i_{h}}(x)\right\} \mathrm{d} x\right] \\
& =-\sum_{i=1}^{n} v_{i}+\left(\sum_{i=1}^{n} v_{i}\right) \mu_{1: n}^{(k)}
\end{aligned}
$$

which, when rewritten, yields Relation 2.1.
Proof of Relation 2.2. For $2 \leq r \leq n$ and $k=0,1,2, \ldots$, we use (1.1) and then (1.5) to write

$$
\begin{aligned}
\mu_{r: n}^{(k)} & =\frac{1}{(r-1)!(n-r)!} \sum_{p} \int_{1}^{\infty} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& =\frac{1}{(r-1)!(n-r)!} \sum_{p} v_{i_{r}} \int_{1}^{\infty} x^{k-1} \prod_{a=1}^{r-1} F_{i_{a}}(x) \prod_{b=r}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

Integrating now by parts treating $x^{k-1}$ for integration gives

$$
\begin{aligned}
k \mu_{r: n}^{(k)}= & \frac{1}{(r-1)!(n-r)!} \sum_{p}\left[-v_{i_{r}} \int_{1}^{\infty} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\right. \\
& \times \prod_{b=r}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x+v_{i_{r}} \int_{1}^{\infty} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) \sum_{j=r}^{n} f_{i_{j}}(x) \\
& \left.\times \prod_{\substack{b=r \\
b \neq j}}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x\right] .
\end{aligned}
$$

We then split the first term in the above sum into two through the term $\left\{1-F_{i_{r}}(x)\right\}$ to obtain

$$
\begin{aligned}
k \mu_{r: n}^{(k)}= & \frac{1}{(r-1)!(n-r)!} \sum_{p}\left[-v_{i_{r}} \int_{1}^{\infty} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\right. \\
& \times \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x+v_{i_{r}} \int_{1}^{\infty} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r} F_{i_{a}}(x) \\
& \times \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x+v_{i_{r}} \int_{1}^{\infty} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) \sum_{j=r}^{n} f_{i_{j}}(x) \\
& \left.\times \prod_{\substack{b=r \\
b \neq j}}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x\right] \\
= & -\sum_{i=1}^{n} v_{i} \mu_{r-1: n-1}^{[i(k)}+\left(\sum_{i=1}^{n} v_{i}\right) \mu_{r: n}^{(k)} .
\end{aligned}
$$

Relation 2.2 is derived simply by rewriting the above equation.
The recurrence relations presented in Relations 2.1 and 2.2 will enable one to compute all the single moments of all order statistics that exist in a simple recursive manner for any specified values of $v_{i}>2(i=1,2, \ldots, n)$.

Alternatively Relation 2.1 could be used, along with a general relation established by Balakrishnan (1988) which expresses $\mu_{r: n}^{(k)}$ in terms of the $k^{\text {th }}$ moment of the smallest order statistic in sample sizes up to $n$, to compute all single moments of all order statistics in a simple recursive manner. Another possibility is to use Relation 2.2 (with $r=n$ ) along with Balakrishnan's (1988) general relation which expresses $\mu_{r: n}^{(k)}$ in terms of the $k^{\text {th }}$ moment of the largest order statistic in samples of size up to $n$, to compute all the single moments of all order statistics.

We conclude this section by setting $v_{1}=v_{2}=\cdots=v_{n}=v$ in Relations 2.1 and 2.2 to obtain the following recurrence relations for I.I.D. Pareto random variables originally derived by Balakrishnan and Joshi (1982):

$$
\mu_{1: n}^{(k)}=\frac{n v}{n v-k}
$$

and

$$
\mu_{r: n}^{(k)}=\frac{n v}{n v-k} \mu_{r-1: n-1}^{(k)} .
$$

## 3. Relations for product moments

In this section we again use the differential equations in (1.5), but this time to establish the following four recurrence relations for the product moments of order statistics.

Relation 3.1. For $n \geq 2$,

$$
\mu_{1,2: n}=\frac{\sum_{i=1}^{n} v_{i} \mu_{1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

Relation 3.2. For $2 \leq r \leq n-1$,

$$
\mu_{r, r+1: n}=\frac{\sum_{i=1}^{n} v_{i} \mu_{r-1, r: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2} .
$$

Relation 3.3. For $3 \leq s \leq n$,

$$
\mu_{1, s: n}=\frac{\sum_{i=1}^{n} v_{i} \mu_{s-1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2} .
$$

Relation 3.4. For $2 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\mu_{r, s: n}=\frac{\sum_{i=1}^{n} v_{i} \mu_{r-1, s-1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

Proof of Relation 3.1. From Equation (1.2), let us consider for $n \geq 2$

$$
\begin{align*}
\mu_{1,2: n} & =\frac{1}{(n-2)!} \sum_{p} \int_{1}^{\infty} \int_{x}^{\infty} x y f_{i_{1}}(x) f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
& =\frac{1}{(n-2)!} \sum_{p} \int_{1}^{\infty} x f_{i_{1}}(x) I_{1}(x) \mathrm{d} x \tag{3.1}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x) & =\int_{x}^{\infty} y f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& =v_{i_{2}} \int_{x}^{\infty} \prod_{c=2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
I_{1}(x)=v_{i_{2}}\left[-x \prod_{c=2}^{n}\left\{1-F_{i_{c}}(x)\right\}+\int_{x}^{\infty} y \sum_{j=2}^{n} f_{i_{j}}(y) \prod_{\substack{c=2 \\ c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right]
$$

which, when substituted in (3.1), gives

$$
\begin{align*}
\mu_{1,2: n}= & \frac{1}{(n-2)!} \sum_{p} v_{i_{2}}\left[-\int_{1}^{\infty} x^{2} f_{i_{1}}(x) \prod_{\substack{c=2}}^{n}\left\{1-F_{i_{c}}(x)\right\} \mathrm{d} x\right. \\
& \left.+\int_{1}^{\infty} \int_{x}^{\infty} x y f_{i_{1}}(x) \sum_{j=2}^{n} f_{i}(y) \prod_{\substack{c=2 \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right] . \tag{3.2}
\end{align*}
$$

Alternatively, we may write

$$
\begin{align*}
\mu_{1,2: n} & =\frac{1}{(n-2)!} \sum_{p} \int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& =\frac{1}{(n-2)!} \sum_{p} \int_{1}^{\infty} y f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} l_{2}(y) \mathrm{d} y \tag{3.3}
\end{align*}
$$

where

$$
\begin{aligned}
I_{2}(y) & =\int_{1}^{y} x f_{i_{1}}(x) \mathrm{d} x \\
& =v_{i_{1}} \int_{1}^{y}\left\{1-F_{i_{1}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
I_{2}(y)=v_{i_{1}}\left[y\left\{1-F_{i_{1}}(y)\right\}-1+\int_{1}^{y} x f_{i_{1}}(x) \mathrm{d} x\right]
$$

which, when substituted in (3.3), gives

$$
\begin{align*}
\mu_{1,2: n}= & \frac{1}{(n-2)!} \sum_{p} v_{i_{1}}\left[\int_{1}^{\infty} y^{2} f_{i_{2}}(y)\left\{1-F_{i_{1}}(y)\right\} \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y .\right. \\
& -\int_{1}^{\infty} y f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y  \tag{3.4}\\
& \left.+\int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) f_{i_{2}}(y) \prod_{c=3}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right] .
\end{align*}
$$

We now add the expressions for $\mu_{1,2: n}$ in (3.2) and (3.4) and simplify the resulting equation to get

$$
2 \mu_{1,2: n}=\left(\sum_{i=1}^{n} v_{i}\right) \mu_{1,2: n}-\sum_{i=1}^{n} v_{i} \mu_{1: n-1}^{[i]} .
$$

Relation 3.1 is derived simply by rewriting the above equation.
Proof of Relation 3.2. From Equation (1.2), let us consider for $2 \leq r \leq n-1$

$$
\begin{align*}
\mu_{r, r+1: n}= & \frac{1}{(r-1)!(n-r-1)!} \\
& \times \sum_{p} \int_{1}^{\infty} \int_{x}^{\infty} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
= & \frac{1}{(r-1)!(n-r-1)!} \sum_{p} \int_{1}^{\infty} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) I_{1}(x) \mathrm{d} x \tag{3.5}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x) & =\int_{x}^{\infty} y f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& =v_{i_{r+1}} \int_{x}^{\infty} \prod_{c=r+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{1}(x)=v_{i_{r+1}}[ & -x \prod_{c=r+1}^{n}\left\{1-F_{i_{c}}(x)\right\}+\int_{x}^{\infty} y \sum_{j=r+1}^{n} f_{i_{j}}(y) \\
& \left.\times \prod_{\substack{c=r+1 \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right]
\end{aligned}
$$

which, when substituted in (3.5), gives

$$
\begin{align*}
\mu_{r, r+1: n}= & \frac{1}{(r-1)!(n-r-1)!} \\
& \times \sum_{p} v_{i_{r+1}}\left[-\int_{1}^{\infty} x^{2} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{c=r+1}^{n}\left\{1-F_{i_{c}}(x)\right\} \mathrm{d} x\right. \\
& +\int_{1}^{\infty} \int_{x}^{\infty} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \sum_{j=r+1}^{n} f_{i_{j}}(y)  \tag{3.6}\\
& \left.\times \prod_{c=r+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right]
\end{align*}
$$

Alternatively, we may write

$$
\begin{align*}
\mu_{r, r+1: n}= & \frac{1}{(r-1)!(n-r-1)!} \\
& \times \sum_{p} \int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{s}}(x) f_{i_{r}}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{(r-1)!(n-r-1)!} \sum_{p} \int_{1}^{\infty} y f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} I_{2}(y) \mathrm{d} y \tag{3.7}
\end{align*}
$$

where

$$
\begin{aligned}
I_{2}(y) & =\int_{1}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \mathrm{d} x \\
& =v_{i_{r}} \int_{1}^{y} \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{2}(y)=v_{i_{r}} & {\left[y \prod_{a=1}^{r-1} F_{i_{a}}(y)\left\{1-F_{i_{r}}(y)\right\}-\int_{1}^{y} x \sum_{j=1}^{r-1} f_{i_{j}}(x)\right.} \\
& \left.\times \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \mathrm{d} x+\int_{1}^{y} x f_{i_{r}}(x) \prod_{a=1}^{r-1} F_{i_{a}}(x) \mathrm{d} x\right]
\end{aligned}
$$

which, when substituted in (3.7), gives

$$
\begin{aligned}
\mu_{r, r+1: n}= & \frac{1}{(r-1)!(n-r-1)!} \sum_{p} v_{i_{r}} \\
& \times\left[\int_{1}^{\infty} y^{2} \prod_{a=1}^{r-1} F_{i_{a}}(y) f_{i_{r+1}}(y)\left\{1-F_{i_{r}}(y)\right\} \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right. \\
& -\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{a=1}^{r-1} F_{a \neq j}(x)\left\{1-F_{i_{r}}(x)\right\} f_{i_{r+1}}(y) \\
& \times \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& \left.+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right]
\end{aligned}
$$

We then split the second term in the above sum through the term $\left\{1-F_{i_{r}}(x)\right\}$ to get

$$
\begin{align*}
\mu_{r, r+1: n}= & \frac{1}{(r-1)!(n-r-1)!} \sum_{p} v_{i_{r}} \\
& \times\left[\int_{1}^{\infty} y^{2} \prod_{a=1}^{r-1} F_{i_{a}}(y)\left\{1-F_{i_{r}}(y)\right\} f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right. \\
& -\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{a=1}^{r} F_{a \neq j}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& \left.+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) f_{i_{r+1}}(y) \prod_{c=r+2}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right] \tag{3.8}
\end{align*}
$$

We now add the expressions for $\mu_{r, r+1: n}$ in (3.6) and (3.8) and simplify the resulting equation to get

$$
2 \mu_{r, r+1: n}=\left(\sum_{i=1}^{n} v_{i}\right) \mu_{r, r+1: n}-\sum_{i=1}^{n} v_{i} \mu_{r-1, r: n-1}^{[i]} .
$$

Relation 3.2 is derived simply by rewriting the above equation.
The proofs of Relations 3.3 and 3.4 are similar to the above, and have been relegated to Appendix A.

The recurrence relations presented in Relations 3.1-3.4 along with Relations 2.1 and 2.2 will enable one to compute all the product moments, and hence the covariances, of all order statistics in a simple recursive manner for any specified values of $v_{i}>2(i=1,2, \ldots, n)$.

Alternatively, two of the general relations established by Balakrishnan, Bendre and Malik (1992) could also be used. One of these relations expresses $\mu_{r, s: n}$ in terms of product moments of the form $\mu_{i, i+1: m}$ for $m$ up to $n$, and hence could be used in conjunction with Relations 3.1 and 3.2 to compute all the product moments of all order statistics in a simple recursive manner. The other relation that can be used expresses $\mu_{r, s: n}$ in terms of product moments of the form $\mu_{1, j: m}$ for $m$ up to $n$, and so could be used in conjunction with Relations 3.1 and 3.3 to compute all of the product moments.

We conclude this section by setting $v_{1}=v_{2}=\cdots=v_{n}=v$ in Relations 3.1-3.4, to obtain the following results I.I.D. Pareto random variables:

$$
\begin{aligned}
\mu_{1,2: n} & =\frac{n v}{n v-2} \mu_{1: n-1}, & & n \geq 2, \\
\mu_{r, r+1: n} & =\frac{n v}{n v-2} \mu_{r-1, r: n-1}, & & 2 \leq r \leq n-1, \\
\mu_{1, s: n} & =\frac{n v}{n v-2} \mu_{s-1: n-1}, & & 3 \leq s \leq n,
\end{aligned}
$$

and

$$
\mu_{r, s: n}=\frac{n v}{n v-2} \mu_{r-1, s-1: n-1}, \quad 2 \leq r<s \leq n, s-r \geq 2 .
$$

These relations may be derived from the results of Balakrishnan and Joshi (1982).

## 4. Results for the multiple-outlier model (with a slippage of $\boldsymbol{p}$ observations)

In this section we consider the special case where $X_{1}, X_{2}, \ldots, X_{n-p}$ are independent Pareto random variables with parameter $v$, while $X_{n-p+1}, \ldots, X_{n}$ are independent Pareto random variables with parameter $v^{*}$ (and independent of $X_{1}, X_{2}, \ldots, X_{n-p}$ ). This situation is known as the multiple-outlier model with a slippage of $p$ observations; see David (1979) and Barnett and Lewis (1994, pp. 66-68). Here, we denote the single moments by $\mu_{r: n}^{(k)}[p]$ and the product moments by $\mu_{r, s: s}[p]$.

In this situation, the results established in Sections 2 and 3 reduce to the following recurrence relations:
(a) for $n \geq 1$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{1: n}^{(k)}[p]=\frac{(n-p) v+p v^{*}}{(n-p) v+p v^{*}-k} \tag{4.1}
\end{equation*}
$$

(b) for $2 \leq r \leq n$ and $k=0,1,2, \ldots$,

$$
\begin{equation*}
\mu_{r: n}^{(k)}[p]=\frac{(n-p) v \mu_{r-1: n-1}^{(k)}[p]+p v^{*} \mu_{r-1: n-1}^{(k)}[p-1]}{(n-p) v+p v^{*}-k} \tag{4.2}
\end{equation*}
$$

(c) for $n \geq 2$,

$$
\begin{equation*}
\mu_{1,2: n}[p]=\frac{(n-p) v \mu_{1: n-1}[p]+p v^{*} \mu_{1: n-1}[p-1]}{(n-p) v+p v^{*}-2} \tag{4.3}
\end{equation*}
$$

(d) for $2 \leq r \leq n-1$,

$$
\begin{equation*}
\mu_{r, r+1: n}[p]=\frac{(n-p) v \mu_{r-1, r: n-1}[p]+p v^{*} \mu_{r-1, r: n-1}[p-1]}{(n-p) v+p v^{*}-2} \tag{4.4}
\end{equation*}
$$

(e) for $3 \leq s \leq n$,

$$
\begin{equation*}
\mu_{1, s: n}[p]=\frac{(n-p) v \mu_{s-1: n-1}[p]+p v^{*} \mu_{s-1: n-1}[p-1]}{(n-p) v+p v^{*}-2} \tag{4.5}
\end{equation*}
$$

and
(f) for $2 \leq r<s \leq n$ and $s-r \geq 2$,

$$
\begin{equation*}
\mu_{r, s: n}[p]=\frac{(n-p) v \mu_{r-1, s-1: n-1}[p]+p v^{*} \mu_{r-1, s-1: n-1}[p-1]}{(n-p) v+p v^{*}-2} . \tag{4.6}
\end{equation*}
$$

Note that these recurrence relations reduce (by setting $p=0$ ) to those presented in Sections 2 and 3 for I.I.D. Pareto random variables. Thus by starting with Equations (4.1)-(4.6) for $p=0$, all of the single and product moments for the I.I.D. case can be determined. These same relations could then be used again, this time with $p=1$, to determine all of the single and product moments of all order statistics from a sample containing a single outlier. Continuing in this manner, the relations in (4.1)-(4.6) could be used to compute all the single and product moments (and hence covariances) of all order statistics from a $p$-outlier model in a simple recursive manner.

## 5. Generalization to the truncated Pareto distribution

We now generalize all of the preceding results by considering the case when the variables $X_{i}$ 's are independent having doubly-truncated Pareto distributions with density functions

$$
\begin{equation*}
f_{i}(x)=\frac{v_{i} x^{-\left(v_{i}+1\right)}}{L^{-v_{i}}-U^{-v_{i}}}, \quad L \leq x \leq U, \quad v_{i}>0 \tag{5.1}
\end{equation*}
$$

and cumulative distribution functions

$$
\begin{equation*}
F_{i}(x)=\frac{L^{-v_{i}}-x^{-v_{i}}}{L^{-v_{i}}-U^{-v_{i}}}, \quad L \leq x \leq U, \quad v_{i}>0 \tag{5.2}
\end{equation*}
$$

for $i=1,2, \ldots, n$. The differential equations in this case are

$$
\begin{equation*}
F_{i}(x)=C_{i}-\frac{x}{v_{i}} f_{i}(x), \quad i=1,2, \ldots, n \tag{5.3}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{i}=\frac{L^{-v_{i}}}{L^{-v_{i}}-U^{-v_{i}}} . \tag{5.4}
\end{equation*}
$$

We first point out though, that in a discussion of Balakrishnan (1994a), Arnold (1994) presented an alternative method for deriving the single and product moments of order statistics arising from I.NI.D. exponential random variables. This alternative method uses the fact that I.NI.D. exponential random variables are closed under minima, i.e., the minimum of a set of I.NI.D. exponential random variables is again an exponential random variable. He points out that the same is true for Pareto random variables, and that his method is also applicable to distributions close under maxima. Thus his method could possibly be used as an alternative to the recurrence relations presented in Sections 2 and 3 to derive all of the single and product moments of order statistics arising from I.NI.D. Pareto random variables. However, truncated I.NI.D. Pareto random variables are not
closed under minima or maxima. Hence, the method of Arnold (1994) does not apply to the truncated Pareto distribution case.

On the other hand, the differential equation technique used in Sections 2 and 3 easily handles the truncated Pareto case. We now use this method to generalize the recurrence relations established in Section 2 and 3 to the doubly-truncated Pareto model in (5.1).

The recurrence relations derived in Section 2 for single moments generalize as follows:
(a) for $n \geq 2$ and $k=0,1,2, \ldots$,

$$
\mu_{1: n}^{(k)}=\frac{L^{k} \sum_{i=1}^{n} C_{i} v_{i}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{1: n-1}^{[i](k)}}{\sum_{i=1}^{n} v_{i}-k} ;
$$

(b) for $2 \leq r \leq n-1$ and $k=0,1,2, \ldots$,

$$
\mu_{r: n}^{(k)}=\frac{\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1: n-1}^{[i](k)}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{r: n-1}^{[i](k)}}{\sum_{i=1}^{n} v_{i}-k} ;
$$

and
(c) for $n \geq 2$ and $k=0,1,2, \ldots$,

$$
\mu_{n: n}^{(k)}=\frac{U^{k} \sum_{i=1}^{n}\left(1-C_{i}\right) v_{i}+\sum_{i=1}^{n} C_{i} v_{i} \mu_{n-1: n-1}^{[i](k)}}{\sum_{i=1}^{n} v_{i}-k}
$$

We will provide the proof of recurrence relation (b) in Appendix B. Relations (a) and (c) may be proved on similar lines.

The recurrence relations established in Section 3 for product moments can similarly be generalized and are given below (we will only provide the proof of relation (i) in Appendix B; the other proofs are similar):
(d) for $n \geq 3$,

$$
\mu_{1,2: n}=\frac{L \sum_{i=1}^{n} C_{i} v_{i} \mu_{1: n-1}^{[i]}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{1,2: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

(e) for $2 \leq r \leq n-2$,

$$
\mu_{r, r+1: n}=\frac{\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1, r: n-1}^{[i]}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{r, r+1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

(f) for $n \geq 3$,

$$
\mu_{n-1, n: n}=\frac{\sum_{i=1}^{n} C_{i} v_{i} \mu_{n-2, n-1: n-1}^{[i]}+U \sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{n-1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

(g) for $3 \leq s \leq n-1$,

$$
\mu_{1, s: n}=\frac{L \sum_{i=1}^{n} C_{i} v_{i} \mu_{s-1: n-1}^{[i]}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{1, s: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

(h) for $n \geq 3$,

$$
\mu_{1, n: n}=\frac{L \sum_{i=1}^{n} C_{i} v_{i} \mu_{n-1: n-1}^{[i]}+U \sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{1: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

(i) for $2 \leq r<s \leq n-1$ and $s-r \geq 2$,

$$
\mu_{r, s: n}=\frac{\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1, s-1: n-1}^{[i]}+\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{r, s: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

and
(j) for $2 \leq r \leq n-2$,

$$
\mu_{r, n: n}=\frac{\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1, n-1: n-1}^{[i]}+U \sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{r: n-1}^{[i]}}{\sum_{i=1}^{n} v_{i}-2}
$$

Relations (a)-(j) are generalizations of the results of Balakrishnan and Joshi (1982) to the I.NI.D case. Further, if $L \rightarrow 1$ and $U \rightarrow \infty$, relations (a) (c) reduce to Results 2.1 and 2.2, while relations (d)-(j) reduce to Results 3.1-3.4. The results for the right-truncated case (left-truncated case) can be deduced from relations (a)-(j) by letting $L \rightarrow 1(U \rightarrow \infty)$.

## 6. Robustness of the MLE and BLUE

In this section, we introduce a scale parameter to the Pareto distribution in (1.3) and consider the $p$-outlier model described in Section 4. Specifically we consider the situation where $X_{1}, X_{2}, \ldots, X_{n-p}$ have a Pareto distribution with shape parameter $v$ and scale parameter $\sigma$,

$$
\begin{equation*}
f(x)=v \sigma^{v} x^{-(v+1)}, \quad x \geq \sigma, \quad v>0, \quad \sigma>0 \tag{6.1}
\end{equation*}
$$

while $X_{n-p+1}, \ldots, X_{n}$ have the same distribution but with shape parameter $v^{*}$

$$
\begin{equation*}
f(x)=v^{*} \sigma^{v^{*}} x^{-\left(v^{*}+1\right)}, \quad x \geq \sigma, v^{*}>0, \sigma>0 \tag{6.2}
\end{equation*}
$$

We will use the single and product moments obtained from the recurrence relations in Section 4 to examine the robustness of the maximum likelihood estimator (MLE) and best linear unbiased estimator (BLUE) of the scale parameter $\sigma$ to the presence of multiple shape outliers. We will see how their bias and mean square error are affected by the presence of (possibly) multiple shape outliers.

For the I.I.D. case $(p=0)$ the MLE for $\sigma$ is

$$
\hat{\sigma}=X_{1: n}
$$

while the best linear unbiased estimator (BLUE) is given by

$$
\begin{equation*}
\sigma^{*}=\frac{v n-1}{v n \sigma} X_{1: n} \tag{6.3}
\end{equation*}
$$

This expression for the BLUE may be obtained in the usual way (as described in Arnold, Balakrishnan, and Nagaraja (1992)) by inverting the covariance matrix of the standardized I.I.D. Pareto random variables. Alternatively, it may be obtained by observing that $X_{1: n}$ is a complete sufficient statistic for the parameter $\sigma$. Thus the minimum variance unbiased estimator for $\sigma$ is a function of $X_{1: n}$. Since $\frac{v n-1}{v n \sigma} X_{1: n}$ is unbiased, and a linear function of order statistics, it must also be the BLUE. See also Likeš (1969), and Kulldorff and Vännman (1973).

In Table 1 we present the bias and mean square error of the MLE and BLUE for $n=10,20$, and $30, p=0(1) 5$, and various values of $v$ and $v^{*}$. Whenever $v^{*}>v$, the observations with shape parameter $v^{*}$ are actually likely to be smaller than those with shape parameter $v$. This case is therefore referred to as the 'inlier situation'. The actual outliers occur whenever $v^{*}<v$.

From Table 1 we see that in the outlier situation $\left(v^{*}<v\right)$ and the I.I.D. case ( $v^{*}=v$ ), the bias and mean square error of the BLUE are considerably smaller than those of the MLE. As $v^{*}$ increases, the mean square error of both estimators decreases. However, the mean square error of the MLE decreases more rapidly than that of the BLUE. The result is that for some of the larger values of $v^{*}$, for example $v=3, v^{*}=18,23$, and 28 , the mean square error of the MLE becomes smaller than that of the BLUE. However, when the MLE has smaller mean square error, it is usually only slightly smaller than the BLUE, except in the extreme inlier situation ( $v=3, \nu^{*}=23$ and 28).

Therefore, for estimation of the scale parameter $\sigma$ of the Pareto distribution in (6.1) in (possibly) the presence of outliers, we recommend use of the BLUE given in (6.3) since it is significantly more efficient in the outlier situation, and usually only slightly less efficient than the MLE in the inlier situation.

## 7. Robustness of the censored BLUE

In this section, we introduce a location and scale parameter to the Pareto distribution in (1.3) and consider the $p$-outlier model described in Section 4. Specifically we consider the situation where $X_{1}, X_{2}, \ldots, X_{n-p}$ have a Pareto distribution with shape parameter $v$, location parameter $\mu$, and scale parameter $\sigma$,

Table 1
$10^{2}$ (Bias of estimators of $\sigma$ )/ $\sigma$ and $10^{4}$ (mean square error) $/ \sigma^{2}$ in the presence of multiple shape outliers

| $n=10$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v=3$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE | 0.1068 | 0.0585 | 0.0000 | -0.4902 | -0.8547 | -1.1364 | -1.3605 | -1.5432 |
|  | MLE | 3.5587 | 3.5088 | 3.4483 | 2.9412 | 2.5641 | 2.2727 | 2.0408 | 1.8519 |
| $p=2$ | BLUE | 0.2206 | 0.1190 | 0.0000 | -0.8547 | -1.3605 | -1.6949 | -1.9324 | -2.1097 |
|  | MLE | 3.6765 | 3.5714 | 3.4483 | 2.5641 | 2.0408 | 1.6949 | 1.4493 | 1.2658 |
| $p=3$ | BLUE | 0.3422 | 0.1818 | 0.0000 | -1.1364 | -1.6949 | -2.0270 | -2.2472 | -2.4038 |
|  | MLE | 3.8023 | 3.6364 | 3.4483 | 2.2727 | 1.6949 | 1.3514 | 1.1236 | 0.9615 |
| $v=3$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 8 | 23 | 28 |
| $p=1$ | BLUE | 12.7190 | 12.3445 | 11.9048 | 8.8136 | 7.1975 | 6.3425 | 5.9051 | 5.7070 |
|  | MLE | 26.2636 | 25.5184 | 24.6305 | 17.8253 | 13.4953 | 10.5708 | 8.5034 | 6.9881 |
| $p=2$ | BLUE | 13.6432 | 12.8160 | 11.9048 | 7.1975 | 5.9051 | 5.6497 | 5.7545 | 5.9865 |
|  | MLE | 28.0647 | 26.4550 | 24.6305 | 13.4953 | 8.5034 | 5.8445 | 4.2626 | 3.2457 |
| $p=3$ | BLUE | 14.6946 | 13.3219 | 11.9048 | 6.3425 | 5.6497 | 5.8620 | 6.2564 | 6.6592 |
|  | MLE | 30.0576 | 27.4443 | 24.6305 | 10.5708 | 5.8445 | 3.7023 | 2.5536 | 1.8671 |
| $\nu=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE | 0.1258 | 0.1075 | 0.0851 | 0.0417 | 0.0000 | -0.1852 | -0.3390 | -0.4688 |
|  | MLE | 2.1692 | 2.1505 | 2.1277 | 2.0833 | 2.0408 | 1.8519 | 1.6949 | 1.5625 |
| $p=2$ | BLUE | 0.2685 | 0.2273 | 0.1778 | 0.0851 | 0.0000 | -0.3390 | -0.5797 | -0.7595 |
|  | MLE | 2.3148 | 2.2727 | 2.2222 | 2.1277 | 2.0408 | 1.6949 | 1.4493 | 1.2658 |
| $p=3$ | BLUE | 0.4318 | 0.3614 | 0.2791 | 0.1304 | 0.0000 | -0.4688 | -0.7595 | -0.9574 |
|  | MLE | 2.4814 | 2.4096 | 0.3256 | 2.1739 | 2.0408 | 1.5625 | 1.2658 | 1.0638 |
| $v=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE | 4.7353 | 4.6485 | 4.5439 | 4.3475 | 4.1667 | 3.4521 | 2.9690 | 2.6389 |
|  | MLE | 9.6195 | 9.4529 | 9.2507 | 8.8652 | 8.5034 | 6.9881 | 5.8445 | 4.9603 |
| $p=2$ | BLUE | 5.4622 | 5.2431 | 4.9899 | 4.5439 | 4.1667 | 2.9690 | 2.4126 | 2.1551 |
|  | MLE | 10.9707 | 10.5708 | 10.1010 | 9.2507 | 8.5034 | 5.8445 | 4.2626 | 3.2457 |
| $p=3$ | BLUE | 6.4008 | 5.9824 | 5.5194 | 4.7575 | 4.1667 | 2.6389 | 2.1551 | 2.0270 |
|  | MLE | 12.6729 | 11.8994 | 11.0742 | 9.6618 | 8.5034 | 4.9603 | 3.2457 | 2.2878 |
| $n=20$ |  |  |  |  |  |  |  |  |  |
| $v=3$ | Bias |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE | 0.0258 | 0.0142 | 0.0000 | -0.1302 | -0.2415 | -0.3378 | -0.4219 | -0.4960 |
|  | MLE | 1.7212 | 1.7094 | 1.6949 | 1.5625 | 1.4493 | 1.3514 | 1.2658 | 1.1905 |
| $p=2$ | BLUE | 0.0524 | 0.0287 | 0.0000 | -0.2415 | -0.4219 | -0.5618 | $-0.6734$ | -0.7645 |
|  | MLE | 1.7483 | 1.7241 | 1.6949 | 1.4493 | 1.2658 | 1.1236 | 1.0101 | 0.9174 |
| $p=3$ | BLUE | 0.0799 | 0.0435 | 0.0000 | -0.3378 | -0.5618 | -0.7212 | $-0.8403$ | -0.9328 |
|  | MLE | 1.7762 | 1.7391 | 1.6949 | 1.3514 | 1.1236 | 0.9615 | 0.8403 | 0.7463 |
| $p=4$ | BLUE | 0.1083 | 0.0585 | 0.0000 | -0.4219 | -0.6734 | -0.8403 | -0.9592 | $-1.0482$ |
|  | MLE | 1.8051 | 1.7544 | 1.6949 | 1.2658 | 1.0101 | 0.8403 | 0.7194 | 0.6289 |

Table 1 (Contd.)
$v=3 \quad$ Mean Square Error

|  | $v^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p=1$ | BLUE | 2.9655 | 2.9240 | 2.8736 | 2.4526 | 2.1490 | 1.9283 | 1.7671 | 1.6495 |
|  | MLE | 6.0286 | 5.9458 | 5.8445 | 4.9603 | 4.2626 | 3.7023 | 3.2457 | 2.8686 |
| $p=2$ | BLUE | 3.0633 | 2.9761 | 2.8736 | 2.1490 | 1.7671 | 1.5641 | 1.4602 | 1.4134 |
|  | MLE | 6.2216 | 6.0496 | 5.8445 | 4.2626 | 3.2457 | 2.5536 | 2.0614 | 1.6989 |
| $p=3$ | BLUE | 3.1673 | 3.0300 | 2.8736 | 1.9283 | 1.5641 | 1.4314 | 1.4006 | 1.4168 |
|  | MLE | 6.4239 | 6.1562 | 5.8445 | 3.7023 | 2.5536 | 1.8671 | 1.4243 | 1.1222 |
| $p=4$ | BLUE | 3.2781 | 3.0858 | 2.8736 | 1.7671 | 1.4602 | 1.4006 | 1.4278 | 1.4861 |
|  | MLE | 6.6362 | 6.2657 | 5.8445 | 3.2457 | 2.0614 | 1.4243 | 1.0426 | 0.7961 |

$v=5 \quad$ Bias

|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: |
| $p=1$ | BLUE | 0.0302 | 0.0259 | 0.0206 | 0.0102 | 0.0000 | -0.0481 | -0.0917 | -0.1316 |
|  | MLE | 1.0406 | 1.0363 | 1.0309 | 1.0204 | 1.0101 | 0.9615 | 0.9174 | 0.8772 |
| $p=2$ | BLUE | 0.0622 | 0.0532 | 0.0421 | 0.0206 | 0.0000 | -0.0917 | -0.1681 | -0.2326 |
|  | MLE | 1.0730 | 1.0638 | 1.0526 | 1.0309 | 1.0101 | 0.9174 | 0.8403 | 0.7752 |
| $p=3$ | BLUE | 0.0963 | 0.0820 | 0.0645 | 0.0313 | 0.0000 | -0.1316 | -0.2326 | -0.3125 |
|  | MLE | 1.1074 | 1.0929 | 1.0753 | 1.0417 | 1.0101 | 0.8772 | 0.7752 | 0.6944 |
| $p=4$ | BLUE | 0.1327 | 0.1124 | 0.0879 | 0.0421 | 0.0000 | -0.1681 | -0.2878 | -0.3774 |
|  | MLE | 1.1442 | 1.1236 | 1.0989 | 1.0526 | 1.0101 | 0.8403 | 0.7194 | 0.6289 |

$v=5 \quad$ Mean Square Error

|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p=1$ | BLUE | 1.0845 | 1.0752 | 1.0638 | 1.0417 | 1.0204 | 0.9261 | 0.8486 | 0.7848 |
|  | MLE | 2.1884 | 2.1702 | 2.1478 | 2.1039 | 2.0614 | 1.8671 | 1.6989 | 1.5526 |
| $p=2$ | BLUE | 1.1567 | 1.1359 | 1.1109 | 1.0638 | 1.0204 | 0.8486 | 0.7321 | 0.6523 |
|  | MLE | 2.3275 | 2.2878 | 2.2396 | 2.1478 | 2.0614 | 1.6989 | 1.4243 | 1.2112 |
| $p=3$ | BLUE | 1.2382 | 1.2032 | 1.1620 | 1.0868 | 1.0204 | 0.7848 | 0.6523 | 0.5769 |
|  | MLE | 2.4802 | 2.4152 | 2.3375 | 2.1930 | 2.0614 | 1.5526 | 1.2112 | 0.9713 |
| $p=4$ | BLUE | 1.3304 | 1.2781 | 1.2176 | 1.1109 | 1.0204 | 0.7321 | 0.5974 | 0.5350 |
|  | MLE | 2.6485 | 2.5536 | 2.4420 | 2.2396 | 2.0614 | 1.4243 | 1.0426 | 0.7961 |

$n=30$
$y=3 \quad$ Bias

|  | $v^{*}$ | . 1 | . 5 | 3 | 8 | 13 | 18 | 23 | 28 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p=1$ | BLUE | 0.0114 | 0.0063 | 0.0000 | -0.0591 | -0.1122 | -0.1603 | -0.2039 | -0.2437 |
|  | MLE | 1.1351 | 1.1299 | 1.1236 | 1.0638 | 1.0101 | 0.9615 | 0.9174 | 0.8772 |
| $p=2$ | BLUE | 0.0229 | 0.0126 | 0.0000 | -0.1122 | -0.2039 | -0.2801 | -0.3445 | -0.3997 |
|  | MLE | 1.1468 | 1.1364 | 1.1236 | 1.0101 | 0.9174 | 0.8403 | 0.7752 | 0.7194 |
| $p=3$ | BLUE | 0.0348 | 0.0190 | 0.0000 | -0.1603 | -0.2801 | -0.3731 | -0.4474 | -0.5081 |
|  | MLE | 1.1587 | 1.1429 | 1.1236 | 0.9615 | 0.8403 | 0.7463 | 0.6711 | 0.6098 |
| $p=4$ | BLUE | 0.0468 | 0.0255 | 0.0000 | -0.2039 | -0.3445 | -0.4474 | -0.5260 | -0.5879 |
|  | MLE | 1.1710 | 1.1494 | 1.1236 | 0.9174 | 0.7752 | 0.6711 | 0.5917 | 0.5291 |
| $p=5$ | BLUE | 0.0592 | 0.0321 | 0.0000 | -0.2437 | -0.3997 | -0.5081 | -0.5879 | -0.6490 |
|  | MLE | 1.1834 | 1.1561 | 1.1236 | 0.8772 | 0.7194 | 0.6098 | 0.5291 | 0.4673 |

$v=3 \quad$ Mean Square Error

|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p=1$ | BLUE | 1.2890 | 1.2771 | 1.2626 | 1.1340 | 1.0307 | 0.9474 | 0.8799 | 0.8252 |
|  | MLE | 2.6064 | 2.5827 | 2.5536 | 2.2878 | 2.0614 | 1.8671 | 1.6989 | 1.5526 |
| $p=2$ | BLUE | 1.3164 | 1.2920 | 1.2626 | 1.0307 | 0.8799 | 0.7807 | 0.7155 | 0.6732 |
|  | MLE | 2.6608 | 2.6123 | 2.5536 | 2.0614 | 1.6989 | 1.4243 | 1.2112 | 1.0426 |

Table 1 (Contd.)

| $p=3$ | BLUE | 1.3450 | 1.3072 | 1.2626 | 0.9474 | 0.7807 | 0.6920 | 0.6466 | 0.6262 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | ---: |
|  | MLE | 2.7169 | 2.6425 | 2.5536 | 1.8671 | 1.4243 | 1.1222 | 0.9069 | 0.7482 |
| $p=4$ | BLUE | 1.3748 | 1.3227 | 1.2626 | 0.8799 | 0.7155 | 0.6466 | 0.6231 | 0.6223 |
|  | MLE | 2.7748 | 2.6731 | 2.5536 | 1.6989 | 1.2112 | 0.9069 | 0.7044 | 0.5629 |
| $p=5$ | BLUE | 1.4059 | 1.3386 | 1.2626 | 0.8252 | 0.6732 | 0.6262 | 0.6223 | 0.6368 |
|  | MLE | 2.8346 | 2.7042 | 2.5536 | 1.5526 | 1.0426 | 0.7482 | 0.5629 | 0.4388 |
| $v=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE | 0.0132 | 0.0114 | 0.0091 | 0.0045 | 0.0000 | -0.0216 | -0.0419 | -0.0610 |
|  | MLE | 0.6845 | 0.6826 | 0.6803 | 0.6757 | 0.6711 | 0.6494 | 0.6289 | 0.6098 |
| $p=2$ | BLUE | 0.0270 | 0.0231 | 0.0184 | 0.0091 | 0.0000 | -0.0419 | -0.0789 | -0.1117 |
|  | MLE | 0.6983 | 0.6944 | 0.6897 | 0.6803 | 0.6711 | 0.6289 | 0.5917 | 0.5587 |
| $p=3$ | BLUE | 0.0413 | 0.0353 | 0.0280 | 0.0137 | 0.0000 | -0.0610 | -0.1117 | -0.1546 |
|  | MLE | 0.7128 | 0.7067 | 0.6993 | 0.6849 | 0.6711 | 0.6098 | 0.5587 | 0.5155 |
| $p=4$ | BLUE | 0.0563 | 0.0480 | 0.0378 | 0.0184 | 0.0000 | -0.0789 | -0.1411 | -0.1914 |
|  | MLE | 0.7278 | 0.7194 | 0.7092 | 0.6897 | 0.6711 | 0.5917 | 0.5291 | 0.4785 |
| $p=5$ | BLUE | 0.0719 | 0.0611 | 0.0480 | 0.0231 | 0.0000 | -0.0958 | -0.1675 | -0.2232 |
|  | MLE | 0.7435 | 0.7326 | 0.7194 | 0.6944 | 0.6711 | 0.5747 | 0.5025 | 0.4464 |
| $\nu=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | 5 |  | 10 | 15 |
| $p=1$ | BLUE | 0.4688 | 0.4662 | 0.4630 | 0.4566 | 0.4505 | 0.4220 | 0.3970 | 0.3751 |
|  | MLE | 0.9434 | 0.9383 | 0.9319 | 0.9193 | 0.9069 | 0.8488 | 0.7961 | 0.7482 |
| $p=2$ | BLUE | 0.4887 | 0.4830 | 0.4762 | 0.4630 | 0.4505 | 0.3970 | 0.3558 | 0.3239 |
|  | MLE | 0.9822 | 0.9713 | 0.9579 | 0.9319 | 0.9069 | 0.7961 | 0.7044 | 0.6277 |
| $p=3$ | BLUE | 0.5102 | 0.5011 | 0.4901 | 0.4695 | 0.4505 | 0.3751 | 0.3239 | 0.2888 |
|  | MLE | 1.0233 | 1.0060 | 0.9849 | 0.9447 | 0.9069 | 0.7482 | 0.6277 | 0.5342 |
| $p=4$ | BLUE | 0.5335 | 0.5204 | 0.5048 | 0.4762 | 0.4505 | 0.3558 | 0.2991 | 0.2647 |
|  | MLE | 1.0672 | 1.0426 | 1.0132 | 0.9579 | 0.9069 | 0.7044 | 0.5629 | 0.4601 |
| $p=5$ | BLUE | 0.5588 | 0.5411 | 0.5204 | 0.4830 | 0.4505 | 0.3388 | 0.2797 | 0.2482 |
|  | MLE | 1.1139 | 1.0813 | 1.0426 | 0.9713 | 0.9069 | 0.6644 | 0.5076 | 0.4004 |

${ }^{+}$This is the I.I.D. case ( $p=0$ ).

$$
\begin{equation*}
f(x)=v \sigma^{v}(x-\mu)^{-(v+1)}, \quad x \geq \sigma+\mu, \quad v>0, \sigma>0 \tag{7.1}
\end{equation*}
$$

while $X_{n-p+1}, \ldots, X_{n}$ have the same distribution but with shape parameter $v^{*}$.

$$
\begin{equation*}
f(x)=v^{*} \sigma^{\nu^{*}}(x-\mu)^{-\left(v^{*}+1\right)}, x \geq \sigma+\mu, v^{*}>0, \quad \sigma>0 \tag{7.2}
\end{equation*}
$$

We will use the single and product moments obtained from the recurrence relations in Section 4 to examine the robustness of the full sample and censored BLUE of the location parameter $\mu$ and the scale parameter $\sigma$ to the presence of multiple shape outliers. We will see how their bias and mean square error are affected by the presence of (possibly) multiple shape outliers.

Explicit expressions for the full sample BLUE may be obtained from the results of Kulldorff and Vännman (1973). To compute the censored BLUE's, we note that the covariance matrix of the standardized Pareto order statistics $\left(\sigma_{i, j n}\right)$ is of the form $\left(a_{i} b_{j}\right)$ where

$$
\begin{equation*}
a_{i}=\frac{\Gamma(n-i+1-2 / v)}{\Gamma(n-i+1-1 / v) \Gamma(n+1-2 / v)}-\frac{\Gamma(n-i+1-1 / v) \Gamma(n+1)}{\Gamma(n-i+1) \Gamma(n+1-1 / v)^{2}} \tag{7.3}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{j}=\frac{\Gamma(n+1) \Gamma(n-j+1-1 / v)}{\Gamma(n-j+1)} \tag{7.4}
\end{equation*}
$$

These may be obtained from the results of Huang (1975). We are therefore able to invert the covariance matrix ( $\sigma_{i, j: n}$ ) and obtain explicit expressions for the censored BLUE's $\mu^{*}(r)$ and $\sigma^{*}(r)$ of $\mu$ and $\sigma$ respectively, their variances $\operatorname{var}\left(\mu^{*}(r)\right)$ and $\operatorname{var}\left(\sigma^{*}(r)\right)$, and their covariance $\operatorname{cov}\left(\mu^{*}(r), \sigma^{*}(r)\right)$, as described, for example, in Arnold, Balakrishnan, and Nagaraja (1992). We have,

$$
\begin{align*}
& \mu^{*}(r)=\left(\left\{\frac{a_{2}-a_{1}}{a_{1}\left(a_{2} b_{1}-a_{1} b_{2}\right)}-\frac{1}{a_{1} b_{1}}\right\} X_{1: n}\right. \\
&+\sum_{i=1}^{n-r-2} \frac{a_{i}\left(b_{i+1}-b_{i+2}\right)+a_{i+1}\left(b_{i+2}-b_{i}\right)+a_{i+2}\left(b_{i}-b_{i+1}\right)}{\left(a_{i+1} b_{i}-a_{i} b_{i+1}\right)\left(a_{i+2} b_{i+1}-a_{i+1} b_{i+2}\right)} X_{i+1: n} \\
&\left.+\frac{b_{n-r-1}-b_{n-r}}{b_{n-r}\left(a_{n-r} b_{n-r-1}-a_{n-r-1} b_{n-r}\right)} X_{n-r: n}\right) /\left(\sum_{i, j} \sigma^{i j}-\frac{1}{a_{1} b_{1}}\right), \\
& \sigma^{*}(r)=\left(\left\{\sum_{i, j} \sigma^{i j}-\frac{a_{2}-a_{1}}{a_{1}\left(a_{2} b_{1}-a_{1} b_{2}\right)}\right\} X_{1: n}\right. \\
&-\sum_{i=1}^{n-r-2} \frac{a_{i}\left(b_{i+1}-b_{i+2}\right)+a_{i+1}\left(b_{i+2}-b_{i}\right)+a_{i+2}\left(b_{i}-b_{i+1}\right)}{\left(a_{i+1} b_{i}-a_{i} b_{i+1}\right)\left(a_{i+2} b_{i+1}-a_{i+1} b_{i+2}\right)} X_{i+1: n} \\
&\left.-\frac{b_{n-r-1}-b_{n-r}}{b_{n-r}\left(a_{n-r} b_{n-r-1}-a_{n-r-1} b_{n-r}\right)} X_{n-r: n}\right) /\left(\frac{b_{1}}{c} \sum_{i, j} \sigma^{i j}-\frac{1}{c a_{1}}\right), \\
& \operatorname{var}\left(\mu^{*}(r)\right)=\sigma^{2} /\left(\sum_{i j} \sigma^{i j}-\frac{1}{a_{1} b_{1}}\right),  \tag{7.5}\\
& \operatorname{var}\left(\sigma^{*}(r)\right)=\sigma^{2} /\left(\frac{b_{1}}{a_{1} c^{2}}-\frac{1}{c^{2} a_{1}^{2} \sum_{i, j} \sigma^{i j}}\right), \tag{7.6}
\end{align*}
$$

and

$$
\operatorname{cov}\left(\mu^{*}(r), \sigma^{*}(r)\right)=-\sigma^{2} /\left(\frac{b_{1}}{c} \sum_{i, j} \sigma^{i j}-\frac{1}{c a_{1}}\right)
$$

where $a_{i}$ and $b_{i}$ are given in (7.3) and (7.4) respectively,

$$
c=\Gamma(n+1-1 / v)
$$

and $\sum_{i, j} \sigma^{i j}$ is the sum of all of the elements of the inverse matrix of the covariance matrix $\left(\sigma_{i, j: n}\right)$ and is given by

$$
\begin{aligned}
\sum_{i, j} \sigma^{i j}= & \sum_{i=2}^{n-r-1} \frac{a_{i-1}\left(2 b_{i}-b_{i+1}\right)-2 a_{i} b_{i-1}+a_{i+1} b_{i-1}}{\left(a_{i} b_{i-1}-a_{i-1} b_{i}\right)\left(a_{i+1} b_{i}-a_{i} b_{i+1}\right)} \\
& +\frac{a_{2}-2 a_{1}}{a_{1}\left(a_{2} b_{1}-a_{1} b_{2}\right)}+\frac{b_{n-r-1}}{b_{n-r}\left(a_{n-r} b_{n-r-1}-a_{n-r-1} b_{n-r}\right)}
\end{aligned}
$$

In Tables 2 and 3, we present the bias and mean square error of the BLUE's $\mu^{*}(r)$ and $\sigma^{*}(r)$, respectively, with $r=0,10$, and $20 \%$ of $n$, for $n=10$ and 20 , $p=0(1) 4$, and various values of $v$ and $v^{*}$. Note that the mean square error for the I.I.D. case ( $p=0$ ) given in Tables 2 and 3 may be obtained using (7.5) and (7.6) respectively.

From Table 2, we see that when $v^{*} \geq v$ (the inlier situation) the bias and mean square error for the censored forms of the BLUE for $v$ are only slightly larger than those of the full sample BLUE. But in the outlier situation ( $v^{*}<v$ ), as the outliers become more pronounced, the bias and mean square error increase for each form of the BLUE. However, they increase much less for the censored forms of the BLUE than they do for the full sample BLUE, especially for the larger values of $p$. The result is that as the outliers become more pronounced the bias and mean square error of the censored forms of the BLUE start to become smaller than those of the full sample BLUE. The difference becomes quite significant as $p$ increases. The same observations remain true for the BLUE's for $\sigma$ in Table 3.

Therefore, since the loss of efficiency due to censoring when there are no outliers present is minimal as compared with the possible gain in efficiency when outliers are present, we recommend use of the BLUE with $10 \%$ censoring for the estimation of both the location parameter $\mu$ and scale parameter $\sigma$.

## 8. Conclusions

We have established in this paper several recurrence relations for the single and the product moments of order statistics arising from $n$ independent non-identically distributed Pareto random variables. These recurrence relations are simple in nature and could be applied systematically in order to compute all the single and the product moments of order statistics arising from I.NI.D. Pareto random variables for all values of $n$ in a simple recursive manner, as long as the values of $v_{i}>2(i=1,2, \ldots, n)$ are known. The results for the case when the order statistics arise from a multiple-outlier model (with a slippage of $p$ observations) from a Pareto population are deduced as special cases. We have also generalized all of the results to the doubly-truncated Pareto distribution. We have then applied the

Table 2
(Bias of estimators of $\mu) / \sigma$ and (MSE) $/ \sigma^{2}$ in the presence of multiple shape outliers

| $v=3$ | Bias |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | $-0.0548$ | -0.0258 | 0.0000 | 0.0812 | 0.0910 | 0.0891 | 0.0845 | 0.0793 |
|  | BLUE1 | -0.0503 | -0.0246 | 0.0000 | 0.0824 | 0.0925 | 0.0906 | 0.0859 | 0.0806 |
|  | BLUE2 | -0.0467 | -0.0234 | 0.0000 | 0.0859 | 0.0973 | 0.0955 | 0.0906 | 0.0850 |
| $p=2$ | BLUE0 | -0.1120 | -0.0521 | 0.0000 | 0.1640 | 0.1939 | 0.2024 | 0.2048 | 0.2050 |
|  | BLUE1 | -0.1036 | -0.0498 | 0.0000 | 0.1665 | 0.1972 | 0.2059 | 0.2083 | 0.2086 |
|  | BLUE2 | -0.0963 | -0.0474 | 0.0000 | 0.1731 | 0.2073 | 0.2168 | 0.2196 | 0.2199 |
| $p=3$ | BLUE0 | -0.1717 | -0.0789 | 0.0000 | 0.2458 | 0.2981 | 0.3185 | 0.3288 | 0.3348 |
|  | BLUE1 | -0.1598 | -0.0756 | 0.0000 | 0.2494 | 0.3031 | 0.3240 | 0.3345 | 0.3405 |
|  | BLUE2 | -0.1488 | $-0.0720$ | 0.0000 | 0.2586 | 0.3181 | 0.3411 | 0.3524 | 0.3590 |
| $v=3$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.2624 | 0.2278 | 0.2128 | 0.1886 | 0.1903 | 0.1923 | 0.1938 | 0.1948 |
|  | BLUE1 | 0.2470 | 0.2302 | 0.2165 | 0.1916 | 0.1934 | 0.1955 | 0.1970 | 0.1981 |
|  | BLUE2 | 0.2567 | 0.2416 | 0.2283 | 0.2010 | 0.2033 | 0.2057 | 0.2075 | 0.2087 |
| $p=2$ | BLUE0 | 0.3227 | 0.2449 | 0.2128 | 0.1783 | 0.1842 | 0.1874 | 0.1888 | 0.1895 |
|  | BLUE1 | 0.2876 | 0.2460 | 0.2165 | 0.1810 | 0.1873 | 0.1906 | 0.1922 | 0.1928 |
|  | BLUE2 | 0.2938 | 0.2568 | 0.2283 | 0.1893 | 0.1969 | 0.2010 | 0.2028 | 0.2036 |
| $p=3$ | BLUE0 | 0.3947 | 0.2642 | 0.2128 | 0.1833 | 0.2020 | 0.2122 | 0.2180 | 0.2216 |
|  | BLUE1 | 0.3393 | 0.2639 | 0.2165 | 0.1863 | 0.2060 | 0.2166 | 0.2226 | 0.2263 |
|  | BLUE2 | 0.3408 | 0.2741 | 0.2283 | 0.1945 | 0.2177 | 0.2303 | 0.2373 | 0.2416 |
| $v=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | -0.1820 | -0.1253 | -0.0814 | -0.0301 | 0.0000 | 0.0583 | 0.0732 | 0.0771 |
|  | BLUE1 | -0.1227 | -0.0961 | -0.0687 | -0.0280 | 0.0000 | 0.0603 | 0.0764 | 0.0806 |
|  | BLUE2 | -0.1061 | -0.0851 | $-0.0624$ | -0.0266 | 0.0000 | 0.0633 | 0.0818 | 0.0870 |
| $p=2$ | BLUE0 | -0.3797 | -0.2585 | $-0.1662$ | -0.0607 | 0.0000 | 0.1171 | 0.1510 | 0.1643 |
|  | BLUE1 | -0.2772 | -0.2074 | -0.1434 | -0.0567 | 0.0000 | 0.1211 | 0.1574 | 0.1718 |
|  | BLUE2 | -0.2331 | -0.1821 | -0.1304 | -0.0539 | 0.0000 | 0.1265 | 0.1681 | 0.1849 |
| $p=3$ | BLUE0 | -0.5911 | -0.3988 | -0.2539 | -0.0916 | 0.0000 | 0.1758 | 0.2299 | 0.2545 |
|  | BLUE1 | -0.4567 | -0.3313 | -0.2234 | -0.0861 | 0.0000 | 0.1813 | 0.2396 | 0.2659 |
|  | BLUE2 | $-0.3850$ | -0.2919 | -0.2040 | $-0.0820$ | 0.0000 | 0.1886 | 0.2549 | 0.2856 |
| $v=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.7934 | 0.2871 | 0.2192 | 0.1812 | 0.1674 | 0.1534 | 0.1534 | 0.1546 |
|  | BLUE1 | 0.2498 | 0.2294 | 0.2108 | 0.1877 | 0.1752 | 0.1599 | 0.1601 | 0.1614 |
|  | BLUE2 | 0.2519 | 0.2371 | 0.2224 | 0.2022 | 0.1898 | 0.1722 | 0.1723 | 0.1740 |
| $p=2$ | BLUE0 | 1.5365 | 0.4576 | 0.2905 | 0.1973 | 0.1674 | 0.1464 | 0.1499 | 0.1532 |
|  | BLUE1 | 0.4231 | 0.3292 | 0.2649 | 0.2026 | 0.1752 | 0.1522 | 0.1564 | 0.1601 |
|  | BLUE2 | 0.3694 | 0.3159 | 0.2700 | 0.2168 | 0.1898 | 0.1630 | 0.1677 | 0.1725 |
| $p=3$ | BLUE0 | 2.4114 | 0.6838 | 0.3829 | 0.2159 | 0.1674 | 0.1467 | 0.1594 | 0.1685 |
|  | BLUE1 | 0.7149 | 0.4815 | 0.3393 | 0.2199 | 0.1752 | 0.1524 | 0.1667 | 0.1770 |
|  | BLUE2 | 0.5762 | 0.4378 | 0.3356 | 0.2337 | 0.1898 | 0.1622 | 0.1787 | 0.1918 |

Table 2 (Contd.)

| $n=20$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v=3$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | -0.0257 | -0.0124 | 0.0000 | 0.0433 | 0.0517 | 0.0532 | 0.0526 | 0.0512 |
|  | BLUE2 | -0.0237 | -0.0118 | 0.0000 | 0.0441 | 0.0527 | 0.0543 | 0.0537 | 0.0522 |
|  | BLUE4 | -0.0221 | -0.0112 | 0.0000 | 0.0460 | 0.0553 | 0.0571 | 0.0565 | 0.0549 |
| $p=2$ | BLUE0 | -0.0520 | -0.0249 | 0.0000 | 0.0864 | 0.1048 | 0.1105 | 0.1122 | 0.1123 |
|  | BLUE2 | -0.0481 | -0.0238 | 0.0000 | 0.0879 | 0.1068 | 0.1126 | 0.1143 | 0.1144 |
|  | BLUE4 | -0.0449 | -0.0226 | 0.0000 | 0.0916 | 0.1121 | 0.1184 | 0.1203 | 0.1204 |
| $p=3$ | BLUE0 | -0.0789 | -0.0375 | 0.0000 | 0.1290 | 0.1581 | 0.1690 | 0.1738 | 0.1762 |
|  | BLUE2 | -0.0732 | -0.0358 | 0.0000 | 0.1313 | 0.1612 | 0.1722 | 0.1772 | 0.1796 |
|  | BLUE4 | -0.0684 | -0.0342 | 0.0000 | 0.1366 | 0.1692 | 0.1811 | 0.1864 | 0.1890 |
| $p=4$ | BLUE0 | -0.1065 | -0.0502 | 0.0000 | 0.1710 | 0.2111 | 0.2273 | 0.2356 | 0.2404 |
|  | BLUE2 | -0.0990 | -0.0481 | 0.0000 | 0.1740 | 0.2151 | 0.2317 | 0.2401 | 0.2450 |
|  | BLUE4 | -0.0925 | -0.0459 | 0.0000 | 0.1807 | 0.2258 | 0.2437 | 0.2526 | 0.2578 |
| $v=3$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.1019 | 0.0969 | 0.0939 | 0.0882 | 0.0885 | 0.0890 | 0.0893 | 0.0896 |
|  | BLUE2 | 0.1018 | 0.0985 | 0.0957 | 0.0899 | 0.0902 | 0.0906 | 0.0910 | 0.0913 |
|  | BLUE4 | 0.1065 | 0.1034 | 0.1007 | 0.0943 | 0.0947 | 0.0953 | 0.0957 | 0.0960 |
| $p=2$ | BLUE0 | 0.1117 | 0.1003 | 0.0939 | 0.0865 | 0.0886 | 0.0898 | 0.0904 | 0.0907 |
|  | BLUE2 | 0.1096 | 0.1017 | 0.0957 | 0.0881 | 0.0903 | 0.0916 | 0.0922 | 0.0925 |
|  | BLUE4 | 0.1137 | 0.1066 | 0.1007 | 0.0924 | 0.0950 | 0.0964 | 0.0972 | 0.0975 |
| $p=3$ | BLUE0 | 0.1235 | 0.1041 | 0.0939 | 0.0887 | 0.0945 | 0.0976 | 0.0992 | 0.1001 |
|  | BLUE2 | 0.1190 | 0.1053 | 0.0957 | 0.0924 | 0.0965 | 0.0997 | 0.1014 | 0.1024 |
|  | BLUE4 | 0.1224 | 0.1100 | 0.1007 | 0.0947 | 0.1019 | 0.1056 | 0.1076 | 0.1086 |
| $p=4$ | BLUE0 | 0.1372 | 0.1084 | 0.0939 | 0.0945 | 0.1063 | 0.1125 | 0.1160 | 0.1182 |
|  | BLUE2 | 0.1302 | 0.1093 | 0.0957 | 0.0964 | 0.1088 | 0.1153 | 0.1190 | 0.1212 |
|  | BLUE4 | 0.1327 | 0.1138 | 0.1007 | 0.1012 | 0.1155 | 0.1230 | 0.1271 | 0.1297 |
| $v=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | -0.0803 | -0.0570 | -0.0380 | $-0.0145$ | 0.0000 | 0.0305 | 0.0400 | 0.0437 |
|  | BLUE2 | -0.0563 | -0.0447 | -0.0324 | $-0.0136$ | 0.0000 | 0.0315 | 0.0416 | 0.0455 |
|  | BLUE4 | -0.0494 | $-0.0400$ | -0.0297 | $-0.0129$ | 0.0000 | 0.0330 | 0.0445 | 0.0489 |
| $p=2$ | BLUE0 | -0.1651 | -0.1162 | -0.0769 | -0.0292 | 0.0000 | 0.0608 | 0.0803 | 0.0887 |
|  | BLUE2 | -0.1183 | -0.0924 | $-0.0662$ | -0.0273 | 0.0000 | 0.0629 | 0.0836 | 0.0924 |
|  | BLUE4 | -0.1031 | -0.0826 | -0.0607 | -0.0260 | 0.0000 | 0.0658 | 0.0893 | 0.0993 |
| $p=3$ | BLUE0 | -0.2543 | -0.1776 | -0.1168 | -0.0439 | 0.0000 | 0.0910 | 0.1208 | 0.1343 |
|  | BLUE2 | -0.1865 | -0.1434 | $-0.1013$ | -0.0412 | 0.0000 | 0.0940 | 0.1257 | 0.1400 |
|  | BLUE4 | -0.1614 | -0.1278 | -0.0929 | -0.0392 | 0.0000 | 0.0982 | 0.1341 | 0.1503 |
| $p=4$ | BLUE0 | -0.3473 | $-0.2410$ | $-0.1575$ | -0.0588 | 0.0000 | 0.1210 | 0.1612 | 0.1801 |
|  | BLUE2 | -0.2609 | -0.1974 | -0.1377 | -0.0553 | 0.0000 | 0.1248 | 0.1677 | 0.1877 |
|  | BLUE4 | -0.2247 | -0.1758 | $-0.1264$ | -0.0527 | 0.0000 | 0.1301 | 0.1785 | 0.2014 |
| $v=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.1612 | 0.0970 | 0.0865 | 0.0794 | 0.0765 | 0.0731 | 0.0731 | 0.0733 |
|  | BLUE2 | 0.0943 | 0.0907 | 0.0871 | 0.0825 | 0.0797 | 0.0761 | 0.0761 | 0.0763 |
|  | BLUE4 | 0.0985 | 0.0957 | 0.0928 | 0.0886 | 0.0859 | 0.0818 | 0.0817 | 0.0821 |
| $p=2$ | BLUE0 | 0.2649 | 0.1263 | 0.1002 | 0.0828 | 0.0765 | 0.0717 | 0.0729 | 0.0739 |
|  | BLUE2 | 0.1195 | 0.1077 | 0.0975 | 0.0856 | 0.0797 | 0.0746 | 0.0759 | 0.0771 |

Table 2 (Contd.)

| $=3$ | BLUE4 | 0.1188 | 0.1102 | 0.1021 | 0.0917 | 0.0859 | 0.0799 | 0.0815 | 0.0830 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | BLUE0 | 0.3897 | 0.1651 | 0.1177 | 0.0868 | 0.0765 | 0.0721 | 0.0760 | 0.0787 |
|  | BLUE2 | 0.1586 | 0.1319 | 0.1110 | 0.0892 | 0.0797 | 0.0750 | 0.0793 | 0.0824 |
|  | BLUE4 | 0.1485 | 0.1303 | 0.1142 | 0.0953 | 0.0859 | 0.0802 | 0.0853 | 0.0891 |
|  | BLUE0 | 0.5374 | 0.2142 | 0.1393 | 0.0912 | 0.0765 | 0.0745 | 0.0824 | 0.0878 |
|  | BLUE2 | 0.2145 | 0.1643 | 0.1281 | 0.0934 | 0.0797 | 0.0774 | 0.0863 | 0.0923 |
|  | BLUE4 | 0.1900 | 0.1568 | 0.1292 | 0.0993 | 0.0859 | 0.0826 | 0.0931 | 0.1005 |

${ }^{+}$This is the I.I.D. case $(p=0)$.

Table 3
(Bias of estimators of $\sigma$ ) $/ \sigma$ and (MSE) $/ \sigma^{2}$ in the presence of multiple shape outliers

| $n=10$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $v=3$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.0540 | 0.0255 | 0.0000 | -0.0834 | -0.0965 | -0.0975 | -0.0952 | -0.0921 |
|  | BLUE1 | 0.0497 | 0.0244 | 0.0000 | -0.0846 | -0.0980 | -0.0990 | $-0.0967$ | -0.0934 |
|  | BLUE2 | 0.0462 | 0.0232 | 0.0000 | -0.0880 | -0.1026 | -0.1037 | $-0.1012$ | -0.0976 |
| $p=2$ | BLUE0 | 0.1105 | 0.0516 | 0.0000 | -0.1671 | -0.2011 | -0.2126 | -0.2173 | -0.2193 |
|  | BLUE1 | 0.1023 | 0.0494 | 0.0000 | -0.1695 | -0.2043 | -0.2160 | $-0.2207$ | -0.2227 |
|  | BLUE2 | 0.0953 | 0.0470 | 0.0000 | -0.1759 | -0.2140 | -0.2266 | -0.2316 | -0.2336 |
| $p=3$ | BLUE0 | 0.1694 | 0.0781 | 0.0000 | -0.2490 | -0.3051 | -0.3282 | -0.3403 | -0.3477 |
|  | BLUE1 | 0.1579 | 0.0749 | 0.0000 | -0.2524 | -0.3099 | -0.3335 | -0.3458 | -0.3532 |
|  | BLUE2 | 0.1472 | 0.0715 | 0.0000 | -0.2613 | -0.3244 | -0.3500 | -0.3632 | $-0.3711$ |
| $v=3$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | $2.1$ | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.2467 | 0.2142 | 0.2001 | 0.1777 | 0.1799 | 0.1822 | 0.1838 | 0.1849 |
|  | BLUE1 | 0.2323 | 0.2164 | 0.2035 | 0.1806 | 0.1829 | 0.1852 | 0.1869 | 0.1880 |
|  | BLUE2 | 0.2414 | 0.2271 | 0.2145 | 0.1894 | 0.1921 | 0.1949 | 0.1968 | 0.1980 |
| $p=2$ | BLUE0 | 0.3037 | 0.2304 | 0.2001 | 0.1698 | 0.1776 | 0.1822 | 0.1846 | 0.1860 |
|  | BLUE1 | 0.2708 | 0.2314 | 0.2035 | 0.1724 | 0.1806 | 0.1853 | 0.1879 | 0.1892 |
|  | BLUE2 | 0.2766 | 0.2415 | 0.2145 | 0.1803 | 0.1899 | 0.1954 | 0.1982 | 0.1998 |
| $p=3$ | BLUE0 | 0.3719 | 0.2487 | 0.2001 | 0.1771 | 0.1990 | 0.2112 | 0.2185 | 0.2232 |
|  | BLUE1 | 0.3200 | 0.2484 | 0.2035 | 0.1799 | 0.2028 | 0.2155 | 0.2231 | 0.2279 |
|  | BLUE2 | 0.3213 | 0.2579 | 0.2145 | 0.1878 | 0.2142 | 0.2290 | 0.2376 | 0.2431 |
| $v=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.1796 | 0.1239 | 0.0807 | 0.0300 | 0.0000 | -0.0590 | -0.0752 | $-0.0803$ |
|  | BLUE1 | 0.1215 | 0.0952 | 0.0681 | 0.0279 | 0.0000 | -0.0610 | -0.0783 | -0.0837 |
|  | BLUE2 | 0.1052 | 0.0845 | 0.0620 | 0.0265 | 0.0000 | -0.0639 | -0.0836 | -0.0899 |
| $p=2$ | BLUE0 | 0.3748 | 0.2556 | 0.1646 | 0.0603 | 0.0000 | -0.1182 | -0.1537 | $-0.1687$ |
|  | BLUE1 | 0.2744 | 0.2055 | 0.1423 | 0.0565 | 0.0000 | -0.1220 | $-0.1601$ | -0.1759 |
|  | BLUE2 | 0.2312 | 0.1807 | 0.1296 | 0.0537 | 0.0000 | -0.1274 | -0.1706 | -0.1888 |
| $p=3$ | BLUE0 | 0.5836 | 0.3944 | 0.2516 | 0.0911 | 0.0000 | -0.1769 | -0.2329 | $-0.2590$ |
|  | BLUE1 | 0.4519 | 0.3283 | 0.2218 | 0.0857 | 0.0000 | -0.1824 | -0.2424 | $-0.2701$ |
|  | BLUE2 | 0.3817 | 0.2897 | 0.2027 | 0.0817 | 0.0000 | -0.1895 | -0.2574 | -0.2894 |

Table 3 (Contd.)

| $v=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $v^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.7630 | 0.2766 | 0.2111 | 0.1745 | 0.1612 | 0.1478 | 0.1481 | 0.1494 |
|  | BLUEI | 0.2408 | 0.2211 | 0.2031 | 0.1807 | 0.1687 | 0.1541 | 0.1545 | 0.1560 |
|  | BLUE2 | 0.2427 | 0.2284 | 0.2142 | 0.1947 | 0.1827 | 0.1659 | 0.1662 | 0.1681 |
| $p=2$ | BLUE0 | 1.4786 | 0.4414 | 0.2803 | 0.0901 | 0.1612 | 0.1416 | 0.1459 | 0.1497 |
|  | BLUE1 | 0.4086 | 0.3178 | 0.2555 | 0.1951 | 0.1687 | 0.1472 | 0.1522 | 0.1565 |
|  | BLUE2 | 0.3568 | 0.3049 | 0.2604 | 0.2088 | 0.1827 | 0.1576 | 0.1631 | 0.1686 |
| $p=3$ | BLUE0 | 2.3223 | 0.6606 | 0.3699 | 0.2081 | 0.1612 | 0.1427 | 0.1566 | 0.1667 |
|  | BLUE1 | 0.6916 | 0.4658 | 0.3279 | 0.2119 | 0.1687 | 0.1482 | 0.1638 | 0.1751 |
|  | BLUE2 | 0.5577 | 0.4235 | 0.3242 | 0.2252 | 0.1827 | 0.1577 | 0.1756 | 0.1897 |
| $n=20$ |  |  |  |  |  |  |  |  |  |
| $v=3$ | Bias |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.0255 | 0.0123 | 0.0000 | -0.0439 | -0.0532 | -0.0557 | -0.0560 | -0.0553 |
|  | BLUE2 | 0.0236 | 0.0117 | 0.0000 | -0.0447 | -0.0542 | -0.0567 | -0.0570 | -0.0563 |
|  | BLUE4 | 0.0220 | 0.0112 | 0.0000 | -0.0465 | -0.0568 | -0.0595 | $-0.0597$ | -0.0590 |
| $p=2$ | BLUE0 | 0.0517 | 0.0247 | 0.0000 | -0.0874 | -0.1072 | -0.1142 | $-0.1170$ | -0.1181 |
|  | BLUE2 | 0.0478 | 0.0236 | 0.0000 | -0.0889 | -0.1092 | -0.1163 | -0.1191 | -0.1202 |
|  | BLUE4 | 0.0447 | 0.0225 | 0.0000 | -0.0925 | -0.1145 | -0.1221 | $-0.1250$ | -0.1261 |
| $p=3$ | BLUE0 | 0.0784 | 0.0373 | 0.0000 | -0.1303 | -0.1611 | -0.1733 | -0.1793 | $-0.1826$ |
|  | BLUE2 | 0.0728 | 0.0357 | 0.0000 | -0.1325 | -0.1641 | -0.1765 | -0.1826 | -0.1859 |
|  | BLUE4 | 0.0680 | 0.0340 | 0.0000 | -0.1377 | -0.1720 | -0.1853 | -0.1917 | -0.1952 |
| $p=4$ | BLUE0 | 0.1058 | 0.0500 | 0.0000 | -0.1724 | -0.2143 | -0.2319 | -0.2413 | $-0.2469$ |
|  | BLUE2 | 0.0984 | 0.0479 | 0.0000 | -0.1753 | -0.2183 | -0.2362 | -0.2457 | -0.2514 |
|  | BLUE4 | 0.0921 | 0.0457 | 0.0000 | -0.1819 | -0.2288 | $-0.2480$ | $-0.2580$ | $-0.2640$ |
| $v=3$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | $3^{+}$ | 8 | 13 | 18 | 23 | 28 |
| $p=1$ | BLUE0 | 0.0988 | 0.0940 | 0.0911 | 0.0857 | 0.0860 | 0.0866 | 0.0870 | 0.0873 |
|  | BLUE2 | 0.0988 | 0.0956 | 0.0928 | 0.0872 | 0.0876 | 0.0882 | 0.0886 | 0.0889 |
|  | BLUE4 | 0.1033 | 0.1003 | 0.0976 | 0.0916 | 0.0920 | 0.0927 | 0.0931 | 0.0935 |
| $p=2$ | BLUE0 | 0.1084 | 0.0973 | 0.0911 | 0.0843 | 0.0867 | 0.0882 | 0.0890 | 0.0895 |
|  | BLUE2 | 0.1063 | 0.0987 | 0.0928 | 0.0858 | 0.0883 | 0.0899 | 0.0908 | 0.0913 |
|  | BLUE4 | 0.1103 | 0.1034 | 0.0976 | 0.0899 | 0.0929 | 0.0947 | 0.0957 | 0.0962 |
| $p=3$ | BLUE0 | 0.1199 | 0.1011 | 0.0911 | 0.0867 | 0.0933 | 0.0969 | 0.0989 | 0.1002 |
|  | BLUE2 | 0.1155 | 0.1022 | 0.0928 | 0.0884 | 0.0952 | 0.0990 | 0.1011 | 0.1024 |
|  | BLUE4 | 0.1188 | 0.1067 | 0.0976 | 0.0927 | 0.1005 | 0.1048 | 0.1072 | 0.1086 |
| $p=4$ | BLUE0 | 0.1333 | 0.1052 | 0.0911 | 0.0929 | 0.1057 | 0.1127 | 0.1168 | 0.1194 |
|  | BLUE2 | 0.1265 | 0.1061 | 0.0928 | 0.0948 | 0.1082 | 0.1154 | 0.1197 | 0.1224 |
|  | BLUE4 | 0.1289 | 0.1105 | 0.0976 | 0.0995 | 0.1148 | 0.1231 | 0.1278 | 0.1308 |
| $v=5$ | Bias |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.0798 | 0.0567 | 0.0378 | 0.0145 | 0.0000 | -0.0306 | -0.0405 | -0.0445 |
|  | BLUE2 | 0.0560 | 0.0445 | 0.0323 | 0.0135 | 0.0000 | -0.0317 | -0.0421 | $-0.0464$ |
|  | BLUE4 | 0.0492 | 0.0399 | 0.0296 | 0.0129 | 0.0000 | -0.0332 | -0.0449 | $-0.0498$ |
| $p=2$ | BLUE0 | 0.1641 | 0.1156 | 0.0766 | 0.0291 | 0.0000 | -0.0611 | -0.0812 | -0.0901 |
|  | BLUE2 | 0.1177 | 0.0920 | 0.0660 | 0.0272 | 0.0000 | -0.0632 | -0.0845 | -0.0939 |
|  | BLUE4 | 0.1027 | 0.0823 | 0.0605 | 0.0259 | 0.0000 | $-0.0661$ | -0.0901 | $-0.1006$ |
| $p=3$ | BLUE0 | 0.2527 | 0.1767 | 0.1163 | 0.0438 | 0.0000 | -0.0914 | $-0.1219$ | -0.1361 |
|  | BLUE2 | 0.1856 | 0.1427 | 0.1010 | 0.0411 | 0.0000 | -0.0944 | -0.1268 | -0.1417 |

Table 3 (Contd.)

| $p=4$ | BLUE4 | 0.1608 | 0.1274 | 0.0926 | 0.0392 | 0.0000 | -0.0985 | $-0.1350$ | -0.1519 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | BLUE0 | 0.3452 | 0.2398 | 0.1568 | 0.0586 | 0.0000 | -0.1215 | $-0.1624$ | $-0.1821$ |
|  | BLUE2 | 0.2596 | 0.1965 | 0.1372 | 0.0551 | 0.0000 | -0.1253 | -0.1689 | -0.1896 |
|  | BLUE4 | 0.2238 | 0.1752 | 0.1260 | 0.0526 | 0.0000 | -0.1305 | $-0.1796$ | -0.2031 |
| $v=5$ | Mean Square Error |  |  |  |  |  |  |  |  |
|  | $\nu^{*}$ | 2.1 | 2.5 | 3 | 4 | $5^{+}$ | 10 | 15 | 20 |
| $p=1$ | BLUE0 | 0.1581 | 0.0952 | 0.0849 | 0.0779 | 0.0750 | 0.0718 | 0.0717 | 0.0720 |
|  | BLUE2 | 0.0926 | 0.0890 | 0.0855 | 0.0809 | 0.0783 | 0.0747 | 0.0747 | 0.0750 |
|  | BLUE4 | 0.0967 | 0.0939 | 0.0911 | 0.0870 | 0.0843 | 0.0803 | 0.0802 | 0.0806 |
| $p=2$ | BLUE0 | 0.2600 | 0.1240 | 0.0984 | 0.0813 | 0.0750 | 0.0704 | 0.0717 | 0.0729 |
|  | BLUE2 | 0.1174 | 0.1058 | 0.0957 | 0.0840 | 0.0783 | 0.0733 | 0.0747 | 0.0760 |
|  | BLUE4 | 0.1167 | 0.1082 | 0.1003 | 0.0900 | 0.0843 | 0.0785 | 0.0802 | 0.0818 |
| $p=3$ | BLUE0 | 0.3826 | 0.1623 | 0.1157 | 0.0852 | 0.0750 | 0.0710 | 0.0751 | 0.0780 |
|  | BLUE2 | 0.1559 | 0.1296 | 0.1091 | 0.0876 | 0.0783 | 0.0738 | 0.0784 | 0.0816 |
|  | BLUE4 | 0.1460 | 0.1280 | 0.1122 | 0.0935 | 0.0843 | 0.0789 | 0.0842 | 0.0883 |
| $p=4$ | BLUE0 | 0.5278 | 0.2107 | 0.1370 | 0.0896 | 0.0750 | 0.0735 | 0.0818 | 0.0875 |
|  | BLUE2 | 0.2111 | 0.1617 | 0.1259 | 0.0917 | 0.0783 | 0.0764 | 0.0856 | 0.0919 |
|  | BLUE4 | 0.1870 | 0.1542 | 0.1270 | 0.0975 | 0.0743 | 0.0815 | 0.0923 | 0.1000 |

+ This is the I.I.D. case $(p=0)$.
multiple-outlier results to conclude that the BLUE is more efficient than the MLE of the scale parameter $\sigma$ of a one-parameter Pareto distribution. And we have also found that the censored BLUE's (based on $10 \%$ censoring) of the location parameter $\mu$ and the scale parameter $\sigma$ of a two-parameter Pareto distribution are both quite robust to the presence of multiple outliers.
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## Appendix A

Proof of Relation 3.3. From Equation (1.2), let us consider for $3 \leq s \leq n$

$$
\begin{align*}
\mu_{1, s: n}= & \frac{1}{(s-2)!(n-s)!} \sum_{p} \int_{1}^{\infty} \int_{x}^{\infty} x y f_{i_{1}}(x) \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
= & \frac{1}{(s-2)!(n-s)!} \sum_{p} \int_{1}^{\infty} x f_{i_{1}}(x) I_{1}(x) \mathrm{d} x \tag{A.1}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x) & =\int_{x}^{\infty} y \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& =v_{i_{s}} \int_{x}^{\infty} \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{1}(x)=v_{i_{s}} & {\left[-\int_{x}^{\infty} y \sum_{j=2}^{s-1} f_{i_{j}}(y) \prod_{\substack{b=2 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right.} \\
& \left.+\int_{x}^{\infty} y \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \sum_{j=s}^{n} f_{i_{j}}(y) \prod_{\substack{c=s \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right]
\end{aligned}
$$

which, when substituted in (A.1), gives

$$
\begin{align*}
\mu_{1, s: n}= & \frac{1}{(s-2)!(n-s)!} \sum_{p} v_{i_{s}}\left[-\int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) \sum_{j=2}^{s-1} f_{i_{j}}(y)\right. \\
& \times \prod_{b=2 b \neq j}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x+\int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) \\
& \left.\times \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \sum_{j=s}^{n} f_{i_{j}}(y) \prod_{\substack{c=s \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right] . \tag{A.2}
\end{align*}
$$

Alternatively, we may write

$$
\begin{align*}
\mu_{1, s: n}= & \frac{1}{(s-2)!(n-s)!} \sum_{p} \int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) \\
& \times \prod_{b=2}^{s-1}\left\{F_{i_{h}}(y)-F_{i_{h}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{(s-2)!(n-s)!} \sum_{p} \int_{1}^{\infty} y f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} I_{2}(y) \mathrm{d} y \tag{A.3}
\end{align*}
$$

where

$$
\begin{aligned}
I_{2}(y) & =\int_{1}^{y} x f_{i_{1}}(x) \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{h}}(x)\right\} \mathrm{d} x \\
& =v_{i_{1}} \int_{1}^{y}\left\{1-F_{i_{c}}(x)\right\} \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{2}(y)=v_{i_{1}}[ & -\prod_{b=2}^{s-1} F_{i_{b}}(y)+\int_{1}^{y} x f_{i_{1}}(x) \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& \left.+\int_{1}^{y} x\left\{1-F_{i_{1}}(x)\right\} \sum_{j=2}^{s-1} f_{i_{j}}(x) \prod_{\substack{b=2 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x\right]
\end{aligned}
$$

which, when substituted in (A.3), gives

$$
\begin{aligned}
\mu_{1, s: n}= & \frac{1}{(s-2)!(n-s)!} \sum_{p} v_{i_{1}} \\
& \times\left[-\int_{1}^{\infty} y \prod_{b=2}^{s-1} F_{i_{b}}(y) f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right. \\
& +\int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{1}^{\infty} \int_{1}^{y} x y\left\{1-F_{i_{1}}(x)\right\} \sum_{j=2}^{s-1} f_{i_{j}}(x) \\
& \left.\times \prod_{\substack{b=2 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right]
\end{aligned}
$$

We then split the third term in the above sum through the term $\left\{1-F_{i_{1}}(x)\right\}=$ $\left\{F_{i_{1}}(y)-F_{i_{1}}(x)\right\}+\left\{1-F_{i_{1}}(y)\right\}$ to get

$$
\begin{align*}
\mu_{1, s: n}= & \frac{1}{(s-2)!(n-s)!} \sum_{p} v_{i_{1}} \times\left[-\int_{1}^{\infty} y \prod_{b=2}^{s-1} F_{i_{b}}(y) f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right. \\
& +\int_{1}^{\infty} \int_{1}^{y} x y f_{i_{1}}(x) \prod_{b=2}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=2}^{s-1} f_{i_{j}}(x) \prod_{\substack{b=1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{1}^{\infty} \int_{1}^{y} x y\left\{1-F_{i_{1}}(y)\right\} \sum_{j=2}^{s-1} f_{i_{j}}(x) \\
& \left.\times \prod_{\substack{b=2 \\
b \neq j}}^{s-1}\left\{F_{i_{h}}(y)-F_{i_{h}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right] \tag{A.4}
\end{align*}
$$

We now add the expressions for $\mu_{1, s: n}$ in (A.2) and (A.4) and simplify the resulting equation to get

$$
2 \mu_{1, s: n}=\left(\sum_{i=1}^{n} v_{i}\right) \mu_{1, s: n}-\sum_{i+1}^{n} v_{i} \mu_{s-1: n-1}^{[i]}
$$

Relation 3.3 is derived simply by rewriting the above equation.

Proof of Relation 3.4. From Equation (1.2), let us consider for $2 \leq r<s \leq n$ and $s-r \geq 2$

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \int_{1}^{\infty} \int_{x}^{\infty} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \int_{1}^{\infty} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) I_{1}(x) \mathrm{d} x \tag{A.5}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x) & =\int_{x}^{\infty} y \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(x)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& =v_{i_{s}} \int_{x}^{\infty} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{h}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{1}(x)=v_{i_{s}} & {\left[-\int_{x}^{\infty} y \sum_{j=r+1}^{s-1} f_{i_{j}}(y) \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right.} \\
& \left.+\int_{x}^{\infty} y \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \sum_{j=s}^{n} f_{i_{j}}(y) \prod_{\substack{c=s \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right]
\end{aligned}
$$

which, when substituted in (A.5), gives

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} v_{i_{s}}\left[-\int_{1}^{\infty} \int_{x}^{\infty} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x)\right. \\
& \times \sum_{j=r+1}^{s-1} f_{i_{j}}(y) \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \prod_{c=s}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x  \tag{A.6}\\
& +\int_{1}^{\infty} \int_{x}^{\infty} x y \prod_{a=1}^{s-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \\
& \left.\times \sum_{j=s}^{n} f_{i_{j}}(y) \prod_{\substack{c=s \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right] .
\end{align*}
$$

Alternatively, we may write

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \times \int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \\
& \times \sum_{p} \int_{1}^{\infty} y f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} I_{2}(y) \mathrm{d} y \tag{A.7}
\end{align*}
$$

where

$$
\begin{aligned}
I_{2}(y) & =\int_{1}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& =v_{i_{r}} \int_{1}^{y} \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

upon using (1.5). Integrating now by parts yields

$$
\begin{aligned}
I_{2}(y)=v_{i_{r}}[ & -\int_{1}^{y} x \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& +\int_{1}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& \left.+\int_{1}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x\right]
\end{aligned}
$$

which, when substituted in (A.7), gives

$$
\begin{aligned}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-2)!} \sum_{p} v_{i_{r}}\left[-\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x)\right. \\
& \times \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(x)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \\
& \left.\times \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right]
\end{aligned}
$$

We then split the first term in the above sum through $\left\{1-F_{i,}(x)\right\}$ and the third term through $\left\{1-F_{i_{r}}(x)\right\}=\left\{F_{i_{r}}(y)-F_{i_{r}}(x)\right\}+\left\{1-F_{i_{r}}(y)\right\}$ to get

$$
\begin{align*}
& \mu_{r, s: n}= \frac{1}{(r-1)!(s-r-1)!9 n-s)!} \sum_{p} v_{i_{r}} \\
& \times\left[-\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y)\right. \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y+\int_{1}^{\infty} \int_{1}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
&+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \\
& \times \prod_{b=r}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& b \neq j \\
&+\int_{1}^{\infty} \int_{1}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{1-F_{i_{r}}(y)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x)  \tag{A.8}\\
&\left.\times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right]
\end{align*}
$$

We now add the expressions for $\mu_{r, s: n}$ in (A.6) and (A.8) and simplify the resulting equation to get

$$
2 \mu_{r, s: n}=\left(\sum_{i=1}^{n} v_{i}\right) \mu_{r, s: n}-\sum_{i=1}^{n} v_{i} \mu_{r-1, s-1: n-1}^{[i]}
$$

Relation 3.4 is derived simply by rewriting the above equation.

## Appendix B

Proof of Relation (b). For $2 \leq r \leq n-1$ and $k=0,1,2, \ldots$, we use (1.1) and then (5.3) to write

$$
\begin{aligned}
& \mu_{r: n}^{(k)}= \frac{1}{(r-1)!(n-r)!} \sum_{p} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
&=\frac{1}{(r-1)!(n-r)!} \sum_{p} v_{i_{r}} \int_{L}^{U} x^{k-1} \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \\
& \times \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x .
\end{aligned}
$$

Integrating now by parts treating $x^{k-1}$ for integration gives

$$
\begin{aligned}
k \mu_{r: n}^{(k)}= & \frac{1}{(r-1)!(n-r)!} \sum_{p}\left[-v_{i_{r}} \int_{L}^{U} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} .\right. \\
& \times \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x+v_{i_{r}} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& \left.\left.+v_{i_{r}} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \sum_{j=r+1}^{n} f_{i_{j}}(x)\right) \prod_{\substack{b=r+1 \\
b \neq j}}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x\right] .
\end{aligned}
$$

We then split the first term in the above sum into two through $\left\{C_{i_{r}}-F_{i_{r}}(x)\right\}$ and the third term through $\left\{C_{i_{r}}-F_{i_{r}}(x)\right\}=\left\{1-F_{i_{r}}(x)\right\}+\left\{C_{i_{r}}-1\right\}$ to get

$$
\begin{aligned}
& k \mu_{r: n}^{(k)}= \frac{1}{(r-1)!(n-r)!} \sum_{p}\left[-C_{i_{r}} v_{i_{r}} \int_{L}^{U} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x)\right. \\
& \times \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x . \\
&+v_{i_{r}} \int_{L}^{U} x^{k} \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r} F_{i_{a}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
&+v_{r} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
&+v_{i_{r}} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) \sum_{j=r+1}^{n} f_{i_{j}}(x) \prod_{b=r}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& b \neq j \\
&\left.+\left\{C_{i_{r}}-1\right\} v_{i_{r}} \int_{L}^{U} x^{k} \prod_{a=1}^{r-1} F_{i_{a}}(x) \sum_{j=r+1}^{n} f_{i_{j}}(x) \prod_{\substack{b=r+1 \\
b \neq j}}^{n}\left\{1-F_{i_{b}}(x)\right\} \mathrm{d} x\right] \\
&=-\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1: n-1}^{[i](k)}+\left(\sum_{i=1}^{n} v_{i}\right) \mu_{r: n}^{(k)}-\sum_{i=1}^{n} v_{i}\left(1-C_{i}\right) \mu_{r: n-1}^{[i](k)} .
\end{aligned}
$$

Relation (b) is derived simply by rewriting the above equation.
Proof of Relation (i). From Equation (1.2), let us consider for $2 \leq r<s \leq n-1$ and $s-r \geq 2$

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \\
& \times \int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{i}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \quad \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \int_{L}^{U} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}(x) I_{I}(x) \mathrm{d} x} \tag{B.1}
\end{align*}
$$

where

$$
\begin{aligned}
I_{1}(x) & =\int_{x}^{U} y \prod_{b=r+1}^{s-1}\left\{F_{i_{h}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& =v_{i_{s}} \int_{x}^{U} \prod_{b=r+1}^{s-1}\left\{F_{i_{s}}(y)-F_{i_{s}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\} \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y
\end{aligned}
$$

upon using (5.3). Integrating now by parts yields

$$
\begin{aligned}
I_{1}(x)=v_{i_{s}} & {\left[-\int_{x}^{U} y \sum_{j=r+1}^{s-1} f_{i_{j}}(y) \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\}\right.} \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& +\int_{x}^{U} y \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \\
& +\int_{x}^{U} y \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\} \\
& \left.\times \sum_{j=s+1}^{n} f_{i_{j}}(y) \prod_{\substack{c=s+1 \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y\right]
\end{aligned}
$$

which, when substituted in (B.1), gives

$$
\begin{aligned}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \\
& \times \sum_{p} v_{i_{s}}\left[-\int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \sum_{j=r+1}^{s-1} f_{i_{j}}(y)\right. \\
& \times \prod_{\left.\substack{b=r+1 \\
b \neq j} F_{i_{b}}(y)-F_{i_{b}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\} \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x}+\int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
+ & \int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\} \\
& \left.\times \sum_{j=s+1}^{n} f_{i_{j}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right] \\
&
\end{aligned}
$$

We then split the third term in the above sum through the term $\left\{C_{i_{s}}-F_{i_{s}}(y)\right\}=$ $\left\{1-F_{i_{s}}(y)\right\}+\left\{C_{i_{s}}-1\right\}$ to get

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \\
& \times \sum_{p} v_{i_{s}}\left[-\int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \sum_{j=r+1}^{s-1} f_{i_{j}}(y)\right. \\
& \times \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\}\left\{C_{i_{s}}-F_{i_{s}}(y)\right\} \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
+ & \int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{L}^{s-1}\left\{F_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(y)-F_{i_{b}}(x)\right\} f_{i_{r}}(x) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}-F_{i_{b}}(x)\right\} \sum_{j=s+1}^{n} f_{i_{i}}(y) \prod_{\substack{c=s \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x \\
+ & \left\{C_{i_{s}}-1\right\} \int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \left.\times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \sum_{j+s+1}^{n} f_{i_{j}}(y) \prod_{\substack{c=s+1 \\
c \neq j}}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} y \mathrm{~d} x\right]
\end{align*}
$$

Alternatively, we may write

$$
\begin{align*}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \int_{L}^{U} \int_{x}^{U} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \\
& \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} \int_{L}^{U} y f_{i_{r}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} I_{2}(y) \mathrm{d} y, \tag{B.3}
\end{align*}
$$

where

$$
\begin{aligned}
I_{2}(y) & =\int_{L}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& =v_{i_{r}} \int_{L}^{y} \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x
\end{aligned}
$$

upon using (5.3). Integrating now by parts yields

$$
\begin{aligned}
I_{2}(y)= & v_{i_{r}}\left[-\int_{L}^{y} x \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x\right. \\
& +\int_{L}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x \\
& \left.+\int_{L}^{y} x \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x)\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} \mathrm{d} x\right]
\end{aligned}
$$

which, when substituted in (B.3), gives

$$
\begin{aligned}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} v_{i_{r}} \\
& {\left[-\int_{L}^{U} \int_{L}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} .\right.} \\
& \quad \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{L}^{U} \int_{L}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \times \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{L}^{U} \int_{L}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(x)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \\
& \left.\times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right] .
\end{aligned}
$$

We then split the first term in the above sum through $\left\{C_{i_{r}}-F_{i_{r}}(y)\right\}$ and the third term through $\left\{C_{i_{r}}-F_{i_{r}}(x)\right\}=\left\{F_{i_{r}}(y)-F_{i_{r}}(x)\right\}+\left\{C_{i_{r}}-F_{i_{r}}(y)\right\}$ to get

$$
\left.\begin{array}{rl}
\mu_{r, s: n}= & \frac{1}{(r-1)!(s-r-1)!(n-s)!} \sum_{p} v_{i_{r}} \\
& \times\left[-C_{i_{r}} \int_{L}^{U} \int_{L}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r-1} F_{i_{a}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y) .\right.\right. \\
& \left.-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{L}^{U} \int_{L}^{y} x y \sum_{j=1}^{r-1} f_{i_{j}}(x) \prod_{\substack{a=1 \\
a \neq j}}^{r} F_{i_{a}}(x) \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
& +\int_{L}^{U} \int_{L}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x) f_{i_{r}}(x) \prod_{\substack{b=r+1 \\
b \neq j}}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \\
& \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x d y \\
& +\int_{L}^{U} \int_{L}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(y)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \\
& \quad+\int_{L}^{U} \int_{L}^{y} x y \prod_{a=1}^{r-1} F_{i_{a}}(x)\left\{C_{i_{r}}-F_{i_{r}}(y)\right\} \sum_{j=r+1}^{s-1} f_{i_{j}}(x) \\
\prod_{b=r+1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{s}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y \\
b \neq j
\end{array} \quad \times \prod_{b=r+1}^{s-1}\left\{F_{i_{b}}(y)-F_{i_{b}}(x)\right\} f_{i_{x}}(y) \prod_{c=s+1}^{n}\left\{1-F_{i_{c}}(y)\right\} \mathrm{d} x \mathrm{~d} y\right] .
$$

(B.4)

We now add the expression for $\mu_{r, s: n}$ in (B.2) and (B.4) and simplify the resulting equation to get

$$
2 \mu_{r, s: n}=\left(\sum_{i=1}^{n} v_{i}\right) \mu_{r, s: n}-\sum_{i=1}^{n} C_{i} v_{i} \mu_{r-1, s-1: n-1}^{[i]}-\sum_{i=1}^{n}\left(1-C_{i}\right) v_{i} \mu_{r, s: n-1}^{[i]}
$$

Relation (i) is derived simply by rewriting the above equation.

## References

Arnold, B. C. (1983). Pareto Distributions. International Cooperative Publishing House, Fairland, MD.

Arnold, B. C. (1994). Discussion of Balakrishnan, N. Comput. Statist. Data Anal. 18, 203-253.
Arnold, B. C., N. Balakrishnan and H. N. Nagaraja (1992). A First Course in Order Statistics. John Wiley \& Sons, New York.
Balakrishnan, N. (1988). Recurrence relations for order statistics from $n$ independent and non-identically distributed random variables. Ann. Inst. Statist. Math. 40, 273-277.
Balakrishnan, N. (1994a). Order statistics from non-identical exponential random variables and some applications (with discussion). Commun. Statist. Data Anal. 18, 203-253.
Balakrishnan, N. (1994b). On order statistics from non-identical right-truncated exponential random variables and some applications. Commun. Statist. -- Theory Meth. 23, 3373-3393.
Balakrishnan, N. and K. Balasubramanian (1995). Order statistics from non-identical power function random variables. Computn. Statist. - Theory Meth. 24, 1443-1454.
Balakrishnan, N., S. M. Bendre and H. J. Malik (1992). General relations and identities for order statistics from non-independent non-identical variables. Ann. Inst. Statist. Math. 44, 177-183.
Balakrishnan, N. and P. C. Joshi (1982). Moments of order statistics from doubly truncated Pareto distribution. J. Ind. Statist. Assoc. 20, 109-117.
Barnett, V. and T. Lewis (1994). Outliers in Statistical Data, Third edition. John Wiley \& Sons, Chichester, England.
Childs, A. and N. Balakrishnan (1995a). Generalized recurrence relations for moments of order statistics from non-identical doubly-truncated exponential random variables. Preprint.
Childs, A. and N. Balakrishnan (1995b). Relations for single moments of order statistics from nonidentical logistic random variables and assessment of the effect of multiple outliers on the bias of linear estimators of location and scale. Preprint.
David, H. A. (1979). Robust estimation in the presence of outliers. In Robustness in Statistics (Eds., R. L. Launer and G. N. Wilkinson). Academic Press, New York.

David, H. A. (1981). Order Statistics, Second edition. John Wiley \& Sons, New York.
Huang, J. S. (1975). A note on order statistics from the Pareto distribution. Scand. Act. J. 2, 187-190.
Johnson N. L., S. Kotz and N. Balakrishnan (1994). Continuous Univariate Distributions, Vol. 1, Second edition. John Wiley \& Sons, New York.
Kulldroff, G. and K. Vännman (1973). Estimation of the location and scale parameters of a Pareto distributions by linear function of order statistics. J. Amer. Statist. Assoc. 68, 218-227.
Likeš, J. (1969). Minimum variance unbiased estimates of the parameters of power-function and Pareto's distribution. Statistische Hefte 10, 104-110.
Vaughan, R. J. and W. N. Venables (1972). Permanent expressions for order statistics densities. J. Roy. Statist. Soc. Ser. B 34, 308-310.

# A Semiparametric Bootstrap for Simulating Extreme Order Statistics 

Robert L. Strawderman and Daniel Zelterman

## 1. Introduction

The study of extreme order statistics has long been a concern of statisticians. Recently, it has become increasingly important with its application to environmental and public health issues. A high rate of cancer or a major flood are headlines that attract public attention, not the average rainfall or typical tumor risk. The Dutch government, for example, has legislated that levees and sea dikes must have a one in 10,000 chance of failure. This has provoked a series of statistical studies about what height is adequate protection (Dekkers and de Haan, 1989). Unusually high rates of childhood leukemia or birth defects are cause for alarm (Lagakos, Wessen, and Zelen, 1986). Other recent examples are the estimation of the maximum concentration of airborne pollutants in a metropolitan area (Smith, 1989) or the maximum exposure to radioactivity released by a nuclear power plant (Davison and Smith, 1990).

Exact distributions of extreme order statistics are typically difficult to obtain, and consequently the associated asymptotic theory has been both extensively investigated and employed in practice. David (1981), Serfling (1980), and Reiss (1989) are excellent general references on order statistics. Let $X_{1 n} \geq X_{2 n} \geq \cdots \geq X_{n n}$ denote the descending order statistics of a random sample of size $n$ from a population with cumulative distribution function (CDF) $F(\cdot)$. Hereafter, we shall suppress the subscript $n$, its presence throughout being implied. The CDF $F(x)$, is said to be in the domain of attraction of the distribution function $G(x)$ if there exist sequences of real numbers $a_{n}>0, b_{n}, n=1,2, \ldots$ such that for all real $x$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty} F^{n}\left(\left(x-b_{n}\right) / a_{n}\right)=G(x) . \tag{1}
\end{equation*}
$$

The functional form of the limit $G(\cdot)$ (up to location and scale parameters) is either degenerate, or a member of the Type I, II, or III Gumbel family of distribution functions (Gnedenko, 1943). The Type I Gumbel family is generated from the base distribution $G(x)=\exp \left\{-\mathrm{e}^{-x}\right\}, x \in \mathbb{R}$, and plays an important role in this paper; hereafter, we denote this family of distributions by $\mathscr{G}$.

Specification of the functional form of $G(\cdot)$ in (1) places a restriction on the extreme tail of $F(\cdot)$ only, and thus constitutes a semiparametric restriction on $F(\cdot)$. For example, many distributions, such as the normal, lognormal, gamma, Pareto, Gompertz, Weibull, Gumbel, and the logistic distributions, are all in the domain of attraction of $\mathscr{G}$. In addition, if a random variable $X$ has a distribution $F(\cdot)$ in the domain of attraction of either the Type I Gumbel or Type II Gumbel distributions, then the distribution function of $\log X$ is also a member of $\mathscr{G}$ (cf. Davis and Resnick, 1984). In fact, it can be shown that each of the Gumbel families are contained within the richer family of Generalized Extreme Value distributions $\left\{G_{\gamma}: \gamma \in \mathbb{R}\right\}$ (cf. Dekkers and de Haan, 1989), where

$$
\begin{equation*}
G_{\gamma}(x)=\exp \left\{-(1+\gamma x)^{-1 / \gamma}\right\} \quad x \in \mathbb{R} ; \tag{2}
\end{equation*}
$$

$G_{\gamma}(x)$ is also known as the Generalized Pareto distribution (GPD; cf. Pickands, 1975). The GPD $G_{\gamma}(\cdot)$ is often used to model high level exceedances (e.g., Smith, 1989), but can also be used to model the behavior of $X_{1}$; Smith (1989) is a good introduction to this distribution. Other models for the extreme tail of a distribution are given in Hill (1975), Davis and Resnick (1984), Zelterman (1992), and Hsing (1993).

The use of spacings, or differences between adjacent order statistics, has been prevalent in the study of order statistics; Pyke (1965) is a seminal reference. Weissman (1978) used the sample spacings to motivate an estimator for extreme quantiles. Define

$$
\begin{equation*}
d_{i}=i\left(X_{i}-X_{i+1}\right), \quad i=1, \ldots, k \tag{3}
\end{equation*}
$$

as the normalized sample spacings between the $k$ largest order statistics from a sample of size $n$. The spacings $\mathbf{d}=\left\{d_{1}, \ldots, d_{k}\right\}$ are independent for any $n$ and choice of $k$ if and only if $\left\{X_{1}, \ldots, X_{k}\right\}$ are the order statistics from an exponential distribution (Sukhatme, 1937; Pyke, 1965). For arbitrary distributions in $\mathscr{G}$, Weissman (1978, Theorem 3) proved that $\left\{a_{n}^{-1} d_{1}, \ldots, a_{n}^{-1} d_{k}\right\}$ are asymptotically independent unit exponential random variables for a suitably chosen sequence $a_{n}>0$ and $n$ much larger than $k$. Weissman (1978, Theorem 2) also showed that for some sequence $\left\{b_{n}, n \geq 1\right\}$, the random variables

$$
\hat{M}_{j}=a_{n}^{-1}\left(X_{j}-b_{n}\right), \quad j=1, \ldots, k
$$

converge jointly in distribution to a $k$-dimensional extremal variate; the associated (asymptotic) marginal densities are

$$
\begin{equation*}
g_{j}(m)=\frac{\exp \left\{-\mathrm{e}^{-m}-j m\right\}}{(j-1)!} \tag{4}
\end{equation*}
$$

for $j=1, \ldots, k$ and all real $m$. For any distribution in $\mathscr{G}$, Weissman (1978) proposes to estimate the $100(1-c / n)^{\text {th }}$ percentile of $F(\cdot)$ by

$$
\begin{equation*}
\hat{\eta}_{c}=\tilde{b}-\tilde{a} \log c \tag{5}
\end{equation*}
$$

where $c>0$ is much smaller than $n$,

$$
\begin{equation*}
\tilde{a}=\bar{X}_{k}-X_{k+1} \quad \text { and } \quad \tilde{b}=\tilde{a} \Psi(k+2)+X_{k+1} \tag{6}
\end{equation*}
$$

$\bar{X}_{k}$ is the sample mean of the $k$ largest order statistics, and $\Psi(\cdot)$ is the digamma function (cf. Abramowitz and Stegun, 1972). In (6), $\tilde{a}$ and $\tilde{b}$ are respectively the minimum variance unbiased estimators for $a_{n}$ and $b_{n}$ assuming $\left(\hat{M}_{1}, \ldots, \hat{M}_{k}\right)^{\prime}$ to be a $k$-dimensional extremal variate (Weissman, 1978, Theorem 5). This essentially corresponds to using

$$
\begin{equation*}
\widetilde{X}_{j}=\tilde{a} M_{j}+\tilde{b}, \quad j=1, \ldots, k \tag{7}
\end{equation*}
$$

as a stochastic approximation to $X_{j}$, where $M_{j}$ has density (4). Boos (1984) compared the percentile estimator (5) to those available in $S A S$ and empirically demonstrated that (5) could provide a substantial improvement in the estimation of percentiles beyond $p=0.95$ when the tails of the parent distribution $F(\cdot)$ behave approximately as an exponential distribution. Boos (1984) also discussed empirical criteria for determining values of $k$ for which the spacings $\mathbf{d}$ behave similarly to those from an exponential distribution. His study of "where the tail begins" was limited to large sample sizes (e.g., $n \geq 500$ ), and compared the approximation $P\left\{\widetilde{X}_{j} \geq x \mid \tilde{a}, \tilde{b}\right\}$ to the true tail probability $P\left\{X_{j} \geq x\right\}$. This approximation may fail for moderate $n$, and we will consider alternative methods which rely less upon these parametric asymptotic approximations.

The methods to be discussed here are simulation-based and make use of bootstrap techniques. The bootstrap, introduced by Efron (1979), is a flexible technique that can be applied to a wide variety of problems. Introductions to the bootstrap are the monograph by Efron (1982) or Efron and Gong (1983). More recent reviews include DiCiccio and Romano (1988), Hinkley (1988), Efron and Tibshirani (1993), and Young (1994). The major appeal of the nonparametric bootstrap is that approximate samples from the distribution of a random variable can be obtained without specifying a parametric form for its distribution. The usefulness of this ability cannot be overestimated: the distribution, significance levels, bias, variance, etc... can all be approximated in a nonparametric framework. However, a drawback is that the bootstrap distribution of a statistic is a theoretical quantity that usually must be approximated. Generally, this is done via Monte Carlo simulation, although there has been some recent work on the application of saddlepoint methods (Davison and Hinkley, 1988). The primary appeal of the saddlepoint method is that Monte Carlo simulation is largely avoided. We will elaborate further on this approach in Section 3.

Recent work on quantile estimation using bootstrap techniques includes Davison (1988), Johns (1988), and Do and Hall (1991). None of these references give special attention to extreme quantiles, which necessarily involve the extreme order statistics of the sample. It is reasonable to expect that the usual nonparametric bootstrap will fare poorly as a method for estimating extreme quantiles of
$F(\cdot)$ since resampling the observed data will result in pseudo-samples with values no larger than $X_{1}$ or smaller than $X_{n}$. More specifically, suppose $X_{1}^{*}, \ldots, X_{n}^{*}$ is a bootstrap sample taken with replacement from the (ordered) data $X_{1} \geq \cdots \geq X_{n}$, where each $X_{i}$ has probability $n^{-1}$ of appearing in the bootstrap sample. Then, under the bootstrap probability measure it follows that

$$
p\left\{\max _{i} X_{i}^{*}=X_{1}\right\}=1-\left(1-n^{-1}\right)^{n}
$$

which converges to $1-\mathrm{e}^{-1} \doteq 0.63$ as $n \rightarrow \infty$. That is to say, even for large sample sizes, the naive bootstrap distribution of the largest order statistic will have a large point-mass at $X_{1}$. For additional discussion on problems associated with bootstrapping the largest order statistic, see Bickel and Freedman (1981, Section 6) and Loh (1984).

This chapter examines a semiparametric bootstrap approximation to the marginal distributions of the $k$ largest order statistics in a sample of size $n$ from $F(\cdot)$, where $k$ is much smaller than $n$. The distribution $F(\cdot)$ is assumed unknown; however, it is also assumed that $F(\cdot)$ is a member of $\mathscr{G}$, hence the name semiparametric. The bootstrap approximation, proposed by Zelterman (1993) and summarized in Section 2, involves resampling the normalized sample spacings $\mathbf{d}$. For a fixed value of $k$, the bootstrap selects $k$ values from $\mathbf{d}$ with replacement, "un-normalizes" these bootstrapped values, and then adds their sum to $X_{k+1}$ to simulate the behavior of $X_{1}, \ldots, X_{k}$. The motivation behind this bootstrap method is that when properly normalized the sample spacings $\mathbf{d}$ behave approximately as independent and identically distributed exponential random variables when the sample size $n$ is large. Further details on the bootstrap technique are given in Section 2, where issues regarding the choice of $k$ are also discussed. In Section 3, we propose a saddlepoint approximation to the bootstrap distribution. Traditional saddlepoint methods in statistics (e.g., Daniels, 1954) rely on the standard normal distribution, and do not really apply here since the limiting distribution of the normalized bootstrap statistic is extreme value, not standard normal. Instead, we employ the results of Wood et al. (1993) and develop a tail probability approximation that is appropriate for random variables having this non-normal limit distribution. In Section 4, we show how to implement the approximation using $S$-plus. In Section 5, we investigate the expansion empirically and demonstrate that this bootstrap approximation can be an accurate approximation to $P\left\{X_{1} \leq x\right\}$ for an appropriately chosen value of $k$. We end in Section 6 with an investigation of the British Coal Mining data (Andrews and Herzberg, 1985, pp. 51-56).

## 2. A semiparametric bootstrap approximation to $X_{j}$

Zelterman (1993) describes a way to approximate the distribution of $X_{j}$ via the nonparametric bootstrap. In order to understand how this is done, it is useful to write the $j^{\text {th }}$ largest order statistic $X_{j}$ as a linear function of the normalized sample
spacings $\mathbf{d}=\left\{d_{1}, \ldots, d_{k}\right\}$ defined in (3) and the order statistic $X_{k+1}$. Specifically, note that

$$
X_{j}=X_{k+1}+\sum_{i=j}^{k} i^{-1} d_{i}
$$

for any $k \geq 1$ and $j>k+1$. Based on this identity, Zelterman (1993) proposes

$$
X_{j}^{*}=X_{k+1}+\sum_{i=j}^{k} i^{-1} d_{i}^{*}
$$

as a stochastic approximation to $X_{j}$, where $\left\{d_{1}^{*}, \ldots, d_{k}^{*}\right\}$ is a bootstrap sample taken with replacement from $\left\{d_{1}, \ldots, d_{k}\right\}$. The validity of this bootstrap relies on the property that $\left\{d_{1}, \ldots, d_{k}\right\}$ are approximately independent and identically distributed. For distributions in $\mathscr{G}$, the normalized spacings $\mathbf{d}$ are approximately independent and exponentially distributed when the value of $k$ is appropriately small relative to $n$.

The moment generating function for the bootstrap variate $X_{j}^{*}$ (conditionally on d and $X_{k+1}$ ) is

$$
\begin{equation*}
\mathrm{E}\left(\exp \left(t X_{j}^{*}\right) \mid \mathbf{d}, X_{k+1}\right)=\exp \left(t X_{k+1}\right) \prod_{i=j}^{k} k^{-1} \sum_{r=1}^{k} \exp \left(t d_{r} / i\right) \tag{8}
\end{equation*}
$$

and is derived in Zelterman (1993). Using (8),

$$
\begin{equation*}
\mu_{j}^{*}=\mathrm{E}\left(X_{j}^{*} \mid \mathbf{d}, X_{k+1}\right)=\tilde{a} S_{j: k}+X_{k+1} \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\sigma_{j}^{*}\right)^{2}=\operatorname{Var}\left(X_{j}^{*} \mid \mathbf{d}, X_{k+1}\right)=s_{d}^{2}\left(1-k^{-1}\right) S_{j: k}^{(2)} \tag{10}
\end{equation*}
$$

where $S_{m: k}^{(w)}=\sum_{r=m}^{k} r^{-w}, S_{m: k}=S_{m: k}^{(1)}, \tilde{a}=\bar{X}_{k}-X_{k+1}$, and $s_{d}^{2}$ is the sample variance of d. It can also be shown that

$$
\operatorname{Cov}\left(X_{j^{\prime}}^{*}, X_{j}^{*} \mid \mathbf{d}, X_{k+1}\right)=\operatorname{Var}\left(X_{j \wedge j^{\prime}}^{*} \mid \mathbf{d}, X_{k+1}\right)
$$

that is, the proposed bootstrap approximation reflects the well-known Markovian relationship between $X_{j}$ and $X_{j^{\prime}}$ (cf David, 1981, Section 2.7).

Weissman (1978) uses $\widetilde{X}_{j}=\tilde{a} M_{j}+\tilde{b}$ as a parametric model for estimating extreme quantiles of $F(\cdot)$, where $M_{j}$ is a random variable with density function given by (4) and $\tilde{a}$ and $\tilde{b}$ are defined in (6). Conditional on the values of the fitted parameters $\tilde{a}$ and $\tilde{b}$, the first two moments of $\widetilde{X}_{j}$ are

$$
\mathrm{E}\left(\widetilde{X}_{j} \mid \tilde{a}, \tilde{b}\right)=\tilde{a} S_{j: k}+X_{k+1}
$$

and

$$
\operatorname{Var}\left(\widetilde{X}_{j} \mid \tilde{a}, \tilde{b}\right)=\tilde{a}^{2} \sum_{i=j}^{\infty} i^{-2}=\tilde{a}^{2}\left(\pi^{2} / 6-\sum_{i=1}^{j-1} i^{-2}\right)
$$

Since $\mathrm{E}\left(\widetilde{X}_{j} \mid \tilde{a}, \tilde{b}\right)=\mu_{j}^{*}$, the parametric model and bootstrap approximation for $X_{j}$ have the same conditional mean. The variance $\operatorname{Var}\left(\widetilde{X}_{j} \mid \tilde{a}, \tilde{b}\right)$ is not equal to $\left(\sigma_{j}^{*}\right)^{2}$, but the difference becomes negligible as $n, k \rightarrow \infty$ since the spacings become independent exponential random variables. In addition, if the normalized spacings are exponentially distributed with mean $a=\mathrm{E}(\tilde{a})$, then the order of the difference can be expressed in terms of $a$ and $k$, and is given by

$$
\operatorname{Var}\left(\widetilde{X}_{j} \mid X_{k+1}\right)-\operatorname{Var}\left(X_{j}^{*} \mid X_{k+1}\right)=O\left(a^{2} k^{-1}\right)
$$

Zelterman (1993) proves that the unconditional asymptotic distributions of $X_{j}^{*}$ and $\widetilde{X}_{j}$ (properly normalized) coincide as $k, n \rightarrow \infty$. This motivates the use of $P\left\{X_{j}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ and $P\left\{\tilde{X}_{j} \leq x \mid \tilde{a}, \tilde{b}\right\}$ as approximations for $P\left\{X_{j} \leq x\right\}$ when $n$ is large and $k \ll n$. We show via simulation in Section 5 that $P\left\{X_{j}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ can be an excellent approximation to $P\left\{X_{j} \leq x\right\}$ for relatively small $n$ when $k$ is chosen appropriately.

The asymptotic validity of the bootstrap method relies upon the normalized spacings $\mathbf{d}$ in (3) being an approximately iid sample from an exponential distribution. The quality of the bootstrap approximation is therefore sensitive to the choice of $k$. Finding the "optimal" value of $k$ is very difficult since it is equivalent to determining where the tail of the distribution begins. We propose four methods of choosing $k$, and compare them in Section 5 using simulated data. The four methods are summarized in Table 1.

Two of the four proposed methods of choosing $k$ use the Gini statistic

$$
G_{k}=G_{k}(\mathbf{d})=[k(k-1) \bar{d}]^{-1} \sum_{i=1}^{k-1} i(k-i)\left(d_{(i) k}-d_{(i+1) k}\right)
$$

where $d_{(j) k}$ is the $j^{\text {th }}$ largest of the $k$ normalized spacings $\mathbf{d}$ (Gail and Gastwirth, 1978). This statistic was proposed as way to test the null hypothesis "the data are exponentially distributed", and exploits the fact that the spacings between exponentially distributed observations are themselves exponentially distributed (cf. Pyke, 1965, Section 2.3). Under the null hypothesis, $G_{k}$ is approximately dis-

Table 1
Methods used to estimate $k$

| Method | Description |
| :--- | :--- |
| I | $k=\min \left\{m: p_{m+1}<0.25\right\}$ |
| II | $k=\operatorname{argmax}_{j}\left\{p_{j}\right\}$ |
| III | $k=\min \left\{m:\left\|\tilde{\gamma}_{m+1}\right\| \sqrt{m+1}>1.96\right\}$ |
| IV | $k=\operatorname{argmin}_{j}\left\{\left(\tilde{\gamma}_{j}-R_{j}^{(1)}\right)^{2}\right\}$ |

tributed as normal with mean $\frac{1}{2}$ and variance $[12(k-1)]^{-1}$ when $k>5$; the exponential model is therefore rejected for large values of $G_{k}$.

Our first proposed method of choosing $k$ is to use this test sequentially, examining successive values of $k$ until the test rejects. The second method is to pick the value of $k$ which maximizes the significance level

$$
p_{k}=1-\Phi\left\{\left(G_{k}-0.5\right)[12(k-1)]^{1 / 2}\right\}
$$

where $\Phi(x)$ is the standard normal cumulative distribution function.
The Generalized Pareto distribution (GPD) defined in (2) can also be used to motivate the choice of $k$. The limit of

$$
G_{\gamma}(x)=\exp \left\{-(1+\gamma x)^{-1 / \gamma}\right\}
$$

as $\gamma \rightarrow 0$, say $G_{0}(x)$, is the Type I Gumbel distribution. Under sufficient regularity conditions, any consistent estimator for $\gamma$ converges to zero when $F(\cdot)$ is in $\mathscr{G}$. Dekkers et al. (1989) propose

$$
\tilde{\gamma}_{k}=R_{k}^{(1)}+1-\frac{1}{2}\left\{1-\frac{\left(R_{k}^{(1)}\right)^{2}}{R_{k}^{(2)}}\right\}^{-1}
$$

where

$$
R_{k}^{(j)}=k^{-1} \sum_{i=1}^{k}\left(\log X_{i}-\log X_{k+1}\right)^{j}
$$

They prove that (i) $\tilde{\gamma}_{k}$ is strongly consistent for $\gamma$ when $k=o(n)$ and $k(\log n)^{-\delta} \rightarrow \infty$ for some $\delta>0$ (Theorem 2.1); and, (ii) $\tilde{\gamma}_{k} \dot{\sim} N\left(0, k^{-1}\right)$ when $F(\cdot)$ is in $\mathscr{G}$ (Corollary 3.2). Our third proposal for estimating $k$ will be to choose the first value of $k$ for which $\left|\tilde{\gamma}_{k+1}\right| \sqrt{k+1}>1.96$. This corresponds to choosing the largest $k$ for which the exponential model (i.e., $\gamma=0$ ) is not rejected by the data.

Our fourth method for choosing $k$ is based upon the relationship between $\tilde{\gamma}_{k}$ and $R_{k}^{(1)}$. The statistic $R_{k}^{(1)}$ has the interpretation of being the empirical mean residual life of the log-transformed data. Hill (1975) proposed this estimator as part of the tail probability approximation

$$
\begin{equation*}
\breve{F}(x)=1-\frac{k}{n}\left(x / X_{k+1}\right)^{-1 / R_{k}^{(1)}} \tag{11}
\end{equation*}
$$

for $x \geq X_{k+1}$. The right-hand side of (11) is derived as the MLE assuming that the data follow (2) for $x \geq X_{k+1}$. The estimator in (11) was also motivated by Davis and Resnick (1984) from a less parametric point of view, where they prove that $\breve{F}(x)$ is consistent as $n, k=o(n) \rightarrow{\underset{P}{l}}_{\infty}$. The results of Davis and Resnick (1984, Theorem 5.1) also imply that $R_{k}^{(1)} \xrightarrow{P} \gamma$. Combining these results with those of Dekkers et al. (1989), we see that

$$
\tilde{\gamma}_{k}-R_{k}^{(1)} \xrightarrow{P} 0
$$

whenever $F(\cdot)$ is in $\mathscr{G}$. This suggests choosing the value of $k$ such that $\left(\tilde{\gamma}_{k}-R_{k}^{(1)}\right)^{2}$ is minimized, or equivalently when $R_{k}^{(2)} /\left(R_{k}^{(1)}\right)^{2}$ is closest to 2 .

This fourth criteria has another important theoretical justification. It is known that the distribution function $F(\cdot)$ of a random variable $X$ is in $\mathscr{G}$ if and only if

$$
\begin{equation*}
\lim _{t \rightarrow t_{o}} \frac{\mathrm{E}\left[(X-t)^{2} \mid X>t\right]}{(\mathrm{E}[(X-t) \mid X>t])^{2}}=2 \tag{12}
\end{equation*}
$$

where $t_{o}=\sup \{t: F(t)<1\}$ (Balkema and de Haan, 1974). The ratio $R_{k}^{(2)} /\left(R_{k}^{(1)}\right)^{2}$ is the empirical version of (12) for the log-transformed random variable, and converges in probability to 2 for any random variable in the domain of attraction of the Type I Gumbel family (Dekkers et al., 1989, p. 1840). This criteria cannot be used as a test of whether $F(\cdot)$ is in $\mathscr{G}$ since it can be shown that $R_{k}^{(2)} /\left(R_{k}^{(1)}\right)^{2} \xrightarrow{P} 2$ for distributions in the Type II Gumbel family as well. However, the fact that we are already assuming that $F(\cdot)$ is a member of $\mathscr{G}$ allows us to use it as way to choose the value of $k$ "most consistent" with the model corresponding to $\gamma=0$. We investigate these four methods of choosing $k$ further in Section 5.

## 3. A saddlepoint approximation to the bootstrap distribution

In order to approximate $P\left\{X_{j} \leq x\right\}$ via $P\left\{X_{j}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$, we must find or approximate the distribution of the latter. The bootstrap distribution of a statistic is a theoretical quantity based upon an infinitely large number of resamples from the original data set. Most practical applications of the bootstrap involve Monte Carlo simulation, done occasionally for convenience but almost always because of the intractable functional form of the exact distribution function. It is easy to let the computer generate the bootstrap distribution, but the final result may be unwieldy if functionals of the distribution are required as well.

In situations where something is known about functionals of the true bootstrap distribution, we may take advantage of that information. Suppose that the statistic of interest, say $T_{n}$, has the general representation

$$
\begin{equation*}
T_{n}=t(\hat{F})=t(F)+n^{-1} \sum_{i} L\left(X_{i}\right) \tag{13}
\end{equation*}
$$

where $\hat{F}(\cdot)$ is the empirical distribution function, the form of $t(\cdot)$ doesn't depend upon $n$, and $L(\cdot)$ is a linear function of $X_{1}, \ldots, X_{n}$ which is not identically zero. Statistics satisfying (13) are known as linear statistical functionals and include the sample mean, $M$-estimators, and any other statistic having the general representation $t(G)=\int w(x) \mathrm{d} G(x)$. The corresponding bootstrap version of $T_{n}$, say $T_{n}^{*}$, has the representation $t\left(F^{*}\right)=t(\hat{F})+n^{-1} \sum_{i} L\left(X_{i}^{*}\right)$. One of the strengths of the bootstrap is that the distribution of $T_{n}-t(F)$ is often well-approximated by the
bootstrap distribution of $T_{n}^{*}-t(\hat{F})$. Desirable features of the latter are that the probability mechanism generating the data (i.e., $\hat{F}$ ) is known and that the statistic $T_{n}^{*}-t(\hat{F})$ has the form of a sample mean. Davison and Hinkley (1988) exploit these facts to derive a simple method for accurately approximating the true bootstrap distribution of $T_{n}^{*}-t(\hat{F})$ using the theory of saddlepoint approximations developed for sums of i.i.d random variables (Daniels, 1954).

Daniels (1954) used the method of steepest descent to derive the saddlepoint approximation to the density of a sample mean. Lugannani and Rice (1980) take a similar approach in deriving an approximation for the $C D F$. A more "statistical" method for deriving such expansions which achieves the same end result is the tilted Edgeworth expansion (cf Barndorff-Nielsen and Cox, 1989, Section 4.3). In all cases, the derivation of these expansions incorporate an underlying assumption that the distribution of the statistic in question is asymptotically normal. This assumption is implicit in Davison and Hinkley (1988) as well. Traditional saddlepoint methods for approximating the distribution of $X_{j}^{*}$ are not applicable here since the limiting distribution of $X_{j}^{*}$ is extreme value, not normal. Wood et al. (1993) consider expansions in which the base distribution is not the standard normal distribution function. They do not, however, consider applications of their method in the context of the bootstrap. We will apply their results to construct an approximation to the conditional CDF of $X_{j}^{*}$ given $\mathbf{d}$ and $X_{k+1}$.

Let $Z_{1}, Z_{2}, \ldots$ denote a sequence of random variables having the limit distribution $\Upsilon(x)$, possibly up to location and scale parameters. Suppose $K(t)=K_{n}(t)$ is the cumulant generating function (CGF) of $Z_{n}$ and let $G(\cdot)$ denote the CGF corresponding to $\Upsilon(\cdot)$. Then, the following expansion, derived by Wood et al. (1993), may be used to approximate $P\left\{Z_{n} \geq x\right\}$ :

$$
\begin{equation*}
P\left\{Z_{n} \geq x\right\} \approx 1-\Upsilon(\hat{\xi})+v(\hat{\xi})\left\{\hat{u}^{-1}-w_{\hat{\xi}}^{-1}\right\} \tag{14}
\end{equation*}
$$

where $v(\cdot)$ is the density function corresponding to $\Upsilon(\cdot)$. Although not explicit in the notation, it is important to realize that each of $\hat{u}$, $w_{\hat{\xi}}$, and $\hat{\xi}$ depend upon $x$; we describe below how to determine the value of each for every $x$.

The dependence on $x$ of $\hat{u}, w_{\hat{\xi}}$, and $\hat{\xi}$ will be through the saddlepoint $\hat{t}_{x}$, which we define as the solution to $K^{\prime}\left(\hat{t}_{x}\right)=x$. For any $x, \hat{t}_{x}$ maximizes $K(t)-t x$, and $K\left(\hat{t}_{x}\right)-x \hat{t}_{x} \leq 0$. Now, for any real $\xi$, let $w_{\xi}$ be defined as the unique solution to $G^{\prime}\left(w_{\xi}\right)=\xi$; thus, $w_{\xi}$ is a function of $\xi$. Given this functional relationship, let $\hat{\xi}$ solve

$$
\begin{equation*}
G\left(w_{\hat{\xi}}\right)-G^{\prime}\left(w_{\hat{\xi}}\right) w_{\hat{\xi}}=K\left(\hat{t}_{x}\right)-x \hat{t}_{x} . \tag{15}
\end{equation*}
$$

The left-hand side, or $G\left(w_{\xi}\right)-G^{\prime}\left(w_{\xi}\right) w_{\xi}$, is the negative of the Legendre-Fenchel transformation of $G(\cdot)$ (cf McCullagh, 1987, p. 174), and is consequently a nonpositive concave function of $\xi$. Since $K\left(\hat{t}_{x}\right)-x \hat{t}_{x} \leq 0$, it follows that (15) has at least one $\left(\xi=G^{\prime}(0)\right)$ and at most two solutions $\left(\xi_{-}<G^{\prime}(0)\right.$ and $\left.\xi_{+}>G^{\prime}(0)\right)$. More specifically, if

$$
\begin{array}{rll}
x<K^{\prime}(0) & \text { then set } & \hat{\xi}=\xi_{-} \\
x=K^{\prime}(0)=\mathrm{E}\left(Z_{n}\right) & \text { then set } & \hat{\xi}=G^{\prime}(0) \\
x>K^{\prime}(0) & \text { then set } & \hat{\xi}=\xi_{+} .
\end{array}
$$

The value of $w_{\hat{\xi}}$ is then determined by the equation $G^{\prime}\left(w_{\hat{\xi}}\right)=\hat{\xi}$. Given $\hat{t}_{x}, \hat{\xi}$, and $w_{\xi}$, set

$$
\begin{equation*}
\hat{u}=\hat{t}_{x}\left[K^{\prime \prime}\left(\hat{t}_{x}\right)\right]^{1 / 2}\left[G^{\prime \prime}\left(w_{\tilde{\xi}}\right)\right]^{-1 / 2} \tag{16}
\end{equation*}
$$

in (14). The expansion (14) is valid for $x \neq \mathrm{E}\left(Z_{n}\right)$; there is an analogous formula for $x=\mathrm{E}\left(Z_{n}\right)$ (Wood et al., 1993, Eq. 9). If $\Upsilon(x)=\Phi(x)$, then (14) reduces to the usual Lugannani-Rice tail probability formula. Further details of this inter-relationship may be found in Wood et al. (1993).

To approximate the distribution of $X_{j}^{*}$ using (14), we need the CGF of $X_{j}^{*}$. From (8), the conditional CGF of $X_{j}^{*}$ given $\mathbf{d}$ and $X_{k+1}$ is

$$
\begin{equation*}
K(t)=t X_{k+1}+\sum_{i=j}^{k} \log \left(k^{-1} \sum_{r=1}^{k} \exp \left\{t d_{r} / i\right\}\right) \tag{17}
\end{equation*}
$$

Although not explicit in the notation, it is important to note that $K(t)$ depends upon the $k$ largest observations in a sample of size $n$. The first and second derivatives of $K(t)$ are respectively

$$
K^{\prime}(t)=X_{k+1}+\sum_{i=j}^{k} \frac{h_{1 i}(t)}{h_{0 i}(t)}
$$

and

$$
K^{\prime \prime}(t)=\sum_{i=j}^{k}\left[\frac{h_{2 i}(t)}{h_{0 i}(t)}-\left(\frac{h_{1 i}(t)}{h_{0 i}(t)}\right)^{2}\right]
$$

where

$$
h_{s i}(t)=\sum_{r=1}^{k}\left(\frac{d_{r}}{i}\right)^{s} \exp \left\{t d_{r} / i\right\}
$$

The higher-order derivatives of $K(t)$ have similar representations. The saddlepoint $\hat{t}_{x}$ must be found numerically since no closed form solution exists to the equation $K^{\prime}(t)=x$. Due to the asymptotic relationship between $X_{j}^{*}$ and $\widetilde{X}_{j}=\tilde{b}+\tilde{a} M_{j}$, the relevant base distribution $\Upsilon_{j}(\cdot)$ to be used in the expansion (14) is the CDF of $\widetilde{X}_{j}$. Using (4), it can be shown that

$$
\Upsilon_{j}(x)=\frac{1}{\Gamma(j)} \int_{\mathrm{e}^{-v(x)}}^{\infty} z^{j-1} \mathrm{e}^{-z} \mathrm{~d} z
$$

where $v(x)=(x-\tilde{b}) / \tilde{a}$. For $j=1$, this integral simplifies considerably. In particular, we have

$$
\Upsilon_{1}(x)=\exp \left\{-\exp \left(-\frac{x-\tilde{b}}{\tilde{a}}\right)\right\}
$$

where $X_{1}(x)$ is the CDF of $\tilde{a} M_{1}+\tilde{b}$ and $M_{1}$ has the Type I Gumbel (extreme value) distribution.
The CGF corresponding to $\Upsilon_{j}(x)$ is

$$
G_{j}(t)=\log \mathrm{E}\left(\exp \left\{t \widetilde{X}_{j}\right\} \mid \tilde{a}, \tilde{b}\right)=t \tilde{b}+\log \mathrm{E}\left(\exp \left\{t \tilde{a} M_{j}\right\} \mid \tilde{a}, \tilde{b}\right)
$$

Since

$$
\mathrm{E}\left(\exp \left\{\beta M_{j}\right\}\right)=\Gamma(j-\beta) / \Gamma(j)
$$

for $j-\beta>0$, it follows that

$$
\begin{equation*}
G_{j}(t)=t \tilde{b}+\log \Gamma(j-\tilde{a} t)-\log \Gamma(j) \tag{18}
\end{equation*}
$$

for $t<j / \tilde{a}$. The functions $\Upsilon_{j}(x)$ and $G_{j}(t)$ play the role of $\Upsilon(x)$ and $G(t)$ in the calculation of (14). To compute (14) at any value of $x$, the only remaining task is to determine $\hat{\xi}$, $w_{\hat{\xi}}$, and $\hat{u}$. These must obtained numerically, and an algorithm for doing so is described in Section 4.

Remark. The manner in which $X_{j}^{*}$ is constructed forces it to have a distribution with finite support. More specifically, $P\left\{X^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ is equal to zero for $x$ less than $x_{\min }=X_{k+1}+S_{(j+1): k} d_{\text {min }}$ and equal to one for $x$ greater than $x_{\max }=$ $X_{k+1}+S_{(j+1): k} d_{\max }$, where $d_{\min }$ and $d_{\max }$ are respectively the smallest and largest elements of d (Zelterman, 1993). The limits of the saddlepoint approximation are defined accordingly.

## 4. Numerical implementation

We concentrate here on describing the algorithm used for approximating $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ via the saddlepoint method of Section 3. The same algorithm applies for approximating the CDF's of other order statistics with obvious modifications. Software for computing the saddlepoint approximation described in Section 3 has been written using a combination of the statistical software language $S$-plus and FORTRAN 77. Algorithms used for calculating the loggamma function and its first two derivatives are due to Lanczos (1964), Bernardo (1976), and Schneider (1978) respectively, and are available from statlib, an electronic statistical software archive. Further information can be found in the Acknowledgments.

Let $P_{W}(x)$ denote the saddlepoint approximation to $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$. At $\mu_{1}^{*}$ (the conditional mean of $X_{1}^{*}$; see Eq. 9), finding $P_{W}\left(\mu_{1}^{*}\right)$ requires no iteration. From Wood et al. (1993, eqn. 9),

$$
P_{W}\left(\mu_{1}^{*}\right)=\Upsilon(\hat{\xi})-\frac{v(\hat{\xi}) G^{\prime \prime}(0)}{6}\left\{\frac{G^{\prime \prime \prime}(0)}{\left[G^{\prime \prime}(0)\right]^{3 / 2}}-\frac{K^{\prime \prime \prime}(0)}{\left[K^{\prime \prime}(0)\right]^{3 / 2}}\right\}
$$

where $K(t)$ and $G(t)=G_{1}(t)$ are defined in (17) and (18) respectively,

$$
\Upsilon(x)=\Upsilon_{1}(x)=\exp \left\{-\exp \left(-\frac{x-\tilde{b}}{\tilde{a}}\right)\right\}
$$

and $v(x)=\left.\frac{d}{d s} \Upsilon(s)\right|_{s=x}$ is the density function corresponding to $\Upsilon(x)$.
For $x \in\left[x_{\min }, x_{\max }\right]$ and $x \neq \mu_{1}^{*}$, the algorithm used for calculating $P_{W}(x)$ is necessarily more complicated, and is described below in an annotated outline format:

Given; $k, \mathbf{d}, X_{k+1}, \tilde{a}$, and $\tilde{b}$ :

- Solve $K^{\prime}(t)=x$ for $\hat{t}_{x}$

This is done using the uniroot procedure in $S$-plus. A starting point for the search is determined by the linear Taylor expansion of $K^{\prime}(t)$ about $t=t_{0}$; evaluating the result at $t_{0}=0$ yields

$$
\hat{K}^{\prime}(t)=X_{k+1}+\bar{d} S_{1: k}+t\left[\frac{1}{k} \sum_{r=1}^{k} d_{r}^{2}-(\bar{d})^{2}\right] S_{1: k}^{(2)} .
$$

Solving $\hat{K}^{\prime}(t)=x$ for $t$ yields an initial closed-form approximation to $\hat{t}_{x}$.

- Solve $G\left(w_{\xi}\right)-G^{\prime}\left(w_{\xi}\right) w_{\xi}=K\left(\hat{t}_{x}\right)-x \hat{t}_{x}$ and $G^{\prime}\left(w_{\xi}\right)=\xi_{\text {FOR }}\left(w_{\hat{\varepsilon}}, \hat{\xi}\right)$ :

Earlier, we described how to solve this system of equations by first finding $\hat{\xi}$, and then $w_{\hat{\xi}}$. It is often easier to do this in reverse. From (18), we first note that

$$
G(w)-G^{\prime}(w) w=\log \Gamma(1-\tilde{a} w)+w \tilde{a} \Psi(1-\tilde{a} w) .
$$

As a function of $w$, this function is negative and concave, undefined for $w>\tilde{a}^{-1}$, and reaches a maximum of zero at $w=0$. Since $K\left(\hat{t}_{x}\right)-x \hat{t}_{x}$ is negative for every $x \neq E\left(X_{1}^{*} \mid \mathbf{d}, X_{k+1}\right)$, this implies that there will be two solutions to (15) as a function of $w$. Denote these as $w^{-} \in(-\infty, 0)$ and $w^{+} \in\left(0, \tilde{a}^{-1}\right)$. In addition, since $\mu_{1}^{*}=K^{\prime}(0)=G^{\prime}(0)$ and $K^{\prime}(t)$ and $G^{\prime}(w)$ are both increasing functions, it follows that $G^{\prime}\left(w_{\xi}^{-}\right)<\mu_{1}^{*}$ and $G^{\prime}\left(w_{\xi}^{+}\right)>\mu_{1}^{*}$. The solution ( $w_{\hat{\xi}}, \hat{\xi}$ ) may then be determined as:

$$
\begin{array}{llllll}
\text { if } & x<\mu_{1}^{*} & \text { then set } & w_{\hat{\xi}}=w^{-} & \text {and } & \hat{\xi}=G^{\prime}\left(w^{-}\right) \\
\text {if } & x>\mu_{1}^{*} & \text { then set } & w_{\hat{\xi}}=w^{+} & \text {and } & \hat{\xi}=G^{\prime}\left(w^{+}\right) .
\end{array}
$$

For a suitably chosen value of $M>0$, we restrict the range of the root-finding algorithm to $(-M, 0)$ or $\left(0, \tilde{a}^{-1}\right)$ according to whether $x<K^{\prime}(0)$ or $x>K^{\prime}(0)$. We then employ uniroot to numerically solve (15) for $w_{\hat{\xi}}$, and consequently set

$$
\hat{\xi}=G^{\prime}\left(w_{\hat{\xi}}\right)=\tilde{b}-\tilde{a} \Psi\left(1-\tilde{a} w_{\hat{\varepsilon}}\right) .
$$

- Calculate $P_{W}(x)$

We have calculated $\tilde{a}=\bar{X}_{k}-X_{k+1}, \tilde{b}=\tilde{a} \Psi(k+2)+X_{k+1}, \hat{t}_{x}, w_{\hat{\xi}}$, and $\hat{\xi}$. From (16),

$$
\hat{u}=\hat{t}_{x}\left(\frac{K^{\prime \prime}\left(\hat{t}_{x}\right)}{\tilde{a}^{2} \Psi^{\prime}\left(1-\tilde{a} w_{\hat{\xi}}\right)}\right)^{1 / 2}
$$

where $\Psi^{\prime}(s)$ is the trigamma function. The resulting approximation to $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ based on (14) is now

$$
P_{W}(x)=\Upsilon(\hat{\xi})-v(\hat{\xi})\left\{\hat{u}^{-1}-w_{\hat{\xi}}^{-1}\right\}
$$

## 5. Simulation results

As in Section 4, we concentrate on approximating the distribution of the largest order statistic $X_{1}$. We want to examine the accuracy of $P_{W}(x)$ as an approximation to the true bootstrap $\operatorname{CDF} P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$, and also the accuracy of $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ (or $P_{W}(x)$ ) as an approximation to $P\left\{X_{1} \leq x\right\}$ for suitably chosen $k$.

The bootstrap results throughout this section are based on two randomly generated datasets. The first dataset consists of a single random sample of $n=1000$ observations from a Weibull distribution with scale parameter equal to one and shape (or index) parameter equal to four. The second dataset consists of a single random sample of $n=75$ observations from the standard normal distribution. It is well known that the convergence of the tail of the normal distribution to the Gumbel distribution is slow (Hall, 1979). The small sample size, combined with the slow rate of convergence, lead us to expect that the bootstrap procedure might not perform very well. All simulations were done in $S$-plus on a Sparcstation 20.

How well does $P_{W}(x)$ approximate $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ ?
To generate the bootstrap distribution $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ for the Weibull dataset, we first resampled the spacings $\mathbf{d} 100,000$ times, each time generating a bootstrap replicate

$$
X_{1}^{*}=X_{k+1}+\sum_{i=1}^{k} i^{-1} d_{i}^{*}
$$

The same procedure was done for the normal dataset. The largest 150 observations in the Weibull data were arbitrarily chosen to construct the $d_{i}^{\prime} s$. In this particular dataset, $X_{151}=1.19$. For the normal dataset, the tail was chosen (again, arbitrarily) to begin at $k=15$, with $X_{16}=0.558$.
We then linearly transformed the bootstrap variates so that the empirical mean and variance of the 100,000 bootstrap replicates matched the theoretical bootstrap mean and variance given in (9) and (10). This was done solely to improve the Monte Carlo approximation to the true bootstrap distribution, the latter of which $P_{W}(x)$ aims to approximate. The resampling procedure took approximately thirty minutes for each dataset. Finally, the approximation to the $C D F$ was obtained by calculating the empirical $C D F$ of the transformed bootstrap variates. The approximation $P_{W}(x)$ is based on the original sample spacings, and was calculated exactly as described in Section 3. Generating $P_{W}(x)$ on a grid of 100 points took approximately two minutes. The resulting bootstrap CDFs and the corresponding saddlepoint approximations are given Figures 1a and 1b. In both cases, the saddlepoint approximation is an extremely close approximation to the bootstrap CDF. Similar investigations for other arbitrarily chosen value of $k$ yielded equally encouraging results.

The significance levels for the test of exponentiality based on the Gini statistic described in Section 2 are 0.089 and 0.796 respectively for the two distributions. That is, the tail of the Weibull data using $k=150$ is not very close to being exponentially distributed, while such an assumption seems very reasonable for the normal data. From the plots, one can tell that the saddlepoint approximation in Figure 1b (normal data) is somewhat better than in Figure la (Weibull data), although the differences are small.

How well does $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$ approximate $P\left\{X_{1} \leq x\right\}$ ?
We restrict attention here to the four methods of determining $k$ summarized in Table 1. As a rule of thumb, we also required that $\log (n)^{4 / 5}<k<n^{4 / 5}$ so that the conditions in Section 2 for strong consistency of the extremal index estimators are satisfied.

Table 2 lists the choice of $k$ as determined by each method for the two datasets being considered. Estimates of $a_{n}$ and $b_{n}$ in (1) (i.e., $\tilde{a}$ and $\tilde{b}$ ) are compared with their true values, which are $b_{n}=F^{-1}(1-1 / n)$ and $a_{n}=F^{-1}\left(1-e^{-1} / n\right)-b_{n}$ (Gnedenko, 1943). For these two datasets, it is apparent that the approximation based on method IV yields estimates that are closest to their respective true values. A small simulation study (not presented here) indicates that method IV also minimizes the mean square difference

$$
\mathrm{E}\left[\left(\tilde{a}-a_{n}\right)^{2}+\left(\tilde{b}-b_{n}\right)^{2}\right]
$$

among the four methods considered here.
Figures 2 a and 2 b give the saddlepoint approximation to the bootstrap distribution corresponding to the four choices of $k$ as well as the true distribution of


Fig. 1a. Saddlepoint and bootstrap CDF's for Weibull data.


Fig. Ib. Saddlepoint and bootstrap CDF's for Normal data.

Table 2
Comparison of parameter estimates for optimal $k$

| Method | Weibull $(4), n=1000$ |  |  | $N(0,1), n=75$ |  |  | $b_{n}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | $k$ | $b_{n}$ | $a_{n}$ |  | $k$ | $a_{n}$ |  |
| True | - | 1.6211 | 0.0557 |  | 2.2164 | 0.3661 |  |
| I | 70 | 1.7212 | 0.1023 |  | 19 | 2.5084 | 0.6752 |
| II | 9 | 1.6472 | 0.0811 | 14 | 2.4747 | 0.6403 |  |
| III | 29 | 1.6571 | 0.0803 | 13 | 2.3688 | 0.5778 |  |
| IV | 24 | 1.6109 | 0.0607 | 10 | 2.1776 | 0.4487 |  |

the largest order statistic. Keep in mind that the bootstrap approximations for the Weibull and normal data are each based on one random sample only. In both cases, it is clear that the choice of $k$ based on method IV produces a superior approximation to the other methods.

The bootstrap approximation which minimized the Cramér-Von Mises distance (cf Durbin, 1973) between $P\left\{X_{1} \leq x\right\}$ and $P\left\{X_{1}^{*} \leq x \mid \mathbf{d}, X_{k+1}\right\}$, or

$$
\int_{-\infty}^{\infty}\left(P\left\{X_{1} \leq u\right\}-P\left\{X_{1}^{*} \leq u \mid \mathbf{d}, X_{k+1}\right\}\right)^{2} d\left(P\left\{X_{1} \leq u\right\}\right)
$$

is also given. This nonnegative discrepancy measure is small when the two distributions are close to each other over the support of $P\left\{X_{1} \leq u\right\}$. The optimal values of $k$ under this criterion for the Weibull and normal data are respectively $k=22$ and $k=10$. As implemented here, this criterion requires knowledge of $P\left\{X_{1} \leq x\right\}$ and is therefore useless from a practical standpoint.

We also compared the best bootstrap estimates for the two datasets to their corresponding approximations based on (2) using various estimators of $\gamma$. The estimators of $\gamma$ used and corresponding estimated values are summarized in Table 3. Two of the three estimators are discussed in Section 2; the third, due to Pickands (1975), is given by

$$
\hat{\gamma}_{k}=(\log 2)^{-1} \log \frac{X_{k}-X_{2 k}}{X_{2 k}-X_{4 k}} .
$$

The estimators used in the approximations based on (2) are based on the same value of $k$ as the bootstrap approximation. Plots of the bootstrap distribution and GPD-based estimates are given in Figures 3a and 3b. The bootstrap approximation outperforms the GPD estimator in each case, especially in the upper tail

Table 3
Generalized Pareto Distribution (GPD) parameter estimator

| Author | Estimator | Plot Label | Weibull data | Normal data |
| :--- | :--- | :--- | :--- | :--- |
| Davis and Resnick | $R_{k}^{(1)}$ | GPD-DR | 0.041195 | 0.303438 |
| Dekkers et al. | $\tilde{\gamma}_{k}$ | GPD-DDH | 0.039678 | 0.211518 |
| Pickands | $\hat{\gamma}_{k}$ | GPD-P | 0.110514 | 0.073435 |



Fig. 2a. Comparison of bootstrap CDF's to true CDF for Weibull data.


Fig. 2b. Comparison of bootstrap CDF's to true CDF for Normal data.
of the distribution. It is possible that optimizing the choice of $k$ for the GPDbased estimators will lead to comparable results; however, this has not been investigated. Relevant work on this problem can be found in Dekkers and de Haan (1993).

Not shown on these plots is the estimator for $P\left\{X_{1} \leq x\right\}$ at $\gamma=0$, or

$$
\Upsilon(x)=\exp \left\{-\exp \left\{-\frac{x-\tilde{b}}{\tilde{a}}\right\}\right\}
$$

This is the estimator used by Boos (1984). For the Weibull data, $\Upsilon(x)$ is essentially identical to the best of the 3 GPD estimators; here, "best" is defined as that being closest to the truth for these data. For the normal data, $\Upsilon(x)$ is a definite improvement over the best GPD estimator in the upper tail, and essentially identical everywhere else. In both cases the approximation is still inferior to the bootstrap approximation.

## 6. Example: The British coal mining data

The British Coal Mining Data (Andrews and Herzberg, 1985, pp. 51-56) consists of the number of days between major coal mining disasters in Britain over the period 1851-1962. A "major disaster" is defined in terms of the number of miner deaths, not the magnitude of the natural event. The data represent inter-accident times and hence spacings between events, and have been previously analyzed by many authors. While Maguire, Pearson, and Wynn (1952) concluded that the exponential model was reasonable, it has since been established that the full data set ( $n=190$ ) is not consistent with an exponential model (e.g., Simonoff, 1983; Zelterman, 1986, 1993).

Using the Gini statistic $G_{k}$ defined in Section 2, Zelterman (1993, Figure 2) demonstrates that the spacings between the 50 largest inter-accident times appear close to being exponentially distributed. The same results indicate that reasonable choices of $k$ range somewhere between 20-50. Zelterman (1993) uses $k=36$, which roughly corresponds to the largest significance level of the Gini statistic and therefore to method III of Section 5. Method IV of Section 5 (see Section 3 and also Table 1) suggests using $k=41$. Based on the results of Section 5, we expect the latter choice to yield a more accurate approximation to $P\left\{X_{1} \leq x\right\}$.

Relevant parameter estimates based on the $k=41$ largest values in the full data set are $\tilde{a}=327.2, \tilde{b}=1534, R_{k}^{(1)}=0.551, \tilde{\gamma}_{k}=0.538$, and $\hat{\gamma}_{k}=0.485$. Figure 4 shows the resulting saddlepoint approximation to the bootstrap distribution of the largest spacing between disasters for $k=41$. Also shown are the GPD-based estimator (using $\tilde{\gamma}_{k}$ for $\gamma$ ) and the asymptotic approximation based on the extreme value distribution:

$$
\Upsilon(x)=\exp \left\{-\exp \left\{-\frac{x-\tilde{b}}{\tilde{a}}\right\}\right\}
$$



Fig. 3a. Comparison of bootstrap to GPD approximation - Weibull data.


Fig. 3b. Comparison of bootstrap to GPD approximation - Normal data.


Fig. 4. Distribution of largest spacing between accidents.

The agreement between the bootstrap approximation and $\Upsilon(x)$ is striking. The $p$-value for the Gini statistic of Section 3 at $k=41$ is 0.345 , and supports the hypothesis that the spacings between the spacings are close to being exponentially distributed. The GPD-based estimator, however, is quite discrepant. The theory suggests that the bootstrap approximation and $Y(x)$ should be (asymptotically) the same only when the data are from $\mathscr{G}$. Since in finite samples they will not always be close to each other even then (see Figures 3a and 3b), this appears to lend strong support to the answers provided by the bootstrap.

Interestingly, a test of $\gamma=0$ for $k=41$ based on the asymptotic distribution of $\sqrt{k}\left(\tilde{\gamma}_{k}-\gamma\right)$ under $H_{0}: \gamma=0$ leads to a highly significant result ( $p<0.00001$ ). However, it may be difficult to trust the results of this test. The fourth criterion used to choose $k$ is similar in spirit to minimizing the mean squared error of $\sqrt{k}\left(\tilde{\gamma}_{k}-\gamma\right)$; the results of Dekkers and de Haan (1993, Theorem 3.6 and subsequent remarks) imply that there is a potentially significant bias in the asymptotic mean of $\sqrt{k}\left(\tilde{\gamma}_{k}-0\right)$ when $k$ is chosen as such. We have not attempted to investigate this further here.
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# Approximations to Distributions of Sample Quantiles 

## Chunsheng Ma and John Robinson

## 1. Introduction and definitions

Suppose that $F$ is a cumulative distribution function (d.f.). Its quantile function (q.f.) is defined by

$$
F^{-1}(t)=\inf \{x: F(x) \geq t\}, \quad t \in(0,1)
$$

So $F^{-1}$ is the usual inverse of $F$ if $F$ is continuous and strictly increasing. For a given $q \in(0,1), F^{-1}(q)$ is called the $q^{\text {th }}$ quantile (or fractile) of $F$ and alternatively denoted by $\xi_{q}$. In particular, $\xi_{\frac{1}{2}}$ is called the median of $F$. Clearly, $\xi_{q}$ satisfies the equation

$$
F\left(\xi_{q}-\right) \leq q \leq F\left(\xi_{q}\right)
$$

A fundamental problem in nonparametric statistical estimation and hypothesis testing deals with inferences about a d.f. $F$ and the $q^{\text {th }}$ quantile $\xi_{q}$. A natural nonparametric estimate of $F$ is the sample d.f. $F_{n}$ of a random sample $X_{1}, \ldots, X_{n}$ from $F$, and the sample quantile $F_{n}^{-1}(q)$ is an appropriate estimate of $\xi_{q}$, while in the context of a smooth statistical model, the use of a perturbed (or smoothed) sample d.f. and associated quantile may be more natural and appropriate.

### 1.1. Sample distribution function and quantile

Assume that $X_{1}, \ldots, X_{n}$ is a random sample from d.f. $F$. The corresponding sample d.f. $F_{n}$ is constructed by placing at each observation $X_{j}$ a mass $\frac{1}{n}$ and so represented as

$$
\begin{equation*}
F_{n}(x)=\frac{1}{n} \sum_{j=1}^{n} I_{0}\left(x-X_{j}\right), \quad x \in \mathrm{R}^{1} \tag{1.1}
\end{equation*}
$$

where $I_{0}$ is the d.f. of the unit mass at the origin; namely,

$$
I_{0}(x)= \begin{cases}0, & x<0 \\ 1, & x \geq 0\end{cases}
$$

We can interpret (1.1) from the following two aspects. On the one hand, (1.1) is a distribution function while we consider it as a function of $x$ for each fixed sample. From this view, the sample $q^{\text {th }}$ quantile is defined as the $q^{\text {th }}$ quantile of the sample d.f. $F_{n}$, that is

$$
F_{n}^{-1}(q)=\inf \left\{x: F_{n}(x) \geq q\right\}
$$

We will denote it as $\hat{X}_{n q}$. Obviously,

$$
F_{n}\left(\hat{X}_{n q}-\right) \leq q \leq F_{n}\left(\hat{X}_{n q}\right)
$$

On the other hand, for each fixed value of $x$, (1.1) is a random variable, considered as a function of the sample. Furthermore, $n F_{n}(x)$ is distributed as binomial $(n, F(x))$.

In a view encompassing both features, the distribution function of $\hat{X}_{n q}$ can be written exactly as

$$
\begin{equation*}
P\left(\hat{X}_{n q} \leq x\right)=P\left(n F_{n}(x) \geq n q\right)=\sum_{j=m}^{n}\binom{n}{j}[F(x)]^{j}[1-F(x)]^{n-j} \tag{1.2}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
P\left(\hat{X}_{n q} \leq x\right)=P\left(n F_{n}(x) \geq n q\right)=m\binom{n}{m} \int_{0}^{F(x)} t^{m-1}(1-t)^{n-m} \mathrm{~d} t \tag{1.2}
\end{equation*}
$$

where

$$
m= \begin{cases}n q, & \text { if } n q \text { is an integer } \\ {[n q]+1,} & \text { otherwise }\end{cases}
$$

with $[x]$ denoting the largest integer less than or equal to $x \in \mathrm{R}^{1}$. If $F$ has a density $f$, then the d.f. of $\hat{X}_{n q}$ has also a density

$$
\begin{equation*}
\frac{1}{B(m, n-m+1)} F^{m-1}(x)(1-F(x))^{n-m} f(x) \tag{1.3}
\end{equation*}
$$

(1.2) or (1.2) says that the exact distribution of $\hat{X}_{n q}$ depends only upon $F$ through the incomplete Beta function. Because of (1.2), we can employ known results for binomial r.v.'s when treating the distribution properties of $\hat{X}_{n q}$. Another standard method is firstly to deal with the sample quantile of i.i.d. ( 0,1 )uniformly distributed r.v.'s, and then use the transformation technique to extend the result to the general case.

Another approach in defining the $q^{\text {th }}$ quantile is specified by considering it as a special case of $M$-estimates. The relevant $\psi$ function is $\psi(x, \theta)=\psi(x-\theta)$, where

$$
\psi(x)= \begin{cases}-1, & x<0 \\ 0, & x=0 \\ \frac{q}{1-q}, & x>0\end{cases}
$$

In this way, $\xi_{q}$ is defined as a solution $\theta_{0}$ of the equation

$$
\int \psi\left(x, \theta_{0}\right) \mathrm{d} F(x)=0
$$

and similarly, $\hat{X}_{n q}$ is a solution $\hat{\theta}$ of the equation

$$
\sum_{j=1}^{n} \psi\left(X_{j}, \hat{\theta}\right)=0
$$

This view enables us to formulate the sample quantiles as statistical functions and to use the techniques for the $M$-estimates.

### 1.2. Perturbed sample distribution function and quantile

In many statistical models where it is known (or reasonable to assume based on physical considerations under which the data are collected, or empirical evidence of the past) that the underlying d.f. $F$ is smooth enough, it is more natural to use a smoothed version $\hat{F}_{n}$ of $F_{n}$, rather than the step function $F_{n}$ itself, as the estimate of $F$. Such a $\hat{F}_{n}$ is often called the perturbed (or smoothed) sample d.f., and the corresponding $q^{\text {th }}$ quantile is called the perturbed (or smoothed) sample $q^{\text {th }}$ quantile.

There are essentially two approaches to construct a perturbed sample quantile in common use now. One may first smooth $F_{n}$ by convolution, then define the $q^{\text {th }}$ quantile as in the classical case. Another method is the so-called quantile estimation, which is a certain subclass of $L$-estimates, where the smoothing is directly applied to the sample q.f. $F_{n}^{-1}$ rather than $F_{n}$ itself.

Let $\left\{I_{n}\right\}$ be a sequence of continuous d.f.'s converging weakly to $I_{0}$. An intuitively appealing and easily understood competitor to $F_{n}$ is the perturbed sample d.f. $\hat{F}_{n}$ constructed by a convolution of the sample d.f. $F_{n}$ and $\left\{I_{n}\right\}, \hat{F}_{n}=F_{n} * I_{n}$; more exactly,

$$
\hat{F}_{n}(x)=\int_{-\infty}^{\infty} I_{n}(x-t) \mathrm{d} F_{n}(t)=\frac{1}{n} \sum_{j=1}^{n} I_{n}\left(x-X_{j}\right), \quad x \in \mathrm{R}^{1}
$$

It differs from $F_{n}$ in that the mass $\frac{1}{n}$ is no longer concentrated at $X_{j}$, but is distributed continuously around $X_{j}$, according to $I_{n}$. Denote the corresponding $q^{\text {th }}$ quantile by $\hat{Z}_{n q}$. Similarly to (1.2), we have

$$
P\left(\hat{Z}_{n q} \leq x\right)=P\left(n \hat{F}_{n}(x) \geq n q\right)=P\left(\frac{1}{n} \sum_{j=1}^{n} I_{n}\left(x-X_{j}\right) \geq q\right) .
$$

This approach is parallel to that used in density estimation, proposed by Parzen (1962) and Rosenblatt (1956), where the density estimate is given by

$$
\hat{f_{n}}(x)=\int_{-\infty}^{\infty} w_{n}(x-t) \mathrm{d} F_{n}(t)=\frac{1}{n} \sum_{j=1}^{n} w_{n}\left(x-X_{j}\right), \quad x \in \mathrm{R}^{1}
$$

with a sequence of nonnegative weight functions $\left\{w_{n}(\cdot)\right\}$ satisfying that $\int_{-\infty}^{\infty} w_{n}(t) \mathrm{d} t=1(n \geq 1)$ and that the total mass concentrates in a neighborhood of zero as $n \rightarrow+\infty$, that is, for given any $\varepsilon>0, \int_{|t|<\varepsilon} w_{n}(t) \mathrm{d} t \rightarrow 1$ as $n \rightarrow+\infty$.

A typical way of generating sequences $\left\{I_{n}\right\}$ is based on the kernel method. Usually, take

$$
I_{n}(x)=K\left(\frac{x}{\alpha_{n}}\right)
$$

where $K$ is a d.f. and $\left\{\alpha_{n}\right\}$ is a positive sequence with $\alpha_{n} \rightarrow 0$ as $n \rightarrow+\infty$; and call $K$ the kernel function, $\left\{\alpha_{n}\right\}$ the bandwidth or window-width, and $\hat{F}_{n}$ the sample kernel d.f.. In this case,

$$
\begin{equation*}
\hat{F}_{n}(x)=\int_{-\infty}^{\infty} K\left(\frac{t-x}{\alpha_{n}}\right) \mathrm{d} F_{n}(t)=\frac{1}{n} \sum_{j=1}^{n} K\left(\frac{x-X_{j}}{\alpha_{n}}\right), \quad x \in \mathrm{R}^{1} \tag{1.4}
\end{equation*}
$$

which is a convolution of $F_{n}$ and a properly scaled kernel function. For appropriately chosen kernels and sufficiently smooth $F$ s, it has been shown that the asymptotic performance of $\hat{F}_{n}$ is superior to that of $F_{n}$ in the sense of relative deficiency and the speed of convergence in the bootstrap; see Reiss (1989, Chapter 8) and the references therein.

Note that $\hat{X}_{n q}$ can be expressed in terms of $L$-estimates, namely,

$$
\hat{X}_{n q}=X_{m: n},
$$

where $X_{1: n} \leq \cdots \leq X_{n: n}$ are order statistics pertaining to the sample $X_{1}, \ldots, X_{n}$. One might hope that averaging over order statistics close to the sample quantile leads to estimates of better performance. This idea results in considering $L$-estimates of the form

$$
\hat{\hat{Z}}_{n q}=\sum_{j=1}^{n} s_{j: n}(q) X_{j: n}
$$

with certain choice of the scores $\left\{s_{j: n}(q)\right\}$ involving $q$.
A popular subclass of $L$-estimates related to quantiles is called kernel quantile estimators, introduced by Parzen (1979) and Reiss (1982), where the scores $\left\{s_{j: n}(q)\right\}$ are chosen by the kernel method. Taking

$$
s_{j: n}(q)=\int_{\frac{j-1}{n}}^{\frac{j}{n}} \mathrm{~d} K\left(\frac{t-q}{\alpha_{n}}\right), \quad j=1, \ldots, n
$$

where $K$ is a kernel function and $\left\{\alpha_{n}\right\}$ the bandwidth, it gives a kernel quantile estimator

$$
\hat{\hat{Z}}_{n q}=\int_{0}^{1} F_{n}^{-1}(t) \mathrm{d} K\left(\frac{t-q}{\alpha_{n}}\right)
$$

The kernel quantile estimators have been studied in the literature; see, for example, Falk (1984, 1985), Sheather and Marron (1990), Yang (1985), Zelterman (1990), and also Reiss (1989, Chapter 8).

The scores of Harrell and Davis (1982) is given by

$$
s_{j: n}(q)=\frac{1}{B\left(m_{0}, n-m_{0}+1\right)} \int_{\frac{i-1}{n}}^{\frac{i}{n}} t^{m_{0}-1}(1-t)^{n-m_{0}} \mathrm{~d} t
$$

where $m_{0}=(n+1) q$. In this particular case, the kernel quantile estimator is exactly the bootstrap estimator of $\mathrm{E}\left(X_{\left[m_{0}\right]: n+1}\right)$.

Kaigh and Lachenbruch (1982) proposed a certain $U$-statistic with representation also an $L$-estimate, which is the average of $q^{\text {th }}$ sample quantiles from all $\binom{n}{r}$ subsamples of size $r$, chosen without replacement from $X_{1}, \ldots, X_{n}$, where the smoothing parameter $r$ is used to regulate the amount of smoothness desired. This idea has been generalized to introduce the so-called $O$-statistics. See Kaigh (1988) for a survey.

### 1.3. Summary

This chapter gives a brief review of the asymptotic distribution theory of the (classical and perturbed) sample quantiles. Section 2 presents Smirnov's Lemma. Section 3 discusses the normal approximation to distributions of the quantiles. The saddlepoint approximation is studied in Section 4. In Section 5 we review the bootstrap approximation to the quantiles.

Throughout this chapter, denote by $\phi, \boldsymbol{\Phi}$ respectively the density and distribution function of the standard normal distribution $N(0,1)$, and define $\sigma_{q}=[q(1-q)]^{\frac{1}{2}}$. Unless otherwise specified, limits in all order symbols are taken as $n \rightarrow+\infty$.

## 2. Smirnov's lemma

This section presents Smirnov's Lemma, which plays a key role in the study of the asymptotic theory of the sample quantiles as well as the central order statistics.

Assume that $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ are two sequences of constants with $a_{n}>0(n \geq 1)$. Let

$$
\lambda_{n}=\frac{m}{n+1}, \sigma_{\lambda_{n}}=\left[\lambda_{n}\left(1-\lambda_{n}\right)\right]^{\frac{1}{2}}
$$

Then $\left|\lambda_{n}-q\right| \leq \frac{1}{n}$, and $\left|\sigma_{\lambda_{n}}-\sigma_{q}\right|=O\left(\frac{1}{n}\right)$. In view of (1.2)'Smirnov (1949, Part 1, Lemma 2) showed that

$$
\begin{align*}
& \sup _{x \in \mathrm{R}^{\mathrm{I}}} \left\lvert\, P\left(\frac{\hat{X}_{n q}-b_{n}}{a_{n}}<x\right)\right. \left.-\Phi\left(\sqrt{n+1} \frac{F\left(a_{n} x+b_{n}\right)-\lambda_{n}}{\sigma_{\lambda_{n}}}\right) \right\rvert\, \rightarrow 0  \tag{2.1}\\
& n \rightarrow+\infty
\end{align*}
$$

This result was used by Smirnov (1949) to investigate the types of limit distributions for the sample quantiles as well as the central order statistics. In fact, (2.1) can be improved as the following Berry-Esseen type bound.

Smirnov's Lemma: For every $n \geq 1$,

$$
\begin{equation*}
\sup _{x \in \mathrm{R}^{\prime}}\left|P\left(\frac{\hat{X}_{n q}-b_{n}}{a_{n}}<x\right)-\boldsymbol{\Phi}\left(\sqrt{n} \frac{F\left(a_{n} x+b_{n}\right)-q}{\sigma_{q}}\right)\right| \leq C_{0} n^{-\frac{1}{2}} \tag{2.2}
\end{equation*}
$$

where the constant $C_{0}$ depends only upon $q$ and $F$.
Clearly, no conditions in (2.2) are imposed on $a_{n}, b_{n}$ and the underlying d.f. $F$. As a result, Smirnov's Lemma provides a useful tool to deal with the asymptotic normality and bootstrap approximation to the sample quantiles.
(2.2) is generalized by Puri and Ralescu (1986, Lemma 4.3) to the random central order statistics (of limiting rank $q$ ). More generally, it follows from the Berry-Esseen theorem for the sample quantile of i.i.d. ( 0,1 )-uniformly distributed r.v.'s (See Reiss (1989, Theorem 4.2.1)) that for every positive integer $r$ there exists a constant $C_{r}>0$ such that

$$
\begin{equation*}
\sup _{x \in \mathrm{R}^{\prime}}\left|P\left(\frac{\hat{X}_{n q}-b_{n}}{a_{n}}<x\right)-\int_{-\infty}^{u_{n}(x)}\left(1+\sum_{k=1}^{r-1} L_{k, n}(t)\right) \phi(t) \mathrm{d} t\right| \leq C_{r} n^{-\frac{r}{2}} \tag{2.3}
\end{equation*}
$$

where $u_{n}(x)=\sqrt{n} \frac{F\left(a_{n} x+b_{n}\right)-q}{\sigma_{q}}$, and $L_{k, n}(t)$ is a polynomial of degree $\leq 3 k, \quad k=1, \ldots, r-1$.

## 3. Normal approximation

### 3.1. Normal approximation to distributions of the quantiles

It is well-known that $\hat{X}_{n q}$ is asymptotically normally distributed under only local assumptions on the underlying d.f. $F$ near $\xi_{q}$. As pointed out by Stigler (1973), as far back as 1818 Laplace had shown that the sample median $\hat{X}_{\frac{n}{2}}$ is asymptotically normal. More than a century later Smirnov (1949) described all possible limit distributions for the sample quantiles as well as central order statistics. A more comprehensive treatment was given by Balkema and de Haan (1978). For the asymptotic joint normality of the vector of sample quantiles $\left(\hat{X}_{n q_{1}}, \ldots, \hat{X}_{n q_{r}}\right)\left(0<q_{1}<\cdots<q_{r}<1\right)$, we refer to Serfling (1980, Chapter 2).

By $\hat{X}_{n q}$ being asymptotically normally distributed we mean that a suitably normalized version of $\hat{X}_{n q}$ converges in distribution to $N(0,1)$; more precisely, there exist sequences of constants $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ with $a_{n}>0(n \geq 1)$ such that

$$
\begin{equation*}
\frac{\hat{X}_{n q}-b_{n}}{a_{n}} \stackrel{\mathscr{P}}{\longrightarrow} N(0,1) \tag{3.1}
\end{equation*}
$$

As a consequence of (2.1) or its improved form (2.2), we obtain (a special case of Smirnov (1949, Theorem 4))

Theorem 1. In order that given sequences $\left\{a_{n}\right\}$ and $\left\{b_{n}\right\}$ satisfy (3.1), it is necessary and sufficient that

$$
\begin{equation*}
\sqrt{n} \frac{F\left(a_{n} x+b_{n}\right)-q}{\sigma_{q}}-x \rightarrow 0, \quad n \rightarrow+\infty \tag{3.2}
\end{equation*}
$$

Since $\boldsymbol{\Phi}$ is continuous, the convergence in (3.2) holds uniformly in $x$.
In particular, for some positive constant $\tau$, taking $a_{n}=\frac{\tau}{\sqrt{n}}, b_{n}=\xi_{q}(n \geq 1)$ in (3.1). Then condition (3.2) is equivalent to

$$
\begin{equation*}
\sqrt{n} \frac{F\left(\xi_{q}+\frac{\tau}{\sqrt{n}} x\right)-q}{\sigma_{q}}-x \rightarrow 0, \quad n \rightarrow+\infty \tag{3.3}
\end{equation*}
$$

Therefore $F$ must be continuous at $\xi_{q}$. A sufficient condition for (3.3) is that $F$ is differentiable at $\xi_{q}$ and $F^{\prime}\left(\xi_{q}\right)>0$. With the help of Smirnov's Lemma it is found that this condition is also necessary.

Theorem 2. For some $\tau>0$,

$$
\sqrt{n} \xrightarrow[\tau]{\hat{X}_{n q}-\xi_{q}} \xrightarrow{\mathscr{D}} N(0,1)
$$

holds if and only if $F$ is differentiable at $\xi_{q}$ and $F^{\prime}\left(\xi_{q}\right)>0$.
In this case, $\tau=\frac{\sigma_{q}}{F\left(\xi_{q}\right)}$.
Generally, suppose that (3.1) is true. Then, is $F$ differentiable at $\xi_{q}$ with $F^{\prime}\left(\xi_{q}\right)>0$ ? A problem of this type was studied by Balkema and de Haan (1978), Lahiri (1992), and Smirnov (1949). It was pointed out by Balkema and de Haan (1978, p 343) that there exists a d.f. $F$ which satisfies (3.1) but $F^{\prime}=0$ with probability 1 on $\mathrm{R}^{1}$.

Assume that $\hat{F}_{n}$ is the sample kernel d.f. given by (1.4). The asymptotic normality of the perturbed sample quantile $\hat{Z}_{n q}$ has been studied by Mack (1987), Nadaraya (1964), Ralescu and Sun (1993), and Seoh and Puri (1994). Based on certain regularity conditions on the underlying d.f. $F$ and the kernel $K$, necessary and sufficient conditions for the asymptotic normality of $\hat{Z}_{n q}$ are found by Ralescu and $\operatorname{Sun}$ (1993) for the bandwidth $\left\{\alpha_{n}\right\}$.

Theorem 3. (Ralescu and Sun (1993)): Let $\left\{q_{n}\right\}$ be a sequence of constants satisfying

$$
0<q_{n}<1, \quad \lim _{n \rightarrow+\infty} \sqrt{n}\left(q_{n}-q\right)=c_{0} a
$$

where $a$ and $c_{0}>0$ are constants.
(1) Suppose that $F$ has a bounded second derivative $F^{\prime \prime}$ on its support with $F^{\prime}\left(\xi_{q}\right)>0$, and $F^{\prime \prime}$ is continuous in a neighborhood of $\xi_{q}$ with $F^{\prime \prime}\left(\xi_{q}\right) \neq 0 ; K$ has a density $k$ and

$$
\int_{-\infty}^{\infty} t k(t) \mathrm{d} t=0 \quad \text { and } \quad \int_{-\infty}^{\infty} t^{2} k(t) \mathrm{d} t<+\infty
$$

Then the condition

$$
\lim _{n \rightarrow+\infty} n^{\frac{1}{4}} \alpha_{n}=0
$$

is necessary and sufficient for

$$
\begin{equation*}
\sqrt{n} \frac{\hat{Z}_{n q_{n}}-\xi_{q_{n}}}{\tau_{n}} \xrightarrow{\mathscr{B}} N(a, 1) \tag{3.4}
\end{equation*}
$$

where $\tau_{n}=\frac{\sigma_{y}}{F^{\prime}\left(\xi_{q_{n}}\right)}$.
(2) Suppose that $F$ has a bounded density $f$ with $f\left(\xi_{q}\right)>0$, and $f$ is continuous in a neighborhood of $\xi_{q} ; K$ has a density $k$ and

$$
\int_{-\infty}^{\infty}|t| k(t) \mathrm{d} t<+\infty \text { but } \int_{-\infty}^{\infty} t k(t) \mathrm{d} t \neq 0
$$

Then (3.4) holds if and only if

$$
\lim _{n \rightarrow+\infty} n^{\frac{1}{2}} \alpha_{n}=0
$$

Multidimensional asymptotic normality of the kernel quantile estimator was established by Falk (1985), where the conditions on $F$ fit completely with the standard assumptions (see Serfling (1980, p 80)) which are used to prove the asymptotic joint normality of the vector of sample quantiles ( $\hat{X}_{n q_{1}}, \ldots, \hat{X}_{n q_{r}}$ ) ( $0<q_{1}<\cdots<q_{r}<1$ ), and the limiting normal distributions are the same. See also Yang (1985).

### 3.2. Accuracy of the asymptotic normality

When dealing with the asymptotic normality of the quantiles, we are often concerned with its accuracy. The basic tools for this purpose are the Berry-Esseen theorem and Smirnov's Lemma.

Under certain regularity conditions on $F$, it has been shown that the rate of convergence in connection with the asymptotic normality of $\hat{X}_{n q}$ is of order $O\left(n^{-\frac{1}{2}}\right)$. Assuming that $F$ has a bounded second derivative on $\mathrm{R}^{1}$ with $F^{\prime}\left(\xi_{q}\right)>0$, observing (1.2) and using the Berry-Esseen theorem for independent binomial r.v.'s, Reiss (1974) firstly considered a special case, i.e., $F$ is the uniform distribution on $[0,1]$, and then made the quantile transformation to derive the general
result. A similar result was independently obtained by Serfling (1980) using Hoeffding's inequality and the Berry-Esseen theorem, where the smoothing conditions of $F$ are assumed in a neighborhood of $\xi_{q}$ rather than on the whole real line $\mathrm{R}^{1}$. Puri and Ralescu (1986) validated this convergence rate for the generalized class of random central order statistics and further pointed out that the requirements concerning the second derivative may be dropped. In fact, from Smirnov's Lemma the following condition is enough to achieve the Berry-Esseen rate $O\left(n^{-\frac{1}{2}}\right)$

$$
\begin{equation*}
\left|F\left(\xi_{q}+h\right)-F\left(\xi_{q}\right)-F^{\prime}\left(\xi_{q}\right) h\right| \leq O\left(h^{2}\right), \quad h \rightarrow 0 \tag{3.5}
\end{equation*}
$$

with $F^{\prime}\left(\xi_{q}\right)>0$.
It is natural to ask whether the converse of this assertion is also true. Smirnov's Lemma implies that this question can be answered positively. To this end, suppose that for some $\tau>0$

$$
\sup _{x \in \mathrm{R}^{\prime}}\left|P\left(\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\tau}<x\right)-\boldsymbol{\Phi}(x)\right|=O\left(n^{-\frac{1}{2}}\right), \quad n \rightarrow+\infty
$$

holds. Combining it with (2.2), the triangle inequality gives

$$
\sup _{x \in \mathrm{R}^{1}}\left|\boldsymbol{\Phi}\left(\sqrt{n} \frac{F\left(\xi_{q}+\frac{\tau}{\sqrt{n}} x\right)-q}{\sigma_{q}}\right)-\boldsymbol{\Phi}(x)\right|=O\left(n^{-\frac{1}{2}}\right), \quad n \rightarrow+\infty .
$$

By the mean value theorem, we get for all $n$ sufficiently large,

$$
\left|\sqrt{n} \frac{F\left(\xi_{q}+\frac{\tau}{\sqrt{n}} x\right)-q}{\sigma_{q}}-x\right| \leq O\left(n^{-\frac{1}{2}}\right)
$$

uniformly in $|x| \leq C_{\delta}$, where $\delta \in\left(0, \frac{1}{2}\right)$, and $C_{\delta}=\boldsymbol{\Phi}^{-1}(1-\delta)$. As a result, uniformly in $\frac{1}{2} C_{\delta} \leq|x| \leq C_{\delta}$,

$$
\left|F\left(\xi_{q}+\frac{\tau}{\sqrt{n}} x\right)-q-\frac{\sigma_{q}}{\sqrt{n}} x\right| \leq O\left(\left(\frac{\tau x}{\sqrt{n}}\right)^{2}\right)
$$

which implies that $F\left(\xi_{q}\right)=q, \tau=\frac{\sigma_{q}}{F^{\prime}\left(\zeta_{q}\right)}$, and (3.5) holds.
Theorem 4. Let $\tau>0$. Then the following statements are equivalent:

$$
\begin{equation*}
\sup _{x \in \mathbb{R}^{l}}\left|P\left(\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\tau}<x\right)-\boldsymbol{\Phi}(x)\right|=O\left(n^{-\frac{1}{2}}\right), \quad n \rightarrow+\infty . \tag{1}
\end{equation*}
$$

(2) In a neighborhood of $\xi_{q}, F$ possesses the property

$$
\left|F\left(\xi_{q}+h\right)-F\left(\xi_{q}\right)-\frac{\sigma_{q}}{\tau} h\right| \leq O\left(h^{2}\right), \quad h \rightarrow 0
$$

In this case, $\tau=\frac{\sigma_{q}}{F^{7}\left(\underline{\xi_{q}}\right)}$.
Assume that $\hat{F}_{n}$ is the sample kernel d.f. given by (1.4). Ralescu (1992a) obtained the rate, $O\left(n^{-\frac{1}{2}} \log n\right)$, of convergence in distribution of the perturbed sample quantile $\hat{Z}_{n q}$ to the normal law. In fact, as shown in Seoh and Puri (1994), the Berry-Esseen rate $O\left(n^{-\frac{1}{2}}\right)$ is still available.

Theorem 5 (Seoh and Puri (1994)). Let $\left\{q_{n}\right\}$ be a sequence of constants satisfying

$$
0<q_{n}<1, \text { and }\left|q_{n}-q\right| \leq \frac{1}{4 n} \sigma_{q}
$$

for all sufficiently large $n$.
(1) Suppose that $F$ has a bounded second derivative $F^{\prime \prime}$ on its support with $F^{\prime}\left(\xi_{q}\right)>0 ; K$ has a density $k$ and

$$
\int_{-\infty}^{\infty} t k(t) \mathrm{d} t=0 \text { and } \int_{-\infty}^{\infty} t^{2} k(t) \mathrm{d} t<+\infty
$$

Then

$$
\sup _{x \in R^{1}}\left|P\left(\sqrt{n} \frac{\hat{Z}_{n q_{n}}-\xi_{q_{n}}}{\tau_{n}}<x\right)-\boldsymbol{\Phi}(x)\right| \leq C_{1} \max \left\{n^{-\frac{1}{2}}, \alpha_{n}, n^{\frac{1}{2}} \alpha_{n}^{2}\right\}
$$

where $\tau_{n}=\frac{\sigma_{q}}{F^{\prime}\left(\xi_{q_{n}}\right)}$, and $C_{1}$ is an absolute constant (depending only on $q, F, K$ ). The Berry-Esseen rate $O\left(n^{-\frac{1}{2}}\right)$ is obtained by choosing the bandwidth $\alpha_{n}=O\left(n^{-\frac{1}{2}}\right)$.
(2) Suppose that $F$ has a bounded density $f$ with $f\left(\zeta_{q}\right)>0$, and $f$ satisfies the Lipschitz condition of order one in a neighborhood of $\xi_{q} ; K$ has a density $k$ with

$$
\int_{-\infty}^{\infty}|t| k(t) \mathrm{d} t<+\infty
$$

Then

$$
\sup _{x \in \mathrm{R}^{1}}\left|P\left(\sqrt{n} \frac{\hat{Z}_{n q_{n}}-\xi_{q_{n}}}{\tau_{n}}<x\right)-\boldsymbol{\Phi}(x)\right| \leq C_{2} \max \left\{n^{-\frac{1}{2}}, \alpha_{n}, n^{\frac{1}{2}} \alpha_{n}\right\}
$$

where $C_{2}$ is an absolute constant (depending only on $q, F, K$ ). The Berry-Esseen rate $O\left(n^{-\frac{1}{2}}\right)$ is obtained by choosing the bandwidth $\alpha_{n}=O\left(n^{-1}\right)$.

Theorem 3 and Theorem 5 imply that asymptotic normality and the BerryEsseen bound for the perturbed sample quantile $\hat{Z}_{n q}$ depend on the selection of the bandwidth $\left\{\alpha_{n}\right\}$. Moreover, in order to obtain the Berry-Esseen rate $O\left(n^{-\frac{1}{2}}\right)$, the bandwidth need to be smaller than is needed to ensure asymptotic normality.

A bound, $O\left(n^{-\frac{1}{4}} \log n\right)$, for the rate at which the distribution of the kernel quantile estimator $\hat{Z}_{n q}$ tends to its limit was presented by Falk (1985). See also Reiss (1989, p 264).

### 3.3. Equivalence between normal approximation and Bahadur-representation

It is known that $\hat{X}_{n q}$ as well as central order statistics can be asymptotically expressed as sums of i.i.d. random variables via representation as a linear transform of the sample d.f. $F_{n}$ evaluated at $\xi_{q}$. The resulting representation is usually called the Bahadur representation. Ghosh (1971) noted that its use in deriving the asymptotic moments of $\hat{X}_{n q}$ goes back to Karl Pearson. It was Bahadur (1966) who first presented the representation in its own right, with a full view of its significance. Bahadur's work was subsequently refined by Ghosh (1971) and Kiefer (1967), and gave impetus to a number of important additional studies in the i.i.d. case as well as subsequent extensions to nonindependent sequences (see Serfling (1980), Shorack and Wellner (1986)).

Consider the representation

$$
\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\tau}=\sqrt{n} \frac{q-F_{n}\left(\xi_{q}\right)}{\sigma_{q}}+\sqrt{n} R_{n}
$$

where $\tau>0$, and $R_{n}$ is the remainder term. Note that $\sqrt{n} \frac{q-F_{n}\left(\xi_{q}\right)}{\sigma_{q}}$ is asymptotically normal with the accuracy of order $O\left(n^{-\frac{1}{2}}\right)$. Thus the key of the problem is the remainder term $R_{n}$ as well as its precise behavior. Here, two modes of convergence are often involved, that is, with probability 1 and in probability, which give respectively a strong and a weak version of the Bahadur representation.

Assume that $F$ is twice differentiable at $\xi_{q}$ with $F^{\prime}\left(\xi_{q}\right)>0$, Bahadur's original result is with probability 1 ,

$$
R_{n}=O\left(n^{-\frac{3}{4}}(\log n)^{\frac{1}{2}}(\log \log n)^{\frac{1}{4}}\right), \quad n \rightarrow+\infty
$$

Kiefer (1967) proved that the exact rate of $R_{n}$ is $n^{-\frac{3}{4}}(\log \log n)^{\frac{3}{4}}$ and precisely obtained with probability 1 ,

$$
\limsup _{n \rightarrow+\infty} \pm\left(\frac{n}{\log \log n}\right)^{\frac{3}{4}} R_{n}=\frac{2^{\frac{5}{4}}}{3^{\frac{3}{4}}} \frac{\frac{1}{2}}{q}
$$

for either choice of sign.
For many statistical applications, it suffices merely to have

$$
\sqrt{n} R_{n}=o_{p}(1), \quad n \rightarrow+\infty
$$

This weak version of the Bahadur representation was obtained by Ghosh (1971) and requires only that $F$ is once differentiable at $\xi_{q}$ with $F^{\prime}\left(\xi_{q}\right)>0$. Indeed, this is also a necessary condition; see Lahiri (1992) for details, where a simpler proof can be given if one utilizes Smirnov's Lemma.

Theorem 6 (Lahiri (1992)). Let $\left\{q_{n}\right\}$ be a sequence of constants satisfying

$$
0<q_{n}<1, \quad \lim _{n \rightarrow+\infty} \sqrt{n}\left(q_{n}-q\right)=c_{0} a
$$

where $a$ and $c_{0}>0$ are constants. Then the following statements are equivalent:
(1) For $F\left(\xi_{q}\right)\left(1-F\left(\xi_{q}\right)\right)>0$,

$$
\hat{X}_{n q_{n}}=\xi_{q}+\frac{q_{n}-q}{c_{0}}+\frac{q-F_{n}\left(\zeta_{q}\right)}{c_{0}}+R_{n}
$$

holds, with

$$
\sqrt{n} R_{n}=o_{p}(1), \quad n \rightarrow+\infty
$$

(2) For some $\tau>0$

$$
\sqrt{n} \frac{\hat{X}_{n q_{n}}-\xi_{q_{n}}}{\tau} \xrightarrow{\mathscr{P}} N(a, 1)
$$

holds.
(3) $F$ is differentiable at $\xi_{q}$ and $F^{\prime}\left(\xi_{q}\right)>0$.

In this case $c_{0}=F^{\prime}\left(\xi_{q}\right), \tau=\frac{\sigma_{q}}{F^{\prime}\left(\xi_{q}\right)}$.
Assume that $\hat{F}_{n}$ is the sample kernel d.f. given by (1.4). Under appropriate conditions on $F$ and $K$, proceeding in the same way as Bahadur (1966), Mack (1987) established a pointwise Bahadur type representation for the perturbed sample quantile $\hat{Z}_{n q}$, where the remainder term is of order $O\left(n^{-\frac{3}{4}}(\log n)^{\frac{3}{4}}\right)$ with probability 1. A stronger result is given by Ralescu (1992b) with the same best order as obtained by Kiefer (1967) for $\hat{X}_{n q}$.

Bahadur representations of the kernel quantile estimator $\hat{\hat{Z}}_{n q}$ are established by Xiang (1994) and Yang (1985).

### 3.4. Edgeworth-Type approximation

Consider an Edgeworth expansion for the distribution of a standardized version of $\hat{X}_{n q}$, say $\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\tau}$ with $\tau>0$. Due to Theorem 2, it is natural to choose $\tau=\frac{\sigma_{q}}{F^{\prime}(\underline{(\zeta q q})}$.

Reiss (1976) dealt with an Edgeworth-type expansion for the distribution of $\hat{X}_{n q}$. The idea is based on Smirnov's Lemma or exactly its extended form (2.3). The leading term in such an expansion is the normal distribution, whereas, the higher order terms are given by integrals of polynomials with respect to the normal distribution. As the sample size $n$ increases, these expansions establish a higher order approximation which holds uniformly in $x$. If $F$ has $s+2$ left and right derivatives at $\zeta_{p}$, the error of the approximation is of the order $O\left(n^{-(s+1)}\right)$. For a detailed description of Edgeworth-type approximation, we refer to Reiss (1989, Chapter 4).

However, in most cases of practical interest $F^{\prime}\left(\xi_{q}\right)$ is unknown, we have to consider its estimation, which leads to studentizing a sample quantile.

A simple estimator of $\frac{1}{F^{\prime}\left(\xi_{q}\right)}$ is the Siddiqui-Bloch-Gastwirth estimator, $S_{r, n}$, which is based on the difference between two order statistics whose indices are $2 r$ apart, namely,

$$
S_{r, n}=\frac{n}{2 r}\left(X_{m+r: n}-X_{m-r: n}\right)
$$

where $r=r(n) \rightarrow+\infty$, and $\frac{r}{n} \rightarrow 0$ as $n \rightarrow+\infty$. In terms of Siddiqui-BlochGastwirth estimator, Hall and Sheather (1988) derived the Edgeworth expansion for the studentized sample quantile $\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\sigma_{q} S_{r n}}$.

Another estimator of $F^{\prime}\left(\xi_{q}\right)$, based on a kernel density estimator $\hat{f}_{n}$ of $f$, was proposed by Falk and Janas (1992). Letting

$$
\tau_{n}=\frac{\sigma_{q}}{\hat{f}_{n}\left(\xi_{q}+b\left(\hat{X}_{n q}-\xi_{q}\right)\right)}
$$

with $b$ a constant, they established an Edgeworth expansion of length two for the studentized sample quantile $\sqrt{n} \frac{\hat{X}_{n q}-\xi_{q}}{\tau_{n}}$.

## 4. Saddlepoint approximation

### 4.1. On the saddlepoint approach

Suppose that $G$ is a d.f. and its cumulant generating function $\kappa(t)=$ $\log \int \mathrm{e}^{t y} \mathrm{~d} G(y)$ exists and is finite. The large deviation rate function, which plays a crucial role in the development of large deviation theory, is defined by

$$
\rho(y)=\sup _{t \in \mathrm{R}^{\mathrm{1}}}[t y-\kappa(t)]
$$

where the supremum is usually attained for every value of $y$ with $0<G(y)<1$. In fact, we have

$$
\rho(y)=\hat{t} y-\kappa(\hat{t})
$$

where $\hat{t}=t(y)$, usually called the saddlepoint, is the solution of the equation

$$
\begin{equation*}
\kappa^{\prime}(t)=y \tag{4.1}
\end{equation*}
$$

Under certain general conditions (see Daniels (1954), Kolassa (1994, Section 4.3)), (4.1) has a single real root $\hat{t}$, with $\kappa^{\prime \prime}(\hat{t})>0$. Hereafter denote

$$
\begin{equation*}
\hat{w}^{2}=2 \rho(y) \tag{4.2}
\end{equation*}
$$

Suppose that $Y_{1}, \ldots, Y_{n}$ is a random sample from $G$ and $\bar{Y}=\frac{1}{n} \sum_{j=1}^{n} Y_{j}$ is the sample mean. We want to approximate the tail probability $\bar{G}_{n}(y)=P(\vec{Y} \geq y)$; and the density or probability function of $\bar{Y}, g_{n}(y)$.

In his pioneering paper, Daniels (1954) derived the following saddlepoint approximation to $g_{n}(y)$ by using two techniques: the method of steepest descents of asymptotic analysis and the idea of the conjugate density or exponential tilting.

$$
\begin{equation*}
g_{n}(y)=\frac{\mathrm{e}^{-n \rho(y)}}{\left[2 \pi \kappa^{\prime \prime}(\hat{t}) / n\right]^{\frac{1}{2}}}\left\{1+O\left(n^{-1}\right)\right\} \tag{4.3}
\end{equation*}
$$

This says that the relative error of the saddlepoint approximation is of order $O\left(n^{-1}\right)$. For a wide class of underlying densities, Daniels (1954) showed that the coefficient of the term of order $n^{-1}$ doesn't depend on $y$ and thus the relative error is of order $O\left(n^{-1}\right)$ uniformly. This is the most important property of (4.3) and a major advantage with respect to an Edgeworth expansion. Therefore the saddlepoint approximation is often more accurate than the normal or even the one- or two-term Edgeworth series approximation. Another advantage of the saddlepoint approximation is that it is often astonishingly accurate for quite small sample sizes even down to $n=1$ over the whole range of the variable.

There are essentially three methods of calculating the saddlepoint tail area approximation to $\bar{G}_{n}(y)$ in common use now; these are the indirect Edgeworth expansion (see e.g. Daniels (1987), Robinson, Hoglund, Holst and Quine (1990)), the numerically integrated saddlepoint density (see Field and Hampel (1982), Field and Ronchetti (1990)), usually renormalized for additional accuracy, and the Lugannani-Rice (1980) formula given by

$$
\begin{equation*}
\bar{G}_{n}(y)=1-\boldsymbol{\Phi}(\sqrt{n} \hat{w})+\phi(\sqrt{n} \hat{w})\left\{\left(\frac{1}{\hat{u}}-\frac{1}{\hat{w}}\right) n^{-\frac{1}{2}}+O\left(n^{-\frac{3}{2}}\right)\right\} \tag{4.4}
\end{equation*}
$$

where the meaning of $\hat{u}$ will be explained below. Daniels (1987) compared the Lugannani-Rice formula and the indirect Edgeworth expansion, where the former is much simpler and easier to use than the latter, with relative error of order $O\left(n^{-\frac{3}{2}}\right)$ in case of the mean, for exponential and inverse normal distributions, cases where the saddlepoint approximations to the density of the mean are "exact", and found that the latter performs slightly better than the former.

Another form similar to (4.4) was presented by Barndorff-Nielsen (1991), who discussed the relation of this kind of tail area approximation to the modified signed log likelihood ratio. Jensen (1992) showed that the Barndorff-Nielsen and the Lugannani--Rice approximations are equivalent.

Statistical applications of the saddlepoint approximation have been widely developed since the appearance of a discussion paper by Barndorff-Nielsen and Cox (1979). For more detailed summaries, we refer to Barndorff-Nielsen and Cox (1989), Field and Ronchetti (1990), Kolassa (1994) and Reid (1988).

Following the approach of Daniels(1987) and Lugannani and Rice (1980), this subsection will show how to derive Daniels' formula (4.3), the Lugannani-Rice formula (4.4) and Barndorff-Nielsen's formula in a unified way.

First of all, we use the Fourier inversion formula. It leads to

$$
g_{n}(y)=\frac{n}{2 \pi i} \int_{c-i c_{1}}^{c+i c_{1}} \mathrm{e}^{n(\kappa(t)-t y)} \mathrm{d} t
$$

and

$$
\bar{G}_{n}(y)= \begin{cases}\frac{1}{2 \pi i} \int_{c i-i c_{1}}^{c+i c_{1}} \mathrm{e}^{n(\kappa(t)-t y)} \frac{\mathrm{d} t}{t}, & \text { for the continuous case } \\ \frac{1}{2 \pi i} \int_{c-i c_{1}}^{c+i c_{1}} n^{n(\kappa(t)-t y)} \frac{\mathrm{d} t}{1-\mathrm{e}^{-1}}, & \text { for the lattice case }\end{cases}
$$

where $c>0$, and $c_{1}=\pi$ (the lattice case) or $+\infty$ (the continuous case). Obviously, these formulas can be written in a unified form as below

$$
\begin{equation*}
Q_{n}(y)=\frac{1}{2 \pi i} \int_{c-i_{1}}^{c+i c_{1}} \mathrm{e}^{n(\kappa(t)-t y)} l(t) \mathrm{d} t \tag{4.5}
\end{equation*}
$$

where $l(t)=n, \frac{1}{t}$ or $\frac{1}{1-\mathrm{e}^{-i}}$.
There are at most two dominant critical points for the integral (4.5). The exponent $\kappa(t)-t y$ has a simple saddlepoint at $t=\hat{t}$. Another possible singularity critical point is the origin; indeed, $t=0$ is a pole of $l(t)$ in the case $l(t)=\frac{1}{t}$ or $\frac{1}{1-e^{-t}}$.

The basic idea for deriving a saddlepoint expansion of $Q_{n}(y)$ is usually realized by two steps. Firstly, introduce in (4.5) a new variable of integration, say $w$, and make a transformation to replace the original exponent $\kappa(t)-t y$ by a simpler exponent, which should be one-to-one over a region containing both $t=0$ and $t=\hat{t}$ when $\hat{t}$ is small. For given $y$ and $\kappa(\cdot)$, such a transformation with the simplest form would be a polynomial in $w$ of degree 2 , say

$$
\begin{equation*}
\frac{1}{2} w^{2}-\hat{w} w=\kappa(t)-t y \tag{4.6}
\end{equation*}
$$

where we choose $\hat{w}$ so that the minimum of the left side of (4.6) is equal to that of the right side of (4.6), and thus $\hat{w}=w(y)$ is given by (4.2).

It follows from (4.5) and (4.6) that

$$
\begin{equation*}
Q_{n}(y)=\frac{1}{2 \pi i} \int_{\hat{w}-i \infty}^{\hat{w}+i \infty} \mathrm{e}^{n\left(\frac{1}{2} w^{2}-\hat{w} w\right)} l(t) \frac{\mathrm{d} t}{\mathrm{~d} w} \mathrm{~d} w \tag{4.7}
\end{equation*}
$$

Here, the possible two dominant critical points for (4.7) are $w=0$ (a possible pole of $l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}$ ) and $w=\hat{w}$ (a simple saddlepoint of the exponent). In what follows we will write $\frac{1}{\bar{u}}=\left[l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}\right]_{w=\hat{w}}$ to indicate the value of $l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}$ at $w=\hat{w}$, then $\hat{u}=\left[\kappa^{\prime \prime}(\hat{t})\right]^{\frac{1}{2}} / l(\hat{t})$.

If $l(t)=n$, then $w=0$ is not its pole and thus $l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}$ is analytic. Expanding $\frac{\mathrm{d} t}{\mathrm{~d} w}$ about $\hat{w}$ and integrating (4.7), we obtain a saddlepoint expansion for the density or probability function $g_{n}(y)$ of the form

$$
\sqrt{n} \phi(\sqrt{n} \hat{w})\left\{b_{0}+b_{1} n^{-1}+\cdots\right\}
$$

where $b_{0}=\frac{1}{n \hat{u}}=\left[\kappa^{\prime \prime}(\hat{t})\right]^{-\frac{1}{2}}$. Thus (4.3) follows.
If $l(t)=1 / t$ or $1 /\left(1-\mathrm{e}^{-t}\right)$, then the origin is its pole. Our next step, the key step of the approach of Daniels(1987) and Lugannani and Rice (1980), is to divide (4.7) into two terms. For a general consideration, let $w^{*}=\hat{w}+\frac{\zeta(\hat{w})}{n}$, where $\zeta(\hat{w})$ is a function of $\hat{w}$. Noting that $l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}-\left(\mathrm{e}^{\zeta(\hat{w}) w} / w\right)$ is analytic in a neighbourhood of $w=0$, we rearrange (4.7) as

$$
\begin{align*}
Q_{n}(y)= & \frac{1}{2 \pi i} \int_{w^{*}-i \infty}^{w^{*}+i \infty} \mathrm{e}^{n\left(\frac{1}{2} w^{2}-w^{*} w\right)} \frac{\mathrm{d} w}{w}+\frac{1}{2 \pi i} \mathrm{e}^{-\frac{n}{2} \hat{w}^{2}} \\
& \times \int_{\hat{w}-i \infty}^{\hat{w}+i \infty} \mathrm{e}^{\frac{n}{2}(w-\hat{w})^{2}}\left\{l(t) \frac{\mathrm{d} t}{\mathrm{~d} w}-\frac{\mathrm{e}^{\zeta(\hat{w}) w}}{w}\right\} \mathrm{d} w \tag{4.8}
\end{align*}
$$

The benefit of this division is that the first term of (4.8) is easily evaluated, whose value is exactly $1-\boldsymbol{\Phi}\left(\sqrt{n} w^{*}\right)$, and simultaneously the dominant critical point for the second integral is reduced to one, namely, the saddlepoint $\hat{w}$. In the second term, using an approach similar to the above case, $l(t) \mathrm{d} t / \mathrm{d} w-\left(e^{\zeta(\hat{w}) w} / w\right)$ is expanded about $\hat{w}$ and integrated to give an expansion of the form

$$
\phi(\sqrt{n} \hat{w})\left\{c_{0} n^{-\frac{1}{2}}+c_{1} n^{-\frac{3}{2}}+\cdots\right\}
$$

where $c_{0}=1 / \hat{u}-\left(\mathrm{e}^{\zeta(\hat{w}) \hat{w}} / \hat{w}\right)$. Therefore we get a generalized Lugannani-Rice formula

$$
\begin{equation*}
Q_{n}(y)=1-\Phi\left(\sqrt{n} w^{*}\right)+\phi(\sqrt{n} \hat{w})\left\{\left(\frac{1}{\hat{u}}-\frac{\mathrm{e}^{z(\hat{w}) \hat{w}}}{\hat{w}}\right) n^{-\frac{1}{2}}+O\left(n^{-\frac{3}{2}}\right)\right\} \tag{4.9}
\end{equation*}
$$

In particular, choosing $\zeta \equiv 0$ in (4.9), $w^{*}=\hat{w}$ implies $c_{0}=\frac{1}{\hat{u}}-\frac{1}{\hat{w}}$. As a result, the Lugannan-Rice formula (4.4) is obtained.

More interestingly, (4.9) becomes Barndorff-Nielsen's formula

$$
\begin{equation*}
Q_{n}(y)=\left(1-\boldsymbol{\Phi}\left(\sqrt{n} w^{*}\right)\right)\left\{1+O\left(n^{-1}\right)\right\} \tag{4.10}
\end{equation*}
$$

if $c_{0}=0$, that is $w^{*}=\hat{w}+\frac{1}{n \hat{w}} \log \frac{\hat{u}}{\hat{w}}$; where the error holds uniformly for $y$ in a compact set. Furthermore, for any $c>0$, the error $O\left(n^{-1}\right)$ can be replaced by $O\left(n^{-\frac{3}{2}}\right)$ for $|y-\mathrm{E} Y|<c n^{-\frac{1}{2}}$.

### 4.2. Saddlepoint approximation to the quantiles

Hampel (1974) introduced a technique, which is an example of what he called "small sample asymptotics" where high accuracy is achieved for quite small
sample sizes $n$, even down to single figures, for approximating to the density of $M$ estimates. This technique was developed by Field and Hampel (1982) in detail, and its performance compared with that of other approximation methods, such as Edgeworth expansions, large deviation theory, et al.. As Hampel pointed out, this approach is closely related to the saddlepoint method of Daniels (1954); saddlepoint approximations for $M$-estimates are also given in Daniels (1983). In particular, he obtained the saddlepoint approximation to the density of $\hat{X}_{n q}$ as

$$
\begin{equation*}
\left(\frac{n}{2 \pi}\right)^{\frac{1}{2}}\left(\frac{n}{m}\right)^{m-\frac{1}{2}}\left(\frac{n}{n-m}\right)^{n-m+\frac{1}{2}} F^{m-1}(x)(1-F(x))^{n-m} f(x) \tag{4.11}
\end{equation*}
$$

The difference between (1.3) and (4.11) is that the normalizing constant is replaced by its Stirling approximation.

Applying Barndorff-Nielsen formula's (4.10), Ma and Robinson (1994) get a saddlepoint approximation to the binomial tail probability, and observing (1.2) they obtain the saddlepoint approximation of the distribution function of $\hat{X}_{n q}$

$$
\begin{equation*}
P\left(\hat{X}_{n q} \leq x\right)=\boldsymbol{\Phi}\left(\sqrt{n} w^{*}(F(x))\right)\left\{1+O\left(n^{-1}\right)\right\} \tag{4.12}
\end{equation*}
$$

where

$$
w^{*}(t)= \begin{cases}w(t)+\frac{1}{n w(t)} \log \frac{u(t)}{w(t)}, & \text { if } t \neq q \\ -\frac{1}{2 n} \sigma_{q}^{-1}, & \text { if } t=q\end{cases}
$$

and $u(t), w(t)$ are given by

$$
\begin{aligned}
& u(t)=\left(\frac{1-q}{q}\right)^{\frac{1}{2}} \frac{t-q}{1-t} \\
& w(t)=\operatorname{sgn}\{t-q\}\left\{2\left[q \cdot \log \left(\frac{q}{t}\right)+(1-q) \cdot \log \left(\frac{1-q}{1-t}\right)\right]\right\}^{\frac{1}{2}}
\end{aligned}
$$

As shown by Ma and Robinson (1994), the asymptotic normal distribution theory of the sample quantiles is equivalent to employing a linear approximation of $w^{*}(F(x))$ or $w(F(x))$ in the saddlepoint approximation. This saddlepoint approximation is better than the normal approximation in the sense that there are weaker conditions and higher accuracy.

## 5. Bootstrap approximation

Bootstrap methods have earned an important place in the statistician's toolkit since their systematic introduction by Efron (1979). Recently Beran and Ducharme (1991) and Hall (1992) give a mathematically sophisticated treatment of the bootstrap approach. Efron and Tibshirani (1993) presents an overview of the bootstrap and related methods for assessing statistical accuracy.

In connection with covering probabilities and confidence intervals one is interested in the d.f. of the statistic $\sqrt{n}\left(\hat{X}_{n q}-\xi_{q}\right)$,

$$
\begin{equation*}
T_{n}(F, x)=P_{F}\left(\sqrt{n}\left(\hat{X}_{n q}-\xi_{q}\right) \leq x\right) . \tag{5.1}
\end{equation*}
$$

Usually, $\xi_{q}$ as well as $F$ are unknown. The basic idea of the bootstrap method is to replace $\xi_{q}$ and $F$ by certain kind of their sample counterpart, and then estimate the d.f. $T_{n}(F, \cdot)$ by the corresponding sample counterpart.

A basic way of validating a particular bootstrap method is by proving that it is consistent: conditionally on the observed data the bootstrap distribution has the same asymptotic behaviour as the (centered, standardized) sample distribution of the original estimator either with probability 1 or in probability. Singh (1981) established the consistency of the bootstrap approximation of $T_{n}(F, \cdot)$ and provided the exact rate, which is $O\left(n^{-\frac{1}{4}}(\log \log n)^{\frac{1}{2}}\right)$ with probability 1 , at which the discrepancy converges to zero. Babu and Singh (1984) obtained strong representations of the bootstrap quantiles and $L$-statistics. Falk (1986) proved that the accuracy of the bootstrap approximation of the joint distribution of the vector of the sample quantiles lies between $O\left(n^{-\frac{1}{4}}\right)$ and $O\left(n^{-\frac{1}{4}} \mathcal{C}_{n}\right)$, where $(\log n)^{\frac{1}{2}}=o\left(c_{n}\right)$. Bootstrapping the sample quantiles is summarized by Falk (1992), see also Babu and Rao (1993).

### 5.1. The standard bootstrap

The standard bootstrap technique is to estimate $\xi_{q}$ by the sampling method, with the samples being drawn not from the underlying d.f. $F$ but from the sample d.f. $F_{n}$. A bootstrap sample $X_{1}^{*}, \ldots, X_{n}^{*}$, a random sample from $F_{n}$, is then generated by successively selecting uniformly with replacement from the observed data $X_{1}, \ldots, X_{n}$. Denote by $\hat{X}_{n q}^{*}$ the corresponding sample $q^{\text {th }}$ quantile. Replacing $\xi_{q}$ and $F$ in (5.1) by $\hat{X}_{n q}$ and $F_{n}$, respectively, we estimate $T_{n}(F, \cdot)$ by

$$
T_{n}\left(F_{n}, x\right)=P_{F_{n}}\left(\sqrt{n}\left(\hat{X}_{n q}^{*}-\hat{X}_{n q}\right) \leq x\right) .
$$

Now let's consider the bootstrap error

$$
T_{n}\left(F_{n}, x\right)-T_{n}(F, x)=P_{F_{n}}\left(\sqrt{n}\left(\hat{X}_{n q}^{*}-\hat{X}_{n q}\right) \leq x\right)-P_{F}\left(\sqrt{n}\left(\hat{X}_{n q}-\xi_{q}\right) \leq x\right) .
$$

It follows from Smirnov's Lemma that

$$
\begin{aligned}
& \sup _{x \in \mathrm{R}^{\prime}}\left|T_{n}(F, x)-\Phi\left(\sqrt{n} \frac{F\left(\xi_{q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right)\right|=O\left(n^{-\frac{1}{2}}\right), \\
& \sup _{x \in \mathrm{R}^{\prime}}\left|T_{n}\left(F_{n}, x\right)-\Phi\left(\sqrt{n} \frac{F_{n}\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right)\right|=O\left(n^{-\frac{1}{2}}\right),
\end{aligned}
$$

and thus

$$
\begin{aligned}
\sup _{x \in \mathbb{R}^{\mathrm{I}}}\left|T_{n}\left(F_{n}, x\right)-T_{n}(F, x)\right| \leq \sup _{x \in \mathrm{R}^{\prime}} \mid & \boldsymbol{\Phi}\left(\sqrt{n} \frac{F\left(\xi_{q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right) \\
& \left.-\boldsymbol{\Phi}\left(\sqrt{n} \frac{F_{n}\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right) \right\rvert\,+O\left(n^{-\frac{1}{2}}\right) .
\end{aligned}
$$

Consequently the accuracy of the bootstrap approximation is closely related to

$$
\sup _{x \in \mathrm{R}^{\prime}}\left|\boldsymbol{\Phi}\left(\sqrt{n} \frac{F\left(\xi_{q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right)-\boldsymbol{\Phi}\left(\sqrt{n} \frac{F_{n}\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}\right)\right| .
$$

Hence the key to the problem is to compare

$$
\sqrt{n} \frac{F_{n}\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}} \text { with } \sqrt{n} \frac{F\left(\xi_{q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}} .
$$

The following ingenious result, which is similar to Bahadur (1966, Lemma 1), was given by Singh (1981, Lemma 3.2)

$$
\begin{align*}
& \sup _{|x| \leq \log n}(1+|x|)^{-\frac{1}{2}}\left|F_{n}\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)-F_{n}\left(\hat{X}_{n q}\right)-F\left(\hat{X}_{n q}+\frac{x}{\sqrt{n}}\right)+F\left(\hat{X}_{n q}\right)\right| \\
& \quad=O\left(n^{-\frac{3}{4}}(\log \log n)^{\frac{1}{2}}\right) \tag{5.2}
\end{align*}
$$

Based on this result, Singh (1981) established
Theorem 7 (Singh (1981)).: If $F$ has a bounded second derivative in a neighborhood of $\xi_{q}$ with $F^{\prime}\left(\xi_{q}\right)>0$, then with probability 1

$$
\limsup _{n \rightarrow+\infty} n^{\frac{1}{4}}(\log \log n)^{-\frac{1}{2}} \sup _{x \in \mathrm{R}^{\mathrm{I}}}\left|T_{n}\left(F_{n}, x\right)-T_{n}(F, x)\right|=C_{0}
$$

where the constant $C_{0}$ depends only upon $q$ and $F$.
Ma and Robinson (1994) consider the relative error between $T_{n}(F, \cdot)$ and $T_{n}\left(F_{n}, \cdot\right)$ by using (4.12) and (5.2), and obtain

$$
T_{n}(F, x)=T_{n}\left(F_{n}, x\right)\left(1+O_{p}\left\{n^{-\frac{1}{4}}(\log \log n)^{\frac{1}{2}} x(1+|x|)^{\frac{1}{2}}\right\}\right)
$$

### 5.2. The smoothed bootstrap

As a modification to the standard bootstrap procedure, the essential idea of the smoothed bootstrap (Efron (1979)) is to perform the repeated sampling from a
smoothed version $\hat{F}_{n}$ of $F_{n}$, rather than sampling from $F_{n}$ itself. The smoothed bootstrap has been studied by Falk and Reiss (1989a, 1989b), Hall, DiCiccio and Romano (1989), and Silverman and Young (1987), amongst others. For a review, see Angelis and Young (1992).

Assume that $\hat{F}_{n}$ is a perturbed sample d.f. and $\tilde{Z}_{n q}$ is the associated $q^{\text {th }}$ quantile. Let $Z_{1}^{*}, \ldots, Z_{n}^{*}$ be a random sample from $\hat{F}_{n}$, and denote by $\hat{Z}_{n q}^{*}$ the corresponding sample $q^{\text {th }}$ quantile. Taking $\tilde{Z}_{n q}$ and $\hat{F}_{n}$ respectively as an estimate of $\xi_{q}$ and $F$ in (5.1), we estimate $T_{n}(F, \cdot)$ by

$$
T_{n}\left(\hat{F}_{n}, x\right)=P_{\hat{F}_{n}}\left(\sqrt{n}\left(\hat{Z}_{n q}^{*}-\tilde{Z}_{n q}\right) \leq x\right)
$$

As above, the key of the problem is to compare

$$
\sqrt{n} \frac{\hat{F}_{n}\left(\tilde{Z}_{n q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}} \text { with } \quad \sqrt{n} \frac{F\left(\zeta_{q}+\frac{x}{\sqrt{n}}\right)-q}{\sigma_{q}}
$$

Two versions of the smoothed bootstrap for the sample quantiles were described by Falk and Reiss (1989a, 1989b), where $\tilde{Z}_{n q}=\hat{Z}_{n q}$ and $\hat{Z}_{n q}$, respectively.

Falk and Reiss (1989a) took $\hat{F}_{n}$ as a kernel estimate of $F_{n}$, given by (1.4). Under certain regularity conditions of $F$ and $K$, they showed that uniformly for $|x| \leq \log n$

$$
\sqrt{n}\left\{\hat{F}_{n}\left(\hat{Z}_{n q}+\frac{x}{\sqrt{n}}\right)-F\left(\xi_{q}+\frac{x}{\sqrt{n}}\right)\right\}=\left(\hat{f}_{n}\left(\xi_{q}\right)-f\left(\xi_{q}\right)\right) x+o_{p}\left(\left(n \alpha_{n}\right)^{-\frac{1}{2}}\right)
$$

Consequently the accuracy of this smooth bootstrap approximation is roughly $O\left(n^{-\frac{2}{5}}\right)$ for an appropriate choice of $\alpha_{n}$. So in this case the smooth bootstrap estimate outperforms the nonsmoothed one.

Falk and Reiss (1989b) adopted another smoothed version of $F_{n}$, where rather than smoothing the sample d.f. $F_{n}$ directly, they smoothed the sample q.f. $F_{n}^{-1}$ by the kernel quantile estimate method. The rate of convergence of this smoothed bootstrap estimate is roughly $O\left(n^{-\frac{1}{3}}\right)$.
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# Concomitants of Order Statistics 

H. A. David and H. N. Nagaraja

## 1. Introduction and summary

Let $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, be a random sample from a bivariate distribution with cumulative distribution function (cdf) $F(x, y)$. If the sample is ordered by the $X_{i}$, then the $Y$-variate associated with the $r^{\text {th }}$ order statistic $X_{r: n}$ will be denoted by $Y_{[r: n]}$ and termed the concomitant of the $r^{\text {th }}$ order statistic (David, 1973, 1981).

The most important use of concomitants arises in selection procedures when $k(<n)$ individuals are chosen on the basis of their $X$-values. Then the corresponding $Y$-values represent performance on an associated characteristic. For example, if the top $k$ out of $n$ rams, as judged by their genetic make-up, are selected for breeding, then $Y_{[n-k+1: n]}, \ldots, Y_{[n: n]}$ might represent the quality of the wool of one of their female offspring. Or $X$ might be the score of a candidate on a screening test and $Y$ the score on a later test. There are related problems dealing with the estimation of parameters from data in which selection has taken place. The study of some aspects of these problems antedates the term concomitant of order statistics (e.g., Watterson, 1959). However, the occurrence of concomitants in a variety of contexts independently prompted also another term, induced order statistics (Bhattacharya, 1974). As pointed out by Sen (1981), linear functions of concomitants may also be viewed as mixed rank statistics (Ghosh and Sen, 1971). Egorov and Nevzorov (1982) use the term induced order statistics for the $X$-values arranged according to ordered $g(X)$ values for a prespecified function $g$.

Some generalizations should be noted. Associated with $X_{i}$ there may be $\ell$ variates $Y_{1 i}, \ldots, Y_{\ell i}, i=1, \ldots, n$. There is no clear-cut way of ordering the $(\ell+1)$ variate measurements $\left(X_{i}, Y_{1 i}, \ldots, Y_{\ell i}\right)$. One way of doing so is by the order of the $X$-values (see Barnett, 1976) in which case associated with $X_{r: n}$ will be the vector of concomitants $\left(Y_{1[r: n]}, \ldots, Y_{\ell[: n n]}\right)$. This situation is included in a unified treatment of distribution theory given in Section 2. One could also contemplate selection based on more than a single $X$. This, however, is awkward and has not been pursued, although selection based on a univariate function of such $X$ 's would present no difficulties. An interesting further generalization is due to Egorov and Nevzorov (1984), Reiss (1989, p. 66), and Kaufmann and Reiss (1992). These
authors order vectors $\boldsymbol{x}_{i}, i=1, \ldots, n$, by the size of a real-valued function $g\left(\boldsymbol{x}_{i}\right)$.
Kaufmann and Reiss define the $g$-ordering

$$
\boldsymbol{x}_{i} \leq g \boldsymbol{x}_{j} \quad \text { if } g\left(\boldsymbol{x}_{i}\right) \leq g\left(\boldsymbol{x}_{j}\right)
$$

In particular, if $g\left(\boldsymbol{x}_{i}\right)=g\left(x_{1 i}\right)$, then the vectors are ordered by the first component $x_{1 i}$, and the other components become the concomitants. Concomitants can also be associated with record values (Houchens, 1984; Ahsanullah, 1994) and with generalized order statistics which include order statistics and record values as special cases (Kamps, 1995).

Before outlining the content of the remainder of this article, we mention some general issues. Lo and McKinlay (1990) make a rather basic point, namely that in some practical situations the effect of previous selection of objects by their $X$-values is ignored and the concomitants for the chosen objects are treated simply as random $Y$ 's. The authors study the resulting effects on some standard tests of significance, with specific reference to financial asset pricing models. David and Gunnink (1997) re-examine the paired $t$-test when $2 n$ individuals are paired on the basis of closeness of prior related measurements, i.e., the pairs correspond to the measurements $\left(x_{2 i: 2 n}, x_{2 i-1: 2 n}\right), i=1, \ldots, n$. The order within pairs is randomized before two treatments are applied. When a $t$-test is performed on the signed differences $\pm\left(y_{[2 i: 2 n]}-y_{[2 i-1: 2 n]}\right)$, of the experimental measurements, the assumptions of the paired $t$-test no longer hold, but simulation indicates that under a bivariate normal model the test continues to be valid.

In sections 2 and 3 we strive to provide a unified account of the basic finitesample and asymptotic theory of concomitants, together with multivariate generalizations. Section 4 deals with estimation and hypothesis testing. It is shown how concomitants enter into (a) the estimation of regression and correlation coefficients in a variety of situations, (b) the analysis of censored bivariate data, (c) ranked-set sampling, and (d) double sampling. The rank of $Y_{[r: n]}$ among the $Y$ 's, which plays an important role in certain selection procedures, is studied in section 5. Other selection procedures using concomitants are treated in section 6. The asymptotic theory of various functions of concomitants is examined in section 7. Applications include (a) inference on the regression function $\mathrm{E}(Y \mid x)$, (b) the induced selection differential, (c) bootstrapping, and (d) file-matching procedures.

A fine earlier review of concomitants is given in Bhattacharya (1984). Previous reviews by the first author are superseded by the present account which attempts to include a nearly complete set of references for the literature on concomitants.

## 2. Finite-sample distribution theory and moments

### 2.1. The simple linear model

We begin with an important special case for which rather explicit results are possible. Suppose that $X_{i}$ and $Y_{i}(i=1, \ldots, n)$ have means $\mu_{X}, \mu_{Y}$, variances $\sigma_{X}^{2}$, $\sigma_{Y}^{2}$, and are linked by the linear regression model $(|\rho|<1)$

$$
\begin{equation*}
Y_{i}=\mu_{Y}+\rho \frac{\sigma_{Y}}{\sigma_{X}}\left(X_{i}-\mu_{X}\right)+\epsilon_{i} \tag{2.1}
\end{equation*}
$$

where the $X_{i}$ and the $\epsilon_{i}$ are mutually independent. Then from (2.1) it follows that $\mathrm{E} \epsilon_{i}=0, \operatorname{var} \epsilon_{i}=\sigma_{Y}^{2}\left(1-\rho^{2}\right)$, and $\rho=\operatorname{corr}(X, Y)$. In the special case when the $X_{i}$ and $\epsilon_{i}$ are normal, $X_{i}$ and $Y_{i}$ are bivariate normal. Ordering on the $X_{i}$ we have for $r=1,2, \ldots, n$

$$
\begin{equation*}
Y_{[r: n]}=\mu_{Y}+\rho \frac{\sigma_{Y}}{\sigma_{X}}\left(X_{r: n}-\mu_{X}\right)+\epsilon_{[r]}, \tag{2.2}
\end{equation*}
$$

where $\epsilon_{[r]}$ denotes the particular $\epsilon_{i}$ associated with $X_{r: n}$. In view of the independence of the $X_{i}$ and the $\epsilon_{i}$ we see that the set of $X_{r: n}$ is independent of the $\epsilon_{[r]}$, the latter being mutually independent, each with the same distribution as $\epsilon_{i}$.

Setting

$$
\alpha_{r: n}=\mathrm{E}\left(\frac{X_{r: n}-\mu_{X}}{\sigma_{X}}\right) \quad \text { and } \quad \beta_{r s: n}=\operatorname{cov}\left(\frac{X_{r: n}-\mu_{X}}{\sigma_{X}}, \frac{X_{s: n}-\mu_{X}}{\sigma_{X}}\right)
$$

$r, s=1,2, \ldots, n$, we have from (2.2)

$$
\begin{align*}
\mathrm{E} Y_{[r: n]} & =\mu_{Y}+\rho \sigma_{Y} \alpha_{r: n} \\
\operatorname{var} Y_{[r: n]} & =\sigma_{Y}^{2}\left(\rho^{2} \beta_{r r: n}+1-\rho^{2}\right),  \tag{2.3a-d}\\
\operatorname{cov}\left(X_{r: n}, Y_{[s: n]}\right) & =\rho \sigma_{X} \sigma_{Y} \beta_{r s: n}, \\
\operatorname{cov}\left(Y_{[r: n]}, Y_{[s: n]}\right) & =\rho^{2} \sigma_{Y}^{2} \beta_{r s: n}, \quad r \neq s .
\end{align*}
$$

In the bivariate normal case Eqs. (2.3) were given by Watterson (1959). An interesting way of expressing ( $2.3 \mathrm{a}, \mathrm{b}, \mathrm{d}$ ) brings out the relations between the moments of the $Y_{[r: n]}$ and the $Y_{r: n}$ (Sondhauss, 1994):

$$
\begin{aligned}
\mathrm{E} Y_{[r: n]}-\mu_{Y} & =\rho\left(\mathrm{E} Y_{Y: n}-\mu_{Y}\right), \\
\operatorname{var} Y_{[r: n]}-\sigma_{Y}^{2} & =\rho^{2}\left(\operatorname{var} Y_{r: n}-\sigma_{Y}^{2}\right), \\
\operatorname{cov}\left(Y_{[r: n]}, Y_{[s: n]}\right) & =\rho^{2} \operatorname{cov}\left(Y_{r: n}, Y_{s: n}\right), \quad r \neq s
\end{aligned}
$$

A generalization of (2.1) may be noted here. Let $Y_{i}=g\left(X_{i}, \epsilon_{i}\right)$ represent a general model for the regression of $Y$ on $X$, where neither the $X_{i}$ nor the $\epsilon_{i}$ need be identically distributed (but are still independent). Then

$$
\begin{equation*}
Y_{[r: n]}=g\left(X_{r: n}, \epsilon_{[r]}\right) \quad r=1, \ldots, n \tag{2.4}
\end{equation*}
$$

From the mutual independence of the $X_{i}$ and the $\epsilon_{i}$ it follows that $\epsilon_{[r]}$ has the same distribution as the $\epsilon_{i}$ accompanying $X_{r: n}$ and that the $\epsilon_{[r]}$ are mutually independent (Kim and David, 1990).

### 2.2. General results

Dropping now the structural assumption (2.1), we see that quite generally, for $1 \leq r_{1}<r_{2}<\cdots<r_{k} \leq n$, the $Y_{\left[r_{k}: n\right]}(h=1, \ldots, k)$ are conditionally independent
given $X_{r_{h}: n}=x_{h}(h=1,2, \ldots, k)$. The joint conditional pdf may be written as $\Pi_{h=1}^{k} f\left(y_{h} \mid x_{h}\right)$. It follows that

$$
\begin{align*}
& f_{\left.Y_{[\mathrm{r}:}: n\right]}, \ldots, Y_{\left.Y_{k}: n\right]}\left(y_{1}, \ldots, y_{k}\right) \\
& \quad=\int_{-\infty}^{\infty} \int_{-\infty}^{x_{k}} \ldots \int_{-\infty}^{x_{2}} f_{X_{r_{1}: n}, \ldots, X_{r_{k}: n}}\left(x_{1}, \ldots, x_{k}\right) \prod_{h=1}^{k}\left[f\left(y_{h} \mid x_{h}\right) \mathrm{d} x_{h}\right] . \tag{2.5}
\end{align*}
$$

Put $m(x)=\mathrm{E}(Y \mid X=x)$ and $\sigma^{2}(x)=\operatorname{var}(Y \mid X=x)$ (Bhattacharya, 1974). It follows (Yang, 1977), in generalization of (2.3), that

$$
\begin{align*}
\mathrm{E}\left(Y_{[r: n]}\right) & =\mathrm{E}\left[m\left(X_{r: n}\right)\right], \\
\operatorname{var}\left(Y_{[r: n]}\right) & =\operatorname{var}\left[m\left(X_{r: n}\right)\right]+\mathrm{E}\left[\sigma^{2}\left(X_{r: n}\right)\right],  \tag{2.6a-d}\\
\operatorname{cov}\left(X_{r: n}, Y_{[s: n]}\right) & =\operatorname{cov}\left[X_{r: n}, m\left(X_{s: n}\right)\right], \\
\operatorname{cov}\left(Y_{[r: n]}, Y_{[: n: n}\right) & =\operatorname{cov}\left[m\left(X_{r: n}\right), m\left(X_{s: n}\right)\right], \quad r \neq s
\end{align*}
$$

For example, (2.6b) and (2.6d) are special cases of the general formula (subject to the existence of the quantities involved) for the $r v$ 's $U, V, W$

$$
\begin{equation*}
\operatorname{cov}(U, V)=\operatorname{cov}(\mathrm{E}(U \mid W), \mathrm{E}(V \mid W))+\mathrm{E}[\operatorname{cov}(U, V \mid W)] \tag{2.7}
\end{equation*}
$$

with $U=Y_{r: n}, V=Y_{s: n}$, and $W=X_{r: n}$ in (2.6b) and $W=\left(X_{r: n}, X_{s: n}\right)$ in (2.6d).
Jha and Hossein (1986) note that (2.6) continues to hold when $X$ is absolutely continuous but $Y$ discrete. By straightforward arguments they point out also that for any exchangeable variates $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, familiar recurrence relations for order statistics continue to hold for concomitants.

Specific results when $(X, Y)$ has Gumbel's bivariate exponential distribution are given by Balasubramanian and Beg (1996).

### 2.3. Multivariate generalizations

Next, suppose that associated with each $X$ there are $\ell$ variates $Y_{j}(j=1, \ldots, \ell)$, i.e., we have $n$ independent sets of variates ( $X_{i}, Y_{1 i}, \ldots, Y_{\ell i}$ ). Triggered by a problem in hydrology, this situation has recently been intensively studied with increasing degrees of generality, especially when the $\ell+1$ variates have a multivariate normal distribution (Song, Buchberger, and Deddens, 1993; Song and Deddens, 1993; Balakrishnan, 1993; Song and Balakrishnan, 1994). See also David and Galambos (1974, p. 765).

We begin without assuming multivariate normality. Setting $m_{j}\left(x_{i}\right)=\mathrm{E}\left(Y_{j i} \mid x_{i}\right)$ and writing $Y_{j[r: n]}$ for that $Y_{j i}$ paired with $X_{r: n}$, we have

$$
\mathrm{E} Y_{j[r: n]}=\mathrm{E}\left[m_{j}\left(X_{r: n}\right)\right]
$$

Also, a slightly different application of (2.7) gives, for $k=1, \ldots, \ell$,

$$
\begin{equation*}
\operatorname{cov}\left(Y_{j[r: n]}, Y_{k[: n}\right)=\operatorname{cov}\left(m_{j}\left(X_{r: n}\right), m_{k}\left(X_{r: n}\right)\right)+E \sigma_{j k}\left(X_{r: n}\right) \tag{2.8}
\end{equation*}
$$

where $\sigma_{j k}\left(x_{i}\right)=\operatorname{cov}\left(Y_{j i}, Y_{k i} \mid x_{i}\right)$.

In the multivariate normal case $\sigma_{j k}\left(x_{i}\right)$ does not depend on $x_{i}$ and may be obtained from standard theory (e.g., Anderson, 1984, p. 35). Let

$$
\Sigma=\left(\begin{array}{ll}
\Sigma_{11} & \Sigma_{12} \\
\Sigma_{21} & \Sigma_{22}
\end{array}\right)
$$

where

$$
\Sigma_{11}=\sigma_{X}^{2}, \quad \Sigma_{12}=\operatorname{cov}\left(X, Y_{j}\right)_{1 \times \ell}=\left(\sigma_{x j}\right), \text { say }
$$

and

$$
\Sigma_{22}=\operatorname{cov}\left(Y_{j}, Y_{k}\right)_{\ell \times \ell}=\left(\sigma_{j k}\right)
$$

Then from the result

$$
\Sigma_{22 \cdot 1}=\Sigma_{22}-\Sigma_{21} \Sigma_{11}^{-1} \Sigma_{12}
$$

we have here

$$
\Sigma_{22 \cdot 1}=\Sigma_{22}-\Sigma_{21} \Sigma_{12} / \sigma_{X}^{2}
$$

or

$$
\begin{equation*}
\sigma_{j k}(x)=\sigma_{j k}-\sigma_{X j} \sigma_{X k} / \sigma_{X}^{2} \tag{2.9}
\end{equation*}
$$

Also, with $\mu_{j}=\mathrm{E} Y_{j}, \sigma_{j}^{2}=\operatorname{var} Y_{j}$, and $\rho_{j}=\operatorname{corr}\left(X, Y_{j}\right)$, Eq. (2.2) becomes

$$
\begin{equation*}
Y_{j[r: n]}=\mu_{j}+\rho_{j} \sigma_{j}\left(X_{r: n}-\mu_{x}\right) / \sigma_{X}+\epsilon_{j[r]} \tag{2.10}
\end{equation*}
$$

Thus

$$
\begin{equation*}
\mathrm{E} Y_{j[r: n]}=\mu_{j}+\rho_{j} \sigma_{j} \alpha_{r: n} \tag{2.11}
\end{equation*}
$$

Also, noting that all the $\epsilon_{j[r]}$ are independent of $\left(X_{1: n}, \ldots, X_{n: n}\right)$ and that $\epsilon_{j[r]}$ and $\epsilon_{k[s]}$ are independent unless $r=s$, we have from (2.10) or (2.8) that

$$
\begin{align*}
\operatorname{cov}\left(Y_{j[r: n]}, X_{k[r: n]}\right) & =\rho_{j} \sigma_{j} \rho_{k} \sigma_{k} \beta_{r r: n}+\sigma_{j k}(x) \\
& =\sigma_{j k}-\rho_{j} \rho_{k} \sigma_{j} \sigma_{k}\left(1-\beta_{r r: n}\right) \tag{2.12}
\end{align*}
$$

by (2.9). From (2.10) it follows at once that

$$
\begin{equation*}
\operatorname{cov}\left(Y_{j[r: n]}, Y_{k[s: n]}\right)=\rho_{j} \rho_{k} \sigma_{j} \sigma_{k} \beta_{r s: n} \tag{2.13}
\end{equation*}
$$

An interesting special case occurs when

$$
X_{i}=\sum_{j=1}^{\ell} Y_{j i},
$$

so that

$$
X_{r: n}=\sum_{j=1}^{\ell} Y_{j[r: n]}
$$

Eqs. (2.11)-(2.13) now hold with

$$
\rho_{j}=\sum_{k=1}^{\ell} \sigma_{j k} /\left(\sigma_{X} \sigma_{j}\right)
$$

Song and Balakrishnan (1994) treat a multiplicative model of the form $Y_{j i}=X_{i} \epsilon_{j i}, j=1, \ldots, \ell, i=1, \ldots, n$, and use it to generalize results of Song (1993) on concomitants of gamma order statistics. See also Ma, Yue, and Balakrishnan (1995). Balasubramanian and Balakrishnan (1995) obtain a class of multivariate distributions for which the concomitants are members of the class.

### 2.4. Dependence structure of concomitants

Definition. The random variables $X_{1}, \ldots, X_{n}$ (constituting the vector $X$ ) are said to be associated if $\operatorname{cov}\left(\left[h_{1}(X), h_{2}(X)\right]\right) \geq 0$ for all pairs of increasing functions $h_{1}$, $h_{2}$ for which the covariance exists.

Let $X_{i}$ and $\epsilon_{i}(i=1, \ldots, n)$ be mutually independent random variables and $Y_{i}=g\left(X_{i}, \epsilon_{i}\right)$, leading to (2.4). Then from results on associated random variables given in, e.g., Barlow and Proschan (1975), it is easy to show that the concomitants are associated if $g$ is monotone (Kim and David, 1990). For ( $X_{1: n}, \ldots, X_{n: n}$ ) and $\left(\epsilon_{[1]}, \ldots, \epsilon_{[n]}\right)$ are independent sets of associated random variables, so that their union is also associated. Since any monotone functions of associated random variables are associated, $Y_{[1: n]}, \ldots, Y_{[n: n]}$ are associated.

Note that association implies positive quadrant dependence, so that for any $y_{1}, y_{2}$

$$
P\left\{Y_{[r: n]} \leq y_{1}, \quad Y_{[s: n]} \leq y_{2}\right\} \geq P\left\{Y_{[r: n]} \leq y_{1}\right\} P\left\{Y_{[s: n]} \leq y_{2}\right\}
$$

Kim and David (1990) also show that the concomitants satisfy a stronger form of dependence, multivariate total positivity of order two $\left(\mathrm{MTP}_{2}\right)$ (Karlin and Rinott, 1980) if each $Z_{[r]}$ has a Pólya frequency function of order two $\left(\mathrm{PF}_{2}\right)$.

We now note some further interesting facts about the dependence structure of order statistics and their concomitants. Bhattacharya (1984) shows that, for a fixed $n$ and arbitrary sequence of constants $\left(c_{i}, 1 \leq i \leq n\right)$, the sequence

$$
\left\{W_{j}, 1 \leq j \leq n\right\} \text { with } W_{j}=\sum_{i=1}^{j} c_{i}\left\{Y_{[i: n]}-m\left(X_{i: n}\right)\right\} \text { forms a martingale }
$$

Bhattacharya and Gangopadhyay (1990) and, independently, Goel and Hall (1994) observe that $F_{Y \mid X}\left(Y_{[i: n \mid} \mid X_{i: n}\right)$ are i.i.d standard uniform variates independent of the $X_{i}$ and hence of the $X$-order statistics. These last results may be seen as follows: The $Y_{[i: n]}$ are clearly conditionally independent given $X_{i: n}=$ $x_{i}(i=1, \ldots, n)$. Thus the uniform $(0,1)$ variates $F_{Y \mid X}\left(Y_{[i: n]} \mid x_{i}\right)$ are stochastically independent and, since their distribution does not depend on the $x_{i}$, are also unconditionally independent and independent of the $X_{i: n}$.

## 3. Asymptotic theory

### 3.1. Marginal distributions

The asymptotic distribution of $Y_{[r: n]}$ is affected by how $r$ is related to $n$ and by the dependence structure of $(X, Y)$. In order to streamline our discussion, let us consider three situations regarding the growth pattern of $r(n)$ : (a) the quantile case where $r=[n p], 0<p<1$, (b) the extreme case, where either $r$ or $n-r$ is held fixed, and (c) the intermediate case, where $r(n) \rightarrow \infty, n-r(n) \rightarrow \infty$ in such a way that $r(n) / n$ approaches either 0 or 1 . (Certainly other possibilities exist, but we refrain from treating these nonstandard situations.) In these cases, the limit properties of $X_{r: n}$ and associated norming constants differ.

Next is the issue of dependence structure. To see how it affects the limit distribution of $Y_{[r: n]}$ and how the norming constants associated with $X_{r: n}$ play a substantial role in the asymptotic distribution, let us look at the simple linear regression model given by (2.1). Without loss of generality we assume that $\mu_{X}=\mu_{Y}=0$, and $\sigma_{X}=\sigma_{Y}=1$. In view of the independence of $\epsilon_{[r]}$ and $X_{[r: n]}$, from (2.2), it is clear that the distribution of $Y_{[r n]}$ is $\underset{d}{\text { affected by them in a linear fashion. }}$

If $X_{r: n}-a_{n} \xrightarrow{P} 0$ as $n \rightarrow \infty$, then $Y_{[r: n]}-\rho a_{n} \xrightarrow{d} \epsilon$, and hence the limit distribution is that of $\epsilon$. This happens in the quantile case where $a_{n}$ may be chosen as $F_{X}^{-1}(p)$. Further, in the other two cases related to the growth rate of $r$, such a situation may also arise. For example, for the bivariate normal parent, when $n-r=k-1$, corresponding to the upper $k^{\text {th }}$ extreme $X_{r: n}-\sqrt{2 \log n} \xrightarrow{P} 0$, and consequently $Y_{[r: n]}-\rho \sqrt{2 \log n} \xrightarrow{d} \sqrt{1-\rho^{2}} Z$, where $Z$ is a standard normal variate. A detailed discussion of the consequences is given in David (1994).

Now suppose $X_{r: n}$ fails to converge in probability, but instead there exist constants $a_{n}$ and $b_{n}>0$ such that $\left(X_{r: n}-a_{n}\right) / b_{n} \xrightarrow{d} W$ as $n \rightarrow \infty$, for a nondegenerate random variable $W$. In this case the scaling constant $b_{n}$ plays an important role in the limit behavior of $Y_{[r: n]}$. To be precise, in view of (2.2) we may write

$$
\begin{equation*}
\frac{Y_{[r: n]}-\rho a_{n}}{b_{n}}=\rho \frac{X_{r: n}-a_{n}}{b_{n}}+\frac{\epsilon_{[r]}}{b_{n}} . \tag{3.1}
\end{equation*}
$$

If $b_{n} \rightarrow b$, finite and positive, we may conclude from (3.1) that $\left(Y_{[r, n]}-\rho a_{n}\right) / b_{n}$ converges in distribution to the convolution of $\rho W$ and $\epsilon$. In the upper (lower) extreme case, $W$ will be distributed as the $k^{\text {th }}$ lower (upper) record value from one of the three relevant extreme value distributions (e.g., Nagaraja and David, 1994). In the intermediate case, when $X$ is bounded above and $r(n) / n$ approaches 1 , under certain smoothness conditions on the tail of $F_{X}, W$ is normally distributed. Appropriate choices for the norming constants may be found in Reiss (1988, pp. 108-109).

While the brief discussion above indicates that numerous possibilities exist for the limit distribution of $Y_{[r: n]}$ for the model given by (2.1), it also shows the interplay between the conditional pdf $f(y \mid x)$ and the marginal pdf $f_{X}(x)$. Of course, this will be true in general. We now state a result due to Galambos (1978),
extended in David (1994) and Sondhauss (1994), which gives a representation for the limit distribution of $Y_{[r n]}$ in the extreme case for an arbitrary absolutely continuous bivariate cdf $F(x, y)$.

Theorem 3.1. Let $F_{X}(x)$ satisfy one of the von Mises conditions and assume that the sequences of constants $a_{n}, b_{n}>0$, are such that as $n \rightarrow \infty$,

$$
\begin{equation*}
\left\{F_{X}\left(a_{n}+b_{n} x\right)\right\}^{n} \rightarrow G(x) \tag{3.2}
\end{equation*}
$$

for all $x$. Further, suppose there exist constants $A_{n}$ and $B_{n}>0$ such that

$$
\begin{equation*}
\left\{F_{Y}\left(A_{n}+B_{n} y \mid a_{n}+b_{n} x\right)\right\} \rightarrow H(y \mid x) \tag{3.3}
\end{equation*}
$$

for all $x$ and $y$. Then

$$
\begin{equation*}
P\left(Y_{[n-k+1: n]} \leq A_{n}+B_{n} y\right) \rightarrow \int_{-\infty}^{\infty} H(y \mid x) \mathrm{d} G_{(k)}(x) \tag{3.4}
\end{equation*}
$$

where $G_{(k)}$ is the cdf of the $k^{\text {th }}$ lower record value from the extreme value cdf $G$.
If (3.2) holds we say that $F_{X}$ is in the domain of attraction of $G$ and we write $F_{X} \in D(G)$. It is well known that $G$ must be one of the three extreme value cdf's which are of the following types (Gnedenko, 1943):

$$
\begin{align*}
& G_{1}(x ; \alpha)= \begin{cases}0, & x \leq 0 \\
\exp \left\{-x^{-\alpha}\right\}, & x>0 ; \alpha>0\end{cases}  \tag{3.5a}\\
& G_{2}(x ; \alpha)= \begin{cases}\exp \left\{-(-x)^{\alpha}\right\}, & x<0 ; \alpha>0 \\
1, & x \geq 0\end{cases}  \tag{3.5~b}\\
& G_{3}(x)=\exp \{-\exp (-x)\},  \tag{3.5c}\\
&-\infty<x<\infty
\end{align*} .
$$

The condition (3.3) holds with $H(y \mid x)=H(y)$ and $A_{n}=0, B_{n}=1$, if the joint distribution of $(X, Y)$ is such that as $x \rightarrow F_{X}^{-1}(1), F_{Y}(y \mid x) \rightarrow H(y)$. In that situation evidently $P\left(Y_{[n-k+1: n]} \leq y\right) \rightarrow H(y)$ as is the case with the following example.

Example 3.1. Let $(X, Y)$ have Gumbel's bivariate exponential distribution with joint cdf $F(x, y)=\left(1-\mathrm{e}^{-x}\right)\left(1-\mathrm{e}^{-y}\right)\left(1+\alpha \mathrm{e}^{-x-y}\right), \quad x, y \geq 0, \quad|\alpha| \leq 1$. Then $F_{Y}(y \mid x)=\left\{1-\alpha\left(2 \mathrm{e}^{-x}-1\right)\right\}\left(1-\mathrm{e}^{-y}\right)+\alpha\left(2 \mathrm{e}^{-x}-1\right)\left(1-\mathrm{e}^{-2 y}\right)$, which converges to $H(y)=\left(1-\mathrm{e}^{-y}\right)\left(1-\alpha \mathrm{e}^{-y}\right)$ as $x \rightarrow \infty$. Since $F_{X}$ is an exponential cdf, it satisfies a von Mises condition and (3.2) holds with $G=G_{3}$. Thus, we may conclude that $P\left(Y_{[n-k+1: n]} \leq y\right) \rightarrow\left(1-\mathrm{e}^{-y}\right)\left(1-\alpha \mathrm{e}^{-y}\right)$ for all $y>0$. This is in sharp contrast to the asymptotic distribution of the extreme order statistic $Y_{n-k+1: n}$. Since $F_{Y}$ is also standard exponential, $P\left(Y_{n-k+1: n}-\log n \leq y\right) \rightarrow G_{3(k)}(y)$ whose pdf is given by

$$
\begin{equation*}
g_{3(k)}(y)=\exp (-k y) \frac{\exp \{-\exp (-y)\}}{(k-1)!} \tag{3.6}
\end{equation*}
$$

for all $y$ (see Arnold et al., 1992, p. 221).
In the above example, since $H(y \mid x)$ was free of $x, k$ did not influence the distribution of $Y_{[n-k+1: n]}$. This happens to be the case for several common bivariate
distributions including the bivariate normal distribution. But this need not be the case always. As an example, in the linear model expressed in (3.1), take $X$ to be standard exponential and $Z$ to be standard normal. Then, $F_{X} \in D\left(G_{3}\right)$ where $G_{3}$ is given by (3.5c) and we can choose $a_{n}=\log n$, and $b_{n}=1$. Consequently $P\left(Y \leq \rho a_{n}+y \mid X=a_{n}+x\right)=\Phi(y-\rho x)$ representing $H(y \mid x)$. Hence we obtain

$$
P\left(Y_{[n-k+1: n]} \leq \rho a_{n}+y\right) \rightarrow \int_{-\infty}^{\infty} \Phi(y-\rho x) g_{3(k)}(x) \mathrm{d} x
$$

where $g_{3(k)}$ is given by (3.6).
See also Coles and Tawn (1994) who, however, are more interested in the distribution of $Y$ given that $X$ is large. Ledford and Tawn (1995) investigate the influence of the joint survival function $P(X>x, Y>y)$ on the nondegenerate limit distribution of $Y_{[n: n]}$.

One can state a limit result similar to Theorem 3.1 for $Y_{[r ; n]}$ in the quantile case. With a different set of conditions that involve the assumption of uniform convergence, Suresh (1993) proves such a result.

### 3.2. Joïnt distributions

The asymptotic distribution of a finite set of concomitants has also been explored. Under the assumption that $Y-\mathrm{E}(Y \mid X)$ and $X$ are independent, David and Galambos (1974) have shown that $Y_{\left[r_{1}: n\right]}, \ldots, Y_{\left[r_{k} n\right]}$ are asymptotically independent if $\operatorname{var}\left(\mathrm{E}\left(Y_{\left[r_{i}: n\right]} \mid X_{r_{i}: n}\right)\right)$ approaches 0 as $n$ increases for all $i=1, \ldots, k$. In such cases, the asymptotic joint distribution can be obtained from the marginal limit distributions of the $Y_{[r: n]}$.

In the quantile case where $r_{i} / n \rightarrow p_{i}, 0<p_{i}<1$, for $i=1, \ldots, k$, and in the extreme case where $r_{i}$ is either $i$ or $n-i+1$, interesting results quickly follow from the conditional independence exhibited in (2.5). In the latter case, let $r_{i}=n-i+1$, and assume that conditions of Theorem 3.1 hold. It then follows that, as $n \rightarrow \infty$,

$$
\begin{align*}
& P\left(Y_{[n: n]} \leq A_{n}+B_{n} y_{1}, \ldots, Y_{[n-k+1: n]} \leq A_{n}+B_{n} y_{k}\right) \\
& \quad \rightarrow \int_{x_{1}>\cdots>x_{k}} \prod_{i=1}^{k} H\left(y_{i} \mid x_{i}\right) \mathrm{d} G_{k}\left(x_{1}, \ldots, x_{k}\right), \tag{3.7}
\end{align*}
$$

where $G_{k}$ is the joint cdf of the first $k$ lower record values from the $\operatorname{cdf} G$.
In the quantile case asymptotic independence prevails if the $p_{i}$ are distinct. To be precise, if $r_{i} / n \rightarrow p_{i}, 0<p_{i}<1$, and $X_{r_{i}: n} \xrightarrow{P} F_{X}^{-1}\left(p_{i}\right)$, for $i=1, \ldots, k$, Yang (1977) proved that

$$
P\left(Y_{\left[r_{1}: n\right]} \leq y_{1}, \ldots, Y_{\left[r_{k}: n\right]} \leq y_{k}\right) \rightarrow \prod_{i=1}^{k} F_{Y}\left(y_{i} \mid F_{X}^{-1}\left(p_{i}\right)\right)
$$

Suresh (1993) has shown that the central concomitants and extreme concomitants are asymptotically independent.

## 4. Estimation and tests of hypotheses

### 4.1. Estimation of regression and correlation coefficient

If the regression of $Y$ on the non-stochastic variable $x$ is linear, viz.

$$
\begin{equation*}
\mathrm{E}(Y \mid x)=\alpha+\beta x \tag{4.1}
\end{equation*}
$$

then $\beta$ may be estimated by the ratio statistic

$$
\begin{equation*}
b^{\prime}=\frac{\bar{Y}_{[k: n]}^{\prime}-\bar{Y}_{[k: n]}}{\bar{x}_{k: n}^{\prime}-\bar{x}_{k: n}}, \tag{4.2}
\end{equation*}
$$

where

$$
\bar{x}_{k: n}^{\prime}=\frac{1}{k} \sum_{i=1}^{k} x_{n+1-i: n}, \quad \bar{x}_{k: n}=\frac{1}{k} \sum_{i=1}^{k} x_{i: n}
$$

and

$$
\bar{Y}_{[k: n]}^{\prime}=\frac{1}{k} \sum_{i=1}^{k} Y_{[n+1-i: n]}, \quad \bar{Y}_{[k: n]}=\frac{1}{k} \sum_{i=1}^{k} Y_{[i: n]} .
$$

If $X$ is stochastic, we may interpret (4.1) as conditional on $X=x$ and have from (4.2)

$$
\begin{equation*}
\mathrm{E}\left(b^{\prime} \mid x_{1}, x_{2}, \ldots, x_{n}\right)=\beta \tag{4.3}
\end{equation*}
$$

Since (4.3) holds whatever the $x_{i}$, it also holds unconditionally; that is,

$$
\begin{equation*}
B^{\prime}=\frac{\bar{Y}_{[k: n]}^{\prime}-\bar{Y}_{[k: n]}}{\bar{X}_{k: n}^{\prime}-\bar{X}_{k: n}} \tag{4.4}
\end{equation*}
$$

is also an unbiased estimator of $\beta$. Note that this result does not require either the $X_{i}$ or the $Y_{i}$ to be identically distributed or even to be independent. Barton and Casley (1958) show that $B^{\prime}$ has an efficiency of $75-80 \%$ when $\left(X_{i}, Y_{i}\right)$, $i=1, \ldots, n$, is a random sample from a bivariate normal, provided $k$ is chosen as about $0.27 n$.

Since $\rho=\beta \sigma_{X} / \sigma_{Y}$, (4.4) suggests

$$
\hat{\rho}^{\prime}=B^{\prime} \cdot \frac{\left(\bar{X}_{k: n}^{\prime}-\bar{X}_{k: n}\right) / c_{n, x}}{\left(\bar{Y}_{k: n}^{\prime}-\bar{Y}_{k: n}\right) / c_{n, y}}=\frac{\left(\bar{Y}_{[k: n]}^{\prime}-\bar{Y}_{[k: n}\right) / c_{n, x}}{\left(\bar{Y}_{k: n}^{\prime}-\bar{Y}_{k: n}\right) / c_{n, y}}
$$

as an estimator of $\rho$, where $c_{n, x}=\mathrm{E}\left(\bar{X}_{k: n}^{\prime}-\bar{X}_{k: n}\right) / \sigma_{X}$, etc. If $X$ and $Y$ have the same marginal distributional form (e.g., both normal), $\hat{\rho}^{\prime}$ simplifies to

$$
\begin{equation*}
\hat{\rho}^{\prime}=\frac{\bar{Y}_{[k: n]}^{\prime}-\bar{Y}_{[k: n]}}{\bar{Y}_{k: n}^{\prime}-\bar{Y}_{k: n}} \tag{4.5}
\end{equation*}
$$

This estimator has been suggested by Tsukibayashi (1962) for $k=1$ when the denominator is just the range of the $Y_{i}$, and also for a mean range denominator. He points out that (4.5) can be calculated even if only the ranks of the $X$ 's are available. In order to deal with the distribution of $\hat{\rho}^{\prime}$ (for $k=1$ ) interesting distributional results are developed in Tsukibayashi (1996), such as the joint pdf of $Y_{n: n}$ and $Y_{[n: n]}$. See also Watterson (1959) and Barnett et al. (1976).

An interesting related measure of association, not requiring (4.1) to hold, has been proposed and studied by Schechtman and Yitzhaki (1987). They show that if $(X, Y)$ has a continuous joint cdf with marginals $F_{X}(x), F_{Y}(y)$, then

$$
G(Y, X)=\frac{\Sigma(2 i-1-n) Y_{[i: n]}}{\Sigma(2 i-1-n) Y_{i: n}}
$$

is a consistent estimator of

$$
\Gamma(Y, X)=\frac{\operatorname{cov}\left(Y, F_{X}(Y)\right)}{\operatorname{cov}\left(Y, F_{Y}(Y)\right)}
$$

The authors call $\Gamma(Y, X)$ (and $\Gamma(X, Y)$ ) the Gini correlation, since $\operatorname{cov}\left(Y, F_{Y}(Y)\right.$ ) is one-fourth of Gini's mean difference (Stuart, 1954). If $(X, Y)$ is bivariate normal $\left(\mu_{X}, \mu_{Y}, \sigma_{X}, \sigma_{Y}, \rho\right)$, then $\Gamma(Y, X)=\Gamma(X, Y)=\rho$. In general, $\Gamma(Y, X) \neq \Gamma(X, Y)$ and $G(Y, X) \neq G(X, Y)$. This makes explicit a result also applying to (4.5), where the $Y$ 's may be replaced by $X$ 's if measurements for the latter are available. Likewise, $G(Y, X)$ can be calculated even if only the ranks of the $X$ 's are known.

Motivated by confidentiality considerations, Spruill and Gastwirth (1982) have used concomitants to estimate the correlation coefficient between two sensitive $r v$ 's $X$ and $Y$, data on which is kept by separate agencies $A$ and $B$, respectively. In their method, agency $A$ is asked to divide the $N=m n$ individuals into $n$ groups of size $m$ by ordering on $x$, and to provide the group identification of each individual as well as the group means and variances, i.e., for group $k, k=1, \ldots, n$,

$$
\bar{x}_{k}=\sum x_{i: N} / m, \quad s_{x, k}^{2}=\sum\left(x_{i: N}-\bar{x}_{k}\right)^{2} / m
$$

where the sums extend over $i=(k-1) m+1, \ldots, k m$. Given only the group identifications, agency $B$ simply provides

$$
\bar{y}_{k}=\sum y_{[i: N]} / m, \quad s_{y, k}^{2}=\sum\left(y_{i: N]}-\bar{y}_{k}\right)^{2} / m
$$

The least-squares estimate of $\rho$ can now be obtained from $\hat{\rho}=\hat{\beta} \hat{\sigma}_{X} / \hat{\sigma}_{Y}$ as

$$
\hat{\rho}=\frac{\sum_{k=1}^{n}\left(\bar{x}_{k}-\bar{x}\right)\left(\bar{y}_{k}-\bar{y}\right)\left[\sum_{i=1}^{N}\left(x_{i}-\bar{x}\right)^{2}\right]^{1 / 2}}{\sum_{k=1}^{n}\left(\bar{x}_{k}-\bar{x}\right)^{2}\left[\sum_{i=1}^{N}\left(y_{i}-\bar{y}\right)^{2}\right]^{1 / 2}},
$$

where $\bar{x}$ and $\bar{y}$ are grand means. Note that only the overall sample variances of $X$ and $Y$ occur in $\hat{\rho}$; the $s_{x, k}^{2}$ and $s_{y, k}^{2}$ are needed for assessing the efficiency, $E$, of $\hat{\rho}$. In
the bivariate normal case the authors find $\hat{\rho}$ to be nearly unbiased and $E$ to exceed 0.8 for $n=10$ in the cases studied $(N=100,1000 ; \rho=.25, .50, .75, .9)$.

Guilbaud (1985) considers related questions of inference in a slightly more general setting. Let $F(x, y)$ be the cdf of $(X, Y)$ and let $0=\lambda_{0}<$ $\lambda_{1}<\cdots<\lambda_{k-1}<\lambda_{k}=1$. Also let $\xi_{j}=F_{X}^{-1}\left(\lambda_{j}\right), j=1, \ldots, k-1, \xi_{0}==-\infty$, $\xi_{k}=\infty$, where $F_{X}(x)$ has positive derivatives in the neighborhoods of $\lambda_{1}, \ldots, \lambda_{k-1}$.

Given a random sample $\left(x_{i}, y_{i}\right) i=1, \ldots, n$, from $F(x, y)$, natural estimates of the class means are

$$
\bar{x}_{j}=\sum_{i} x_{i: n} / n_{j}, \quad \bar{y}_{j}=\sum_{i} y_{[:: n]} / n_{j}, \quad j=1, \ldots, k
$$

where the sums now extend over the $n_{j}$ observations with $x$-values in $\left(\xi_{j-1}, \xi_{j}\right)$. With $\mu_{X, j}=\mathrm{E}\left(\bar{X}_{j}\right), \mu_{Y, j}=\mathrm{E}\left(\bar{Y}_{j}\right)$, Guilbaud gives the $2 k$-variate asymptotic normal distribution of $n^{1 / 2}\left[\left(\bar{X}_{j}-\mu_{X, j}\right),\left(\bar{Y}_{j}-\mu_{Y, j}\right)\right]$, with the help of which largesample tests and confidence intervals can be constructed. He also treats stratified random sampling.

### 4.2. Estimation for censored bivariate data

Concomitants of order statistics arise very naturally when multivariate data sets are subject to some form of Type II censoring. In the bivariate case, with data $\left(x_{i}, y_{i}\right), i=1, \ldots, n$, three kinds of such censoring may usefully be distinguished (Watterson, 1959): (a) censoring of certain $x_{i: n}$ and of the corresponding $y_{[: n]}$; (b) censoring of certain $y_{i: n}$ only; and (c) censoring of certain $x_{i: n}$ only. For example, (b) occurs when the $x_{i: n}(i=1, \ldots, n)$ are entrance scores and the $y_{[i: n\}}(i=k+1, \ldots, n)$ later scores of the successful candidates. On the other hand, (c) applies in a life test terminated after $n-k$ failures when measurements on some associated variable are available for all $n$ items.

The bivariate normal case has been considered by Watterson (1959). Some of his findings may be illustrated on case (a) above. Obviously, $\mu_{X}$ and $\sigma_{X}$ may be estimated as in the univariate case. The mean and variance of a linear function of the concomitants can be found from (2.3). Since

$$
\mathrm{E} X_{r: n}=\mu_{X}+\sigma_{X} \alpha_{r: n}
$$

it follows from (2.3a) that any coefficients $a_{i}$ making $\Sigma a_{i} X_{i: n}$ unbiased for $\mu_{X}$ also make $\Sigma a_{i} Y_{[i: n]}$ unbiased for $\mu_{Y}$, for any $\rho$, where $\Sigma$ ranges over the available observations. However, $\operatorname{var}\left(\sum a_{i} Y_{[:: n]}\right)$ depends on $\rho$, so that there is no optimal choice of the $a_{i}$ for the estimation of $\mu_{Y}$. Two possible choices are to take $a_{i}$ as in the best linear estimator of $\mu_{X}$ or in Gupta's (1952) simplified linear estimator of $\mu_{X}$. In cases examined numerically in Watterson (1959) it turns out that the latter choice is the more efficient except when $\rho$ is very close to 1 .

Case (a) with censoring on the right has been studied in detail by Harrell and Sen (1979), who use a maximum likelihood approach, modified by replacing the MLE's of $\mu_{X}$ and $\sigma_{X}$ by Gupta's estimates. Such a replacement is made because of the considerable biases in the MLE's, especially under heavy censoring. The
authors also propose a test for the independence of $X$ and $Y$ based on the correlation coefficient between the order statistics and their concomitants. Gill, Tiku and Vaughan (1990) use Tiku's simplified MLE's to deal with two-sided censoring in the same situation, but allowing for possibly more than one set of concomitants.

Gomes (1981, 1984) has employed the idea of concomitants in her study of estimators based on multivariate samples of order statistics of largest values. Suppose only the top $k$ extreme values in each of $n$ independent large samples are available. For simplicity take $k=2$ and label the largest sample value as $X$, and the second largest as $Y$. Then the data can be modeled as a random sample of size $n$ from the joint pdf $f(x, y)=\frac{g(x)}{G(x)} g(y), y<x$, where $G$ is one of the extreme value cdf's in (3.5) but for an unknown change of location and scale. Gomes compares their linear estimators based on the order statistics of the $X$-values with and without the information on the concomitants.

### 4.3. Ranked-set sampling

An ingenious method called ranked-set sampling was introduced by McIntyre (1952) for situations where the primary variable of interest, $Y$, is difficult or expensive to measure, but where ranking in small subsets is easy. For example, suppose we require an estimate of the mean height $\mu_{Y}$ of a population of trees. Choose a sample of size $n=k^{2}$ (or a multiple of $k^{2}$ ). Randomly subdivide the sample into subsamples of $k$. In each subsample rank the trees visually by height and in the $i^{\text {th }}(i=1, \ldots, k)$ subsample measure only the tree of rank $i$.

Concomitants of order statistics enter when the ranking is subject to error, a situation first studied by Dell and Clutter (1972) who speak of judgment ordering. Such an ordering may be regarded as based on an auxiliary $X$-variate representing an actual or hypothetical measurement (David and Levine, 1972; Stokes, 1977). Then the $Y$-value in the $i^{\text {th }}$ subsample may be denoted by $Y_{[i: k]}^{(i)}$. The $Y_{[i: k]}^{(i)}$ are independent rv's, $Y_{[i: k]}^{(i)}$ having the same marginal distribution as $Y_{[i: k]]}$. Then the ranked-set sample estimator of $\mu_{Y}$ is

$$
\begin{equation*}
\hat{\mu}_{Y}=\frac{1}{k} \sum_{i=1}^{k} Y_{[i: k]}^{(i)}, \tag{4.5}
\end{equation*}
$$

and

$$
\mathrm{E}\left(\hat{\mu}_{Y}\right)=\frac{1}{k} \sum_{i=1}^{k} \mathrm{E}\left(Y_{[i: k]}^{(i)}\right)=\frac{1}{k} \sum_{i=1}^{k} \mathrm{E}\left(Y_{[i: k]}\right)
$$

But the $Y_{[i: k]}$ are a permutation of i.i.d variates $Y_{i}$ having mean $\mu_{Y}$, so that

$$
\mathrm{E}\left(\hat{\mu}_{Y}\right)=\frac{1}{k} \sum_{i=1}^{k} \mathrm{E}\left(Y_{i}\right)=\mu_{Y}
$$

Thus $\hat{\mu}_{Y}$ is an unbiased estimator of $\mu_{Y}$ without any distributional assumption other than the existence of $\mu_{Y}$.

We have also

$$
\begin{aligned}
k \sigma_{Y}^{2} & =\mathrm{E} \sum_{i=1}^{k}\left(Y_{i}-\mu_{Y}\right)^{2} \\
& =\mathrm{E} \sum_{i=1}^{k}\left(Y_{[:: k]}-\mu_{Y}\right)^{2} \\
& =\sum_{i=1}^{k} \operatorname{var}\left(Y_{[i: k]}\right)+\sum_{i=1}^{k}\left(\mathrm{E} Y_{[i: k]}-\mu_{Y}\right)^{2}
\end{aligned}
$$

But (4.5), by the independence of the $Y_{[i: k]}^{(i)}$, gives

$$
k^{2} \operatorname{var}\left(\hat{\mu}_{Y}\right)=\sum_{i=1}^{k} \operatorname{var}\left(Y_{[i: k]}\right),
$$

so that

$$
\operatorname{var}\left(\hat{\mu}_{Y}\right)=\frac{1}{k}\left[\sigma_{Y}^{2}-\frac{1}{k} \sum\left(\mathrm{E} Y_{[i: k]}-\mu_{Y}\right)^{2}\right]
$$

This may be compared with $\operatorname{var} \bar{Y}=\sigma_{Y}^{2} / k$, the efficiency, RE, of $\hat{\mu}_{Y}$ relative to $\bar{Y}$ being

$$
\mathrm{RE}=\frac{\operatorname{var} \bar{Y}}{\operatorname{var}\left(\hat{\mu}_{Y}\right)}=\frac{1}{1-\frac{1}{k} \sum \alpha_{[i: k]}^{2}}
$$

where $\alpha_{[i: k]}=\left(\mathrm{E} Y_{[i: k]}-\mu_{Y}\right) / \sigma_{Y}$.
Although errors in ranking reduce the efficiency of ranked-set sampling, substantial gains in efficiency may remain if $\rho$ is not too small (Dell and Clutter, 1972; Ridout and Cobby, 1987).

These methods have been extended to the estimation of variance (Stokes, 1980a), the correlation coefficient (Stokes, 1980b), and to situations with size biased selection of the $X$ 's (Muttlak and McDonald, 1990a,b). There are many other aspects of ranked-set sampling not involving concomitants. See the comprehensive review paper by Patil et al. (1994) and the article in the companion volume by Bimal K. Sinha and Nora Ni Chuiv.

### 4.4. Double sampling

In this method (O'Connell and David, 1976), which has a similar purpose to ranked-set sampling, $X_{1}, \ldots, X_{n}$ represent inexpensive measurements. Based on their ordering $k(<n)$ expensive measurements $Y_{[r ; n]}$ are made $(j=1, \ldots, k$; $r_{1}<\cdots<r_{k}$ ). Then a simple estimator of $\mu_{Y}$ is their average, $\bar{Y}_{[r: n]}$ say, which under the linear model (2.2) is given by

$$
\begin{equation*}
\bar{Y}_{[r: n]}=\mu_{Y}+\rho \frac{\sigma_{Y}}{\sigma_{X}}\left(\bar{X}_{r: n}-\mu_{X}\right)+\bar{\epsilon}_{[r]}, \tag{4.6}
\end{equation*}
$$

where $\bar{X}_{r: n}$ and $\bar{\epsilon}_{[r]}$ are the means of $X_{r_{j} ; n}$ and $\epsilon_{\left[r_{j}\right]}, j=1, \ldots, k$. Evidently, $\bar{Y}_{[r: n]}$ is unbiased for $\mu_{Y}$ if $X$ has a symmetric distribution and the ranks are symmetrically chosen, i.e.,

$$
r_{k+1-j}=n+1-r_{j}, \quad j=1, \ldots,\left[\frac{1}{2}(k+1)\right]
$$

From (4.6) we have

$$
\operatorname{var}\left(\bar{Y}_{[r: n]} / \sigma_{Y}\right)=\rho^{2} \operatorname{var}\left(\bar{X}_{r: n}\right)+\left(1-\rho^{2}\right) / k
$$

Thus the ranks $r_{j}$ minimizing $\operatorname{var}\left(\bar{X}_{r: n}\right)$ also minimize $\operatorname{var}\left(\bar{Y}_{[r: n]}\right)$, whatever the value of $\rho$. The simple form of optimal spacing involved in minimizing $\operatorname{var}\left(\bar{X}_{r: n}\right)$ was studied already by Mosteller (1946). The (asymptotically) optimal ranks may be taken as the integral parts of $n \lambda_{j}+1,0<\lambda_{1}<\cdots<\lambda_{k}<1$, where the $\lambda_{j}$ have been tabulated in the normal case for $k \leq 10$; roughly, $\lambda_{j}=\left(j-\frac{1}{2}\right) / k$. The following table illustrates that $\bar{Y}_{[r: n]}$ is more efficient than $\hat{\mu}_{Y}$ under bivariate normality, increasingly so as $\rho$ approaches 1 . Although $n$ and $k$ have been chosen to allow a direct comparison, the experimental situations are, of course, different and $\hat{\mu}_{Y}$ is more robust, remaining unbiased even when the distribution of $X$ is not symmetrical.

## 5. The rank of $Y_{[r: n]}$

Suppose we have independent measurements $\left(X_{i}, Y_{i}\right), i=1, \ldots, n$, with common cdf $F(x, y)$, on individuals or objects $A_{1}, \ldots, A_{n}$ and that $A_{i}$ ranks $r^{\text {th }}$ on the $x$-measurements. In this section we study the following two questions: (a) What is the probability that $A_{i}$ will rank $s^{\text {th }}$ on the $y$-measurement. (b) What is $A_{i}$ 's expected rank on the $y$-measurement?

Let $R_{r: n}$ denote the rank of $Y_{[r: n]}$ among the $n Y_{i}$, i.e.,

$$
\begin{equation*}
R_{r, n}=\sum_{i=1}^{n} I\left(Y_{[r: n]}-Y_{i}\right) \tag{5.1}
\end{equation*}
$$

Table 1
$\operatorname{var} \hat{\mu}_{Y} / \operatorname{var} \bar{Y}_{[r: n]}$

| $\rho$ | $n=9, k=3$ | $n=49, k=7$ | $\rho$ | $n=9, k=3$ | $n=49, k=7$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 1 | 0.6 | 1.173 | 1.068 |
| 0.1 | 1.003 | 1.001 | 0.7 | 1.278 | 1.110 |
| 0.2 | 1.014 | 1.005 | 0.8 | 1.457 | 1.185 |
| 0.3 | 1.033 | 1.013 | 0.9 | 1.816 | 1.343 |
| 0.4 | 1.063 | 1.024 | 0.95 | 2.171 | 1.512 |
| 0.5 | 1.107 | 1.042 | 1 | 2.864 | 1.884 |

where

$$
\begin{aligned}
I(x) & =1 \quad \text { if } \quad x \geq 0 \\
& =0 \quad \text { if } \quad x<0
\end{aligned}
$$

For (a) we require $\pi_{r s}=P\left\{R_{r, n}=s\right\}$. Consider first $\pi_{n n}$. We have

$$
\begin{aligned}
\pi_{n n} & =\sum_{i=1}^{n} P\left\{X_{i}=X_{n: n}, \quad Y_{i}=Y_{n: n}\right\} \\
& =n P\left[X_{n}=X_{n: n}, \quad Y_{n}=Y_{n: n}\right\} \\
& =n P\left\{X_{1}<X_{n}, \ldots, X_{n-1}<X_{n} ; \quad Y_{1}<Y_{n}, \ldots, Y_{n-1}<Y_{n}\right\} \\
& =n \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}[P\{X<x, Y<y\}]^{n-1} \mathrm{~d} F(x, y)
\end{aligned}
$$

upon conditioning on $X_{n}, Y_{n}$. It is not difficult to extend this argument to finding $\pi_{r s}$. Table 2 is an extract from a table in David et al. (1977) for the case when $X$ and $Y$ are bivariate normal.

Example 5.1. Suppose that the scores of candidates taking two tests are bivariate normal with $\rho=0.8$. Out of 9 candidates taking the first (screening) test the top $k$ are selected and given the second test. What is the smallest value of $k$ ensuring with probability at least 0.9 that the best of the 9 candidates, as judged by the second test, is included among the $k$ selected?

We require the smallest $k$ such that

$$
\pi_{99}+\pi_{89}+\cdots+\pi_{10-k, 9} \geq 0.9
$$

i.e.,

$$
\pi_{99}+\pi_{98}+\cdots+\pi_{9,10-k} \geq 0.9
$$

Table 2
$\pi_{r s}=P\left\{R_{r, n}=s\right\}$ as a function of $\rho$ for $n=9$

| $r$ | $s$ | $\rho$ |  |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  |  | 0.10 | 0.20 | 0.30 | 0.40 | 0.50 | 0.60 | 0.70 | 0.80 | 0.90 | 0.95 |
| 9 | 9 | 0.1407 | 0.1746 | 0.2133 | 0.2576 | 0.3087 | 0.3686 | 0.4404 | 0.5306 | 0.6564 | 0.7510 |
|  | 8 | 0.1285 | 0.1459 | 0.1631 | 0.1797 | 0.1952 | 0.2087 | 0.2185 | 0.2207 | 0.2033 | 0.1725 |
| 7 | 0.1211 | 0.1296 | 0.1363 | 0.1408 | 0.1424 | 0.1401 | 0.1321 | 0.1152 | 0.0817 | 0.0523 |  |
|  | 6 | 0.1152 | 0.1173 | 0.1171 | 0.1143 | 0.1085 | 0.0989 | 0.0846 | 0.0640 | 0.0350 | 0.0169 |
|  | 5 | 0.1100 | 0.1069 | 0.1015 | 0.0938 | 0.0836 | 0.0706 | 0.0546 | 0.0357 | 0.0149 | 0.0053 |
| 4 | 0.1051 | 0.0973 | 0.0877 | 0.0765 | 0.0638 | 0.0497 | 0.0345 | 0.0192 | 0.0059 | 0.0015 |  |
|  | 3 | 0.0999 | 0.0877 | 0.0747 | 0.0611 | 0.0472 | 0.0334 | 0.0205 | 0.0095 | 0.0021 | 0.0004 |
|  | 0 | 0.0939 | 0.0773 | 0.0612 | 0.0462 | 0.0324 | 0.0204 | 0.0107 | 0.0040 | 0.0006 | 0.0001 |
|  | 1 | 0.0856 | 0.0635 | 0.0451 | 0.0300 | 0.0183 | 0.0097 | 0.0041 | 0.0011 | 0.0001 | 0.0000 |

Since, from the column for $\rho=0.8$, we have

$$
0.5306+0.2207+0.1152+0.0640=0.9305
$$

the required value is $k=4$.
The expected value of $R_{r, n}$ may be obtained directly by the following characteristic order statistics argument. Let $X_{r: n-1}$ and $X_{r: n}$ denote the $r^{\text {th }}$ order statistic for $X_{1}, X_{2}, \ldots, X_{n-1}$ and $X_{1}, X_{2}, \ldots, X_{n-1}, X_{n}$, respectively.
Then clearly

$$
\begin{align*}
X_{r: n} & =X_{r-1: n-1} & & \text { if } X_{n}<X_{r-1: n-1} \\
& =X_{r: n-1} & & \text { if } X_{n}>X_{r: n-1}  \tag{5.2}\\
& =X_{n} & & \text { if } X_{r-1: n-1}<X_{n}<X_{r: n-1}
\end{align*}
$$

From (5.1) we have

$$
\begin{equation*}
\mathrm{E}\left(R_{r, n}\right)=n P\left\{Y_{[r: n]} \geq Y_{n}\right\} \tag{5.3}
\end{equation*}
$$

where corresponding to (5.2)

$$
\begin{aligned}
P\left\{Y_{[r: n]} \geq Y_{n}\right\}= & P\left\{X_{n}<X_{r-1: n-1}, Y_{n}<Y_{[r-1: n-1]}\right\} \\
& +P\left\{X_{n}>X_{r: n-1}, Y_{n}<Y_{[r: n-1]}\right\}+\frac{1}{n}
\end{aligned}
$$

On noting that the joint pdf $f_{X_{r-1: n-1}, Y_{r-1: n-1}}(x, y)$ may be written as $f_{r-1: n-1}(x) \cdot f(y \mid x)$, we now obtain

$$
\begin{aligned}
\mathrm{E}\left(R_{r, n}\right)=1+n \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(y \mid x) & {\left[P\{X<x, Y<y\} f_{r-1: n-1}(x)\right.} \\
+ & \left.P\{X>x, Y<y\} f_{r: n-1}(x)\right] \mathrm{d} y \mathrm{~d} x
\end{aligned}
$$

In the bivariate normal case some further simplification is possible. It turns out (David et al., 1977) that, for $r /(n+1) \rightarrow \lambda(0<\lambda<1)$ as $n \rightarrow \infty, \mathrm{E}\left[R_{r, n} /(n+1)\right]$ is quite well approximated even for $n$ as small as 9 , by its asymptotic value

$$
\lim _{n \rightarrow \infty} \mathrm{E}\left(\frac{R_{r, n}}{n+1}\right)=\Phi\left(\frac{\rho \Phi^{-1}(\lambda)}{\left(2-\rho^{2}\right)^{1 / 2}}\right)
$$

where $\Phi$ denotes the standard normal cdf. It can also be shown (David and Galambos, 1974; David et al., 1977) that for $0 \leq u \leq 1$

$$
\lim _{n \rightarrow \infty} P\left\{R_{r, n} \leq n u\right\}=\Phi\left(\frac{\Phi^{-1}(u)-\rho \Phi^{-1}(\lambda)}{\left(1-\rho^{2}\right)^{1 / 2}}\right)
$$

For the general bivariate case Yang (1977) obtains correspondingly the intuitively appealing result

$$
\lim _{n \rightarrow \infty} P\left\{R_{r, n} \leq n u\right\}=P\left\{Y \leq F_{Y}^{-1}(u) \mid X=F_{X}^{-1}(\lambda)\right\}
$$

Probabilities related to those in Table 2 are studied by Spruill and Gastwirth (1996) in connection with employment problems of a professional couple. Ledford and Tawn (1998) investigate the limiting behaviour of $P\left(R_{n, n}=n\right)$ for a range of extremal dependence forms.

## 6. Selection through an associated variable

Yeo and David (1984) consider the problem of choosing the best $k$ objects out of $n$ when, instead of measurements $Y_{i}$ of primary interest, only associated measurements $X_{i}(i=1, \ldots, n)$ are available or feasible. For example, $Y_{i}$ could represent future performance of an individual, with current score $X_{i}$, or $Y_{i}$ might be an expensive measurement on the $i^{\text {th }}$ object, perhaps destructive, and $X_{i}$ an inexpensive measurement. It is assumed that the $n$ pairs $\left(X_{i}, Y_{i}\right)$ are a random sample from a continuous population. The actual values of the $X_{i}$ are not required, only their ranks. A general expression is developed for the probability $\pi$ that the $s$ objects with the largest $X$-values include the $k$ objects ( $k \leq s$ ) with the largest $Y$-values. When $X$ and $Y$ are bivariate normal with correlation coefficient $\rho$, a table of $\pi={ }_{n} \pi_{s: k}(\rho)$, for selected values of the parameters, gives the smallest $s$ for which $\pi \geq P^{*}$ is preassigned.

Example 6.1. From 10 objects it is desired to select a subset of size $s$ that will contain the $k$ best objects ( $k=1,2,3$ ) with probability at least 0.9 . We give a table of $s$ for $\rho=0.7,0.8,0.9$.

| $\rho$ | $k$ | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| 0.7 |  | 5 | 7 | na |
| 0.8 |  | 4 | 6 | 7 |
| 0.9 | 3 | 5 | 6 |  |

Thus if we want to be at least $90 \%$ certain that the object with the highest $Y$-value is in the chosen subset for $\rho=0.8$, we need to select the four objects with the highest $X$-value. The full table gives the actual inclusion probability ${ }_{10} \pi_{4: 1}(0.8)$ as 0.9183 and also shows that the object with the highest $X$-value has probability 0.5176 of having the highest $Y$-value. Another table tells us that for the object with the highest $X$-value to have probability $\geq 0.90$ of having the highest $Y$-value, would require $\rho \geq 0.993$ ! For a $50: 50$ chance $\rho=0.783$.

With the help of a computer program it is also possible to base the selection of the best object on the actual values of the $X_{i}$ rather than on their ranks (Yeo and David, 1984).

Suppose now that the cost of each $Y$-measurement is $c$. Originally unaware of the preceding approach, Feinberg and Huber (1996) have pursued the same aim of using the ordering of the $X_{i}$ to reduce the number, $n_{c}$, of objects for which $Y_{i}$ needs to be measured. They choose $n_{c}$ to maximize the difference in expected "utility" and expected cost:

$$
\begin{equation*}
\mathrm{E}\left[\max \left(Y_{\left[n-n_{c}+1: n\right]}, \ldots, Y_{[n: n]}\right)\right]-c n_{c} \tag{6.1}
\end{equation*}
$$

Both the finite-sample and asymptotic theory of

$$
V_{k, n}=\max \left(Y_{[n-k+1: n]}, \ldots, Y_{[n: n]}\right) \quad k=1, \ldots, n
$$

is treated by Nagaraja and David (1994). Note that $V_{k, n}$ is nondecreasing in $k$ and that $V_{n, n}=Y_{n: n}$. Thus the closeness of $V_{k, n}$ to its maximum, a measure of the effectiveness of the auxiliary variable $X$, may be gauged by $\mathrm{E}\left(V_{k, n}\right) / \mathrm{E}\left(Y_{n: n}\right)$. A compact expression for the cdf $F_{k, n}(y)$ of $V_{k, n}$ is

$$
\begin{equation*}
F_{k, n}(y)=\int_{-\infty}^{\infty}\left[F_{2}^{\star}(y \mid x)\right]^{k} f_{X_{n-k: n}}(x) \mathrm{d} x, \tag{6.2}
\end{equation*}
$$

where

$$
F_{2}^{\star}(y \mid x)=\mathrm{P}(Y \leq y \mid X>x) .
$$

Choice of $n_{c}$ according to (6.1) is difficult to perform analytically, but has been accomplished by Feinberg and Huber (1996) in the bivariate normal case through extensive simulation. These authors report close agreement between the simulated means of $V_{k, n}$ and values of $\mathrm{E}\left(V_{k, n}\right)$ obtained by numerical integration based on (6.2).

Using the expression in (6.2), Nagaraja and David (1994) have derived the limit distribution of $V_{k, n}$ in the extreme and the quantile cases. When $k$ is held fixed, if the assumptions made in Theorem 3.1 hold (except that $F_{Y}$ in Eq. (3.3) is replaced by $F_{2}^{\star}$ ), as $n$ increases,

$$
F_{k, n}\left(A_{n}+B_{n} y\right) \rightarrow \int_{-\infty}^{\infty}\{H(y \mid x)\}^{k} \mathrm{~d} G_{(k+1)}(x)
$$

As to be anticipated from (6.2), in the quantile case, where $k=[n p], 0<p<1$, under mild conditions, the limit distribution of $V_{k: n}$ coincides with the limit distribution of the sample maximum from the $\operatorname{cdf} F_{2}^{\star}\left(y \mid F_{X}^{-1}(1-p)\right)$. If this cdf is tail equivalent to $F_{y}$ (in the right tail), the norming constants associated with $V_{k, n}$ are closely related to those associated with $Y_{k: k}$. See Nagaraja and David (1994) who also discuss the simple linear regression model (2.1) in detail. Let us now present the limit distribution of $V_{k, n}$ in the important case of the bivariate normal population.

Example 6.2. Let $(X, Y)$ be bivariate normal with zero means, unit variances and correlation coefficients $\rho(|\rho|<1)$. When $k$ is held fixed,

$$
\begin{equation*}
V_{k, n}-\rho \sqrt{ } 2 \log n \xrightarrow{\mathrm{~d}} \sqrt{1-\rho^{2}} Z_{k: k}, \tag{6.3}
\end{equation*}
$$

where $Z_{k: k}$ is the maximum in a random sample of size $k$ from the standard normal population. While the role of $\rho$ is explicit in (6.3), it works behind the scenes in the quantile case. To be precise, if $\rho>0$,

$$
\begin{equation*}
P\left(V_{k, n} \leq a_{n}+b_{n} y\right) \rightarrow G_{3}(y) \tag{6.4}
\end{equation*}
$$

for all real $y$, where the norming constants can be chosen as for the sample maximum from a standard normal population. In other words, we can choose

$$
\begin{equation*}
a_{n}=\sqrt{2 \log n}-\frac{1}{2} \frac{\log (4 \pi \log n)}{\sqrt{2 \log n}} \quad \text { and } \quad b_{n}=1 / \sqrt{2 \log n} \tag{6.5}
\end{equation*}
$$

in (6.4).
When $\rho=0$, while (6.3) holds one has to replace $a_{n}$ and $b_{n}$ by $a_{k}$ and $b_{k}$, respectively, in (6.4).

For $\rho<0$, from Joshi and Nagaraja (1995) it follows that, when $k$ is held fixed, (6.3) holds on replacing $\rho$ by $|\rho|$. But in the quantile case, the norming constants are substantially different. With $k=[n p], 0<p<1$,

$$
P\left\{\frac{V_{k, n}-c_{n}}{\theta b_{n}} \leq v\right\} \rightarrow \mathrm{e}^{-p \exp (-v)}
$$

where $\theta=\sqrt{1-\rho^{2}}, b_{n}$ is given by (6.5), and

$$
\begin{aligned}
c_{n}= & \rho \Phi^{-1}(p)+\theta\left\{\sqrt{2 \log n}-\frac{\log (4 \pi \log n)}{\sqrt{2 \log n}}\right\} \\
& -\theta \frac{\left(\left(\Phi^{-1}(p)\right)^{2} / 2\right)+\log (p|\rho| / \theta)}{\sqrt{2 \log n}}
\end{aligned}
$$

Thus, in the quantile case, the norming constants do not depend on $\rho$ explicitly as long as $\rho>0$.

Joshi and Nagaraja (1995) explore the joint distribution of $V_{k, n}$ and $V_{k, n}^{\star}$, where $V_{k, n}^{\star}=\max \left(Y_{[1: n]}, \ldots, Y_{[n-k: n]}\right)$. This can be used to study the joint distribution of $V_{k, n}$ and $Y_{n: n}$ since $Y_{n: n}=\max \left(V_{k: n}, V_{k, n}^{\star}\right)$. It can be used to choose $k$ such that $V_{k, n} / Y_{n: n}$ is close to 1 .

## 7. Functions of concomitants

The maximum of selected concomitants considered above in section 6 is one of several functions of $Y_{[i: n]}$ studied in the literature. The earliest one was the partial sum $S_{n}(t)=\sum_{i=1}^{[n t]} Y_{[i: n]}$, for $0 \leq t \leq 1$, discussed extensively by Bhattacharya (1974, 1976). He used its asymptotic properties to carry out inference on the regression function $m(x)=E(Y \mid x)$ and the integrated regression function. Motivated by genetic selection problems, Nagaraja (1982) introduced and studied the properties of the induced selection differential, a linear function of the upper partial sum. Yang (1981a, b) and Sandström (1987) studied the asymptotic properties of smooth linear functions of the $Y_{[i: n]}$. Stute (1993) and Veraverbeke (1992) have established the asymptotic normality of $U$-statistic-type functions of concomitants. Guilbaud (1985), Do and Hall (1992), and Goel and Hall (1994) discuss the asymptotic theory for some special functions of concomitants. In this section we briefly discuss the distribution theory (mostly asymptotic) and
elaborate on some interesting applications to selection problems, inference on $m(x)$, bootstrapping, and the assessment of the quality of file-matching procedures.

### 7.1. Partial sum process and some generalizations

Bhattacharya $(1974,1976)$ has investigated the weak convergence of the process $\left\{S_{n}(t), 0 \leq t \leq 1\right\}$ and the closely related process

$$
S_{n}^{\star}(t)=\sum_{\left\{i \mid X_{i n} \leq F_{\alpha}^{-1}(t)\right\}} Y_{[i: n]}
$$

The idea behind his approach is a decomposition that uses conditional expectations. For example, for the $S_{n}(t)$ process we may write

$$
\begin{aligned}
S_{n}(t) & =\sum_{i=1}^{[n t]}\left(Y_{[i: n]}-m\left(X_{i: n}\right)\right)+\sum_{i=1}^{[n t]} m\left(X_{i: n}\right) \\
& =S_{1 n}(t)+S_{2 n}(t), \quad \text { say }
\end{aligned}
$$

On appropriate normalization, $S_{1 n}(t)$ converges to a functional of a Brownian motion process and the asymptotic behavior of $S_{2 n}(t)$ is associated with an independent Brownian bridge process. From this, the asymptotic properties of $S_{n}(t)$ (and of $S_{n}^{\star}(t)$ ) follow. For instance, under some regularity conditions, for a fixed $t$ in (0.1),

$$
\begin{equation*}
\left(S_{n}(t)-S(t)\right) / \sqrt{ } n \xrightarrow{\mathrm{~d}} N\left(0, \psi(t)+\operatorname{var}\left\{\int_{0}^{t} B(s) \mathrm{d} h(s)\right\}\right) \tag{7.1}
\end{equation*}
$$

where $h(t)=m\left(F_{X}^{-1}(t)\right), \quad S(t)=\int_{0}^{t} h(s) \mathrm{d} s, \psi(t)=\int_{0}^{t} \operatorname{var}\left(Y \mid X=F_{X}^{-1}(s)\right) \mathrm{d} s$, and $B(\cdot)$ is a Brownian bridge. The limiting result in (7.1) and other structural properties of the limiting processes are used to suggest tests on $m(x)$ and a confidence interval for $S(t)$. For further details see the excellent discussion in Bhattacharya (1984, sec. 9) which also elaborates on the work of Sen (1976) establishing some invariance principles for concomitants. Egorov and Nevzorov (1981: Russian version date; 1984: English version date) consider the multidimensional concomitant model (see section 2.3) and show that the vector of partial sum processes of the concomitants converges to a multivariate normal distribution. The rate of this convergence is shown to be of order $1 / \sqrt{n}$.

Let us now consider a genetic selection problem where $X$ and $Y$ represent the measurement of a certain characteristic associated with the parent and offspring populations, respectively. Suppose $k$ parents, ranked highest on $X$, are selected and the average $\bar{Y}_{[k: n]}^{\prime}$ (introduced in (4.2)) of the $Y$-values associated with the offspring of the selected parents is recorded. A measure of improvement in the offspring group due to the selection is the induced selection differential $D_{[k: n]}=\left(\bar{Y}_{[k: n]}^{\prime}-\mu_{Y}\right) / \sigma_{Y}$, also known as the response to selection in the genetics
literature. Nagaraja (1982) has investigated the finite-sample and asymptotic properties of $D_{[k: n]}$. In the extreme case, its limit distribution can be obtained from the limiting joint cdf given in (3.7). In the quantile case, (7.1) can be used to establish the asymptotic normality of $D_{[k: n]}$. Nagaraja has also established the asymptotic bivariate normality of appropriately normalized $D_{[k: n]}$ and $D_{k: n}=\left(\bar{X}_{k: n}^{\prime}-\mu_{X}\right) / \sigma_{X}$. While the data here can be viewed as a Type II censored bivariate sample, Guilbaud's (1985) work discussed in section 4 refers to a certain kind of Type I censored sample.

For the linear regression model (2.1), asymptotic properties of $D_{[k: n]}$ have been thoroughly investigated. Let $\mu_{X}(p)$ and $\sigma_{X}^{2}(p)$ be the conditional mean and variance of the distribution of $X$ given $X>F_{X}^{-1}(q)$, where $k=[n p], 0<p<1$, and $q=1-p$. For simplicity, let us take $\mu_{X}=0$ and $\sigma_{X}=1$. Then as $n \rightarrow \infty$,

$$
\sqrt{k}\left(D_{[k: n]}-\rho \mu_{X}(p)\right) \xrightarrow{\mathrm{d}} N\left(0, \frac{\sigma_{\epsilon}^{2}}{\sigma_{Y}^{2}}+\rho^{2}\left(\sigma_{X}^{2}(p)+q\left\{\mu_{X}(p)-F_{X}^{-1}(q)\right\}^{2}\right)\right) .
$$

### 7.2. Smooth functions of $X_{i: n}$ and $Y_{[i: n]}$

Yang (1981a) has considered general linear functions of the form

$$
\begin{equation*}
L_{1 n}=\frac{1}{n} \sum_{i=1}^{n} J\left(\frac{i}{n}\right) Y_{[i: n]} \quad \text { and } \quad L_{2 n}=\frac{1}{n} \sum_{i=1}^{n} J\left(\frac{i}{n}\right) \eta\left(X_{i: n}, Y_{[: n]}\right) \tag{7.2}
\end{equation*}
$$

where $J$ is a bounded smooth function which may depend on $n$, and $\eta$ is a realvalued function. Using the idea of Hajek's projection lemma, he has established the asymptotic normality of these statistics. These results are used to construct consistent estimators of quantities associated with the conditional distribution of $Y$ given $X=x$. For example, suppose our interest is in the regression function $m(x)$. Yang presents an estimator of the form of $L_{1 n}$ where the weight function $J$ depends on $x$ and on an auxiliary density function $f_{0}$. He shows that the estimator

$$
L_{3 n}(x)=\sum_{i=1}^{n} \frac{1}{\delta(n)} f_{0}\left(\frac{t-F_{n}(x)}{\delta(n)}\right)
$$

is a mean square consistent estimator of $m(x)$, where $F_{n}(x)$ is the empirical cdf of the $X$ sample, and $\delta(n) \rightarrow 0$ as $n \rightarrow \infty$. Johnston (1982) has derived the asymptotic distribution of the maximal deviation sup $\left|L_{3 n}(x)-m(x)\right|$ and has obtained a large- sample uniform confidence interval for the regression function.

Yang (1981b) considers the limiting properties of functions of the form $L_{4 n}=\sum_{i=1}^{n} J\left(t_{n i}\right) Y_{[i: n]}$ with $t_{n i}$ being close to $i / n$. Such statistics are used to test univariate and bivariate normality and to test independence of the $X$ and $Y$ samples. Mehra and Upadrasta (1992) establish the asymptotic normality of a class of linear functions of concomitants with random weights. They take the weight associated with $Y_{[i: n]}$ to be $J\left(i / n, R_{i, n}\right)$, where $R_{i, n}$ is the rank of $Y_{[i: n]}$ (see (5.1)) and $J$ is a smooth bivariate bounded score function.

The statistic $L_{2 n}$ in (7.2) may also be written as

$$
T\left(F_{n}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} J\left(F_{n}(x)\right) H(x, y) \mathrm{d} F_{n}(x, y)
$$

Sandström (1987) has proved the asymptotic normality of $\sqrt{n}\left(T\left(F_{n}\right)-T(F)\right)$ using a stochastic differential while Yang's (1981a) result had used $E\left(T\left(F_{n}\right)\right)$ in place of $T(F)$ as the location-shift parameter. See also Chanda and Ruymgaart (1992). Sandström also establishes, under certain assumptions, the asymptotic normality of $\sqrt{n}\left(T\left(F_{n}\right)-T\left(F_{N}\right)\right)$, where $F_{N}$ is the cdf of a finite population of size $N$.

### 7.3. Other functions

Stute (1993, preprint 1989) has generalized Bhattacharya's limit result on $S_{n}(t)$ to $U$-statistic type functions of degree 2 . More precisely, for a symmetric function $\eta(x, y)$, consider the process $\left\{S_{3 n}(t), 0 \leq t \leq 1\right\}$ with

$$
S_{3 n}(t)=\binom{n}{2}^{-1} \sum_{i<j \leq[n t]} \eta\left(Y_{[i: n]}, Y_{[j: n]}\right)
$$

Using Hájek's projection lemma - a classical tool in the asymptotic theory of $U$-statistics - Stute proves weak convergence results for the process $S_{3 n}(t)$. Such functions arise in the inference for quantities related to the conditional distribution of $Y$ given $X \leq x$. For instance, with $\eta\left(y_{1}, y_{2}\right)=\left(y_{1}-y_{2}\right)^{2} / 2, S_{3 n}(t) / t^{2}$ provides a consistent asymptotically normal estimator of $\operatorname{var}\left(Y \mid X \leq F_{X}^{-1}(t)\right)$. Veraverbeke (1992) expands the study to $U$-functions of higher orders by considering trimmed versions of $U$-functions of the form

$$
S_{4 n}(s, t)=\frac{1}{\binom{n}{m}} \sum \eta\left(Y_{\left[i_{1}: n\right]}, \ldots, Y_{\left[i_{m}: n\right]}\right)
$$

where the summation is over $[n s]<i_{1}<\cdots<i_{m}<n-[n t]$ with $0 \leq s<t \leq 1$.
To estimate the percentiles of the bootstrap distribution of a statistic of interest, Efron (1990) suggested a method that represents the statistic as the sum of two random variables one of which has a known distribution. Do and Hall (1992) relate it to concomitants of order statistics. To elaborate, let $Y=X+\epsilon$, where $F_{X}$ is completely known and $F_{Y}(y)$ is to be estimated. We observe $\left(X_{i: n}, \epsilon_{[i: n]}\right)$, $l \leq i \leq n$, where $\epsilon_{[i: n]}=Y_{[i: n]}-X_{i: n}$. Do and Hall compare the asymptotic properties of the empirical cdf $F_{n, Y}(y)$ with the concomitant based estimator

$$
F_{n, Y}^{\star}(y)=\frac{1}{n} \sum_{i=1}^{n} I\left(F_{X}^{-1}\left(\frac{i}{n}\right)+\epsilon_{[:: n]} \leq y\right)
$$

where $I(\cdot)$ represents the indicator function. If the $\epsilon$ 's are sufficiently small, they show that $F_{n, y}^{\star}$ outperforms the classical estimator $F_{n, Y}$.

Concomitants appear naturally in the study of file-matching techniques. Suppose the linkage between the $X$-values and $Y$-values is unavailable and the goal is to match the $X$ value with its concomitant $Y$. If $X$ and $Y$ are positively correlated, one might use $Y_{i: n}$ as the predictor of $Y_{[i: n]}$. The total cost of mismatches can be expressed as the sum $S_{5 n}=\sum_{i=1}^{n} \eta\left(Y_{i: n}-Y_{[: i n]}\right)$ where $\eta$ represents a penalty function. Assuming $\eta$ is smooth, Goel and Hall (1994) establish the strong convergence of $S_{5_{n}}$ and show that it is asymptotically normal. Their approach uses the interesting fact (Section 2.4) that $F_{Y \mid X}(Y \mid X)$ is standard uniform and is independent of $X$.
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# A Record of Records 

Valery B. Nevzorov and N. Balakrishnan

## 1. Introduction

In his pioneering paper, Chandler (1952) defined records and laid the groundwork for a mathematical study of records. Since then, around 350 papers have been published on records. Elaborate review articles by Glick (1978), Nevzorov (1987a) and Nagaraja (1988a) have highlighted many of these advances. The books by Galambos (1978, 1987), Arnold and Balakrishnan (1989), and Arnold, Balakrishnan, and Nagaraja (1992) also contain some limited discussions on the theory of records in the framework of order statistics. Books by Ahsanullah (1995) and Arnold, Balakrishnan and Nagaraja (1998) provide an elaborate treatment to records. Though only ten years have passed since the publication of the review articles by Nevzorov (1987a) and Nagaraja (1988a), numerous results have been obtained on different issues concerning records during this period. This increased activity in the area of records is clearly evident from the fact that our list of all articles dealing with records has around 230 in number (of which more than 210 are listed in this article) while Nevzorov's (1987a) review article lists 166 references and Nagaraja's (1988a) article contains 75 references. It naturally prompted us to prepare this updated review of the theory and applications of records; furthermore, the above mentioned review articles by Nevzorov (1987a) and Nagaraja (1988a) also allow us to concentrate more on the developments during the last decade and peripherally on the earlier work. The first part of our review is devoted to the classical records (based on sequences of independent and identically distributed variables), while the second part deals with non-classical record models and schemes and some new generalizations of records.

## 2. Classical records

The work records is bound to bring a smile or two in any one as one constantly hears of new records being created in natural events such as rainfall, temperature, flood-level, snowfall, etc. or in different sports events. It may even bring a picture of Wayne Gretzky or Sergey Bubka in his/her mind should that individual be an avid sports fan (like both of us). Interestingly enough, a similar reaction may be
observed even among the statistical community as Records has not become a mainstream area of Statistics and some may even question the usefulness of the study of records. While it is true that modelling the occurrence of records in sports events by means of a simple stochastic model may often be very difficult (if not impossible), the theory of records nonetheless provides a basis for some very interesting, intriguing and neat theoretical results.

In many respects, the theory of records is very closely connected with that of order statistics and in particular with extreme order statistics. The phenomenal progress in the theory of order statistics is one more reason for the increased activity in the study of records. We shall consider the period 1952-1979 first during which time the classical theory of records was initiated as well as consolidated considerably. Of the various works that appeared in this period, we want to mention specifically the following:

- Chandler (1952) - presented the basic definitions and the first theoretical results on records
- Foster and Stuart (1954), Foster and Teichroew (1955), and Stuart (1954, 1956) - discussed the use of records in statistical procedures
- Rényi (1962) - presented many remarkable results including representations of distributions of record times in terms of distributions of independent random variables
- Tata (1969) - gave representations similar to those of Rényi for record values. It needs to mentioned here that the representations presented by Renyi and Tata enabled the application of the well-developed theory of sums of independent random variables to the study of records
- Neuts (1967) and Holmes and Strawderman (1969) - discussed inter-record times
- Dwass (1964, 1966), Lamperti (1964) and Tiago de Oliveira (1968) - investigated extremal processes which are very closely related to records
- Shorrock (1972a,b, 1973, 1974, 1975) - made elaborate discussions on extremal processes, record values and record times, and also included a nice representation of record values from discrete distributions as a sum of independent terms
- Resnick (1973a,b,c, 1974, 1975) and Resnick and Rubinovitch (1973) discussed relationships between maxima, record values and extremal processes, and also presented the set of all possible asymptotic distributions for record values and the associated normalizing constants
- Vervaat (1973) - presented limit theorems for records from discrete populations and also discussed weak records
- Williams (1973) - gave another interesting representation for record times
- Dziubdziela and Kopocinsky (1976) and Dziubdziela (1977) - introduced the generalizations of record values and record times through $k^{\text {th }}$ record values and $k^{\text {th }}$ record times
- Ahsanullah (1978, 1979), Nagaraja (1977) and Srivastava (1978, 1979) presented some characterizations of distributions, like exponential and geometric, using different properties of record values
- Biondini and Siddiqui (1975) and Guthrie and Holmes (1975) - investigated records arising from sequences of dependent random variables.

Of the 70 or so papers that appeared in the period 1952-1977, we have mentioned here only about half of them. Most of these papers deal with the classical records model and these developments have been ably reviewed by Glick (1979), Nevzorov (1987a) and Nagaraja (1988a). We will, therefore, focus our attention more on the "nonclassical" records models than the "classical" records model.

## 3. Definitions

Let $X_{1}, X_{2}, \ldots$ be a sequence of random variables, $X_{1: n} \leq \cdots \leq X_{n: n}(n=1,2, \ldots)$ be the corresponding order statistics, $M(n)=X_{n: n}=\max \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$, and $m(n)=X_{1: n}=\min \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$. For any $k=1,2, \ldots$, we define $k^{\text {th }}$ record times $L(n, k)$ and $k^{\text {th }}$ record values $X(n, k)$ as follows:

$$
\begin{equation*}
L(0, k)=0, L(1, k)=k, L(n+1, k)=\min \left\{j>L(n, k): X_{j}>X_{j-k . j-1}\right\} \tag{3.1}
\end{equation*}
$$

and

$$
\begin{equation*}
X(n, k)=X_{L(n, k)-k+1: L(n, k)} \tag{3.2}
\end{equation*}
$$

The more simple notation $L(n)=L(n, 1)$ and $X(n)=X(n, 1)$ will be used for the most important case $k=1$. In this case, we can also define the upper record times $L(n)$ and the upper record values $X(n)$ in the following way:

$$
\begin{equation*}
L(0)=0, L(1)=1, L(n+1)=\min \left\{j: X_{j}>M(L(n))\right\} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
X(n)=M(L(n)), \quad n=1,2, \ldots \tag{3.4}
\end{equation*}
$$

If we replace $>$ and $M(L(n))$ by $<$ and $m(L(n))$ in (3.3) and (3.4), we get the definitions of the lower record times and the lower record values. In an analogous way, we can define the $k^{\text {th }}$ lower record times and the $k^{\text {th }}$ lower record values. We will consider only the upper records because the theories of lower and upper records practically coincide in all their details. In fact, we can obtain the lower records from the upper records by changing the sequence $X_{1}, X_{2}, \ldots$ to $-X_{1},-X_{2}, \ldots$, or (in the case then $X$ 's are positive) to the new sequence $1 / X_{1}, 1 / X_{2}, \ldots$. Note that for discrete distributions we can introduce the so-called weak records. For it, we have to use the sign $\geq$ in (3.3) instead of $>$. In this case, any repetition of a record value is also a record.

We will use $N(n, k)(N(n)=N(n, 1))$ and $\Delta(n, k)=L(n, k)-L(n-1, k)$ $(\Delta(n)=L(n, 1)-L(n-1,1)), n=1,2, \ldots$, to denote the numbers of $k^{\text {th }}$ records in a sequence $X_{1}, X_{2}, \ldots$ and $k^{\text {th }}$ inter-record times correspondingly.

Finally, let $\Phi(x)$ denote the cumulative distribution function of the standard normal distribution and $E(a, \sigma)$ denote the exponential distribution with the density function

$$
f(x)=(1 / \sigma) \exp \{-(x-a) / \sigma\}, \quad x>a
$$

where $a$ is the location (or threshold) parameter and $\sigma$ is the scale parameter.

## 4. Representations of record times and record values using sums of independent terms

In many respects, the intensive development of the theory of records was due to results of Dwass, Renyi, Tata and Shorrock, which have allowed to the excess record statistics in terms of sums of independent random variables. The first result in this series was established independently by Dwass in 1960 and Rényi (1962).

Theorem 4.1. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent random variables with a common continuous distribution function, and let indicators $\xi_{1}, \xi_{2}, \ldots$ be defined as follows: $\xi_{n}=1$ if $X_{n}$ is a record value and $\xi_{n}=0$ otherwise. Then, the random variables $\xi_{1}, \xi_{2}, \ldots$ are independent and $\mathrm{P}\left\{\xi_{n}=1\right\}=$ $1-\mathrm{P}\left\{\xi_{n}=0\right\}=1 / n, n=1,2, \ldots$.

Note that $\xi_{n}=\mathbf{1}_{\left\{X_{n}>M(n-1)\right\}}, n=2,3, \ldots$, and $\mathrm{P}\left\{\xi_{1}=1\right\}=1$.
Theorem 4.1 is a corollary of the following result for sequential ranks $R_{n}$.
Lemma 4.1. [Rényi (1962), Barndorff-Nielsen (1963)] Let $X_{1}, X_{2}, \ldots$ be a sequence of independent random variables with a common continuous distribution function and $R_{n}, n=1,2, \ldots$, be a rank of $X_{n}$ in a sequence $X_{1}, X_{2}, \ldots, X_{n}$, that is $R_{n}=\sum_{k=1}^{n} \mathbf{1}_{\left\{X_{n} \geq X_{k}\right\}}$. Then, the random variables $R_{1}, R_{2}, \ldots$ are independent and $\mathrm{P}\left\{R_{n}=r\right\}=1 / n, 1 \leq r \leq n$.

As a matter of fact, another form of Lemma 4.1 was given by Wilks (1959).
Theorem 4.1 presents a very important representation for the random variables $N(n)$ and $L(n)$.

Representation 4.1. If $X_{1}, X_{2}, \ldots$ are independent random variables with a continuous distribution function, then

$$
N(n)=\xi_{1}+\xi_{2}+\cdots+\xi_{n}, \quad n=1,2, \ldots,
$$

and

$$
\mathrm{P}\{L(m) \geq n\}=\mathrm{P}\{N(n) \leq m\}=\mathrm{P}\left\{\xi_{1}+\xi_{2}+\cdots+\xi_{n} \leq m\right\}
$$

Corollary 4.1. If $X_{1}, X_{2}, \ldots$ are independent and have a common continuous distribution function $F$, then the distributions of $N(n)$ and $L(n)$ do not depend on $F$.

Lemma 4.1 helps us to obtain more general results than Theorem 4.1 [see, for example, Nevzorov's (1986a) paper on $k_{n}$-records]. The following results are valid for the $k^{\text {th }}$ records.

Theorem 4.2. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent random variables with a common continuous distribution function, and let indicators $\xi_{n}^{(k)}, n \geq k$, be defined as follows: $\xi_{n}^{(k)}=1$ if $X_{n}$ is a $k^{\text {th }}$ record value and $\xi_{n}^{(k)}=0$ otherwise. Then, for any fixed $k=1,2, \ldots$, the random variables $\xi_{k}^{(k)}, \xi_{k+1}^{(k)}, \ldots$ are independent and $\mathrm{P}\left\{\xi_{n}^{(k)}=1\right\}=k / n, n \geq k$.

Representation 4.2. Under the conditions of Theorem 4.2, the following equalities hold for any $k=1,2, \ldots$ :

$$
N(n, k)=\xi_{k}^{(k)}+\xi_{k+1}^{(k)}+\cdots+\xi_{n}^{(k)}, \quad n=k, k+1, \ldots
$$

and

$$
\mathbf{P}\{L(m, k) \geq n\}=\mathrm{P}\{N(n, k) \leq m\}=\mathrm{P}\left\{\xi_{k}^{(k)}+\xi_{k+1}^{(k)}+\cdots+\xi_{n}^{(k)} \leq m\right\}
$$

A number of such representations were obtained for record values $X(n)$ and the $k^{\text {th }}$ record values $X(n, k)$.

Theorem 4.3. [Tata (1969)] Let $X_{1}, X_{2}, \ldots$ be a sequence of independent $E(0,1)$ random variables. Then, the record spacings $X(1), X(2)-X(1), \ldots, X(n)$ $-X(n-1), \ldots$ are independently distributed as $E(0,1)$.

This theorem implies the following interesting representation for the record values from the $E(0,1)$ distribution.

Representation 4.3. For the $E(0,1)$ distribution,

$$
X(n) \stackrel{d}{=} X_{1}+X_{2}+\cdots+X_{n}, \quad n=1,2, \ldots
$$

The results of Dziubdziela and Kopocinsky (1976) and Deheuvels (1984a) give the following generalization of the last representation.

Representation 4.4. When $X_{1}, X_{2}, \ldots$ is a sequence of independent $E(0,1)$ random variables, then for any $k=1,2, \ldots$,

$$
\{k X(n, k)\}_{n=1}^{\infty} \stackrel{d}{=}\left\{X_{1}+X_{2}+\cdots+X_{n}\right\}_{n=1}^{\infty} .
$$

Now taking into account Representation 4.4 and using Smirnov's transformation, one can obtain the following result.

Representation 4.5. Let $X_{1}, X_{2}, \ldots$ be a sequence of independent random variables with a common continuous distribution function $F$. Then, for any $k=1,2, \ldots$ and $n=1,2, \ldots$,

$$
\{X(n, k)\}_{n=1}^{\infty} \stackrel{d}{=}\left\{H\left(\left(\omega_{1}+\omega_{2}+\cdots+\omega_{n}\right)\right) / k\right\}_{n=1}^{\infty}
$$

where $H(x)=G\left(1-\mathrm{e}^{-x}\right)$ with $G$ being the inverse function of $F$, and the random variables $\omega_{1}, \omega_{2}, \ldots$ are independently distributed as $E(0,1)$.

A very important and interesting property of records from discrete sequences was established by Shorrock (1972a). Without loss of generality, let us consider non-negative integer values for $X$ 's and suppose that $\mathrm{P}\{X=n\}>0$ for any $n=0,1,2, \ldots$.

Theorem 4.4. Let $X, X_{1}, X_{2}, \ldots$ be a sequence of independent random variables taking values $0,1,2, \ldots$, and let indicators $\eta_{0}, \eta_{1}, \ldots$ be defined as follows: $\eta_{n}=1$ if $n$ is a record value in the sequence $X_{1}, X_{2}, \ldots$; that is, $X(m)=n$ for some $m$, and $\eta_{n}=0$ otherwise. Then, the random variables $\eta_{0}, \eta_{1}, \ldots$ are independent and $\mathrm{P}\left\{\eta_{n}=1\right\}=1-\mathrm{P}\left\{\eta_{n}=0\right\}=\mathrm{P}\{X=n\} / \mathrm{P}\{X \geq n\}, n=0,1,2, \ldots$.

This theorem allows us to obtain distributions of record values $X(n)$ in the discrete case using the following representation.

Representation 4.6. Under the conditions of Theorem 4.4,

$$
\mathrm{P}\{X(n)>m\}=\mathrm{P}\left\{\eta_{0}+\eta_{1}+\cdots+\eta_{m}<n\right\}, \quad n \geq 1, \quad m \geq 0
$$

Nevzorov (1986a, 1987b) generalized Theorem 4.4 for the case of the $k^{\text {th }}$ records using the indicators $\eta_{n}^{(k)}$ defined as follows: $\eta_{n}^{(k)}=1$ if $n$ is a $k^{\text {th }}$ record value in the sequence $X_{1}, X_{2}, \ldots$, and $\eta_{n}^{(k)}=0$ otherwise.

Theorem 4.5. Under the conditions of Theorem 4.4, for any $k=1,2, \ldots$, the indicators $\eta_{0}^{(k)}, \eta_{1}^{(k)}, \ldots$ are independent and

$$
\mathrm{P}\left\{\eta_{n}^{(k)}=1\right\}=\left(\frac{\mathbf{P}\{X=n\}}{P\{X \geq n\}}\right)^{k}, \quad n=0,1,2, \ldots
$$

Representation 4.7. Under the conditions of Theorem 4.4, for any $k=1,2, \ldots$,

$$
\mathrm{P}\{X(n, k)>m\}=\mathrm{P}\left\{\eta_{0}^{(k)}+\cdots+\eta_{m}^{(k)}<n\right\}, \quad m \geq 0, \quad n \geq 1
$$

## 5. Distributions and probability structure of record times

The main results on distributions of record times were given in the early papers of Chandler (1952) and Foster and Stuart (1954). All their results were rediscovered later by Rényi (1962) with the help of Representation 4.1. He also obtained a lot of new formulae for records. We list below some of the most important results
connected with distributions of record times in the case when a parent distribution function $F$ is continuous.

Recall first of all (see Corollary 4.1) that distributions of random variables $N(n)$ and $L(n)$ in this situation do not depend on the population distribution $F$.

Theorem 5.1. [Chandler (1952), Rényi (1962)] The joint and marginal distributions of record times are as follows:
(a) if $1<\ell_{2}<\cdots<\ell_{n}$, then

$$
\mathrm{P}\left\{L(2)=\ell_{2}, \ldots, L(n)=\ell_{n}\right\}=\frac{1}{\ell_{n}\left(\ell_{n}-1\right)\left(\ell_{n-1}-1\right) \cdots\left(\ell_{2}-1\right)}
$$

(b) for any $n \geq 2$ and $\ell \geq n$,

$$
\mathrm{P}\{L(n)=\ell\}=\sum_{1<\ell_{2}<\cdots<\ell_{n-1}<\ell} \frac{1}{\ell_{n}\left(\ell_{n}-1\right) \cdots\left(\ell_{2}-1\right)}
$$

and, in particular, $\mathrm{P}\{L(2)=\ell\}=\frac{1}{\ell(\ell-1)}, \ell \geq 2$.
To connect the distributions of $L(n)$ and $N(n)$, we have to use the equalities

$$
\mathbf{P}\{L(n) \geq m\}=\mathbf{P}\{N(m) \leq n\}
$$

and

$$
\begin{aligned}
\mathbf{P}\{L(n)=m\} & =\mathbf{P}\left\{N(m-1)=n-1, \xi_{m}=1\right\} \\
& =\mathbf{P}\{N(m-1)=n-1\} / m
\end{aligned}
$$

These relationships between $L(n)$ and $N(n)$ were used to prove the second part of the following theorem.

Theorem 5.2. [Rényi (1962), Shorrock (1972a), Westcott (1977a)] Let $S_{n}^{k}$ denote the Stirling number of the first kind, defined by

$$
x(x-1) \cdots(x-n+1)=\sum_{k=0}^{\infty} S_{n}^{k} x^{k}
$$

Then:
(a) $\mathrm{P}\{N(n)=m\}=\frac{\left|S_{n}^{m}\right|}{n!}$ and $\mathrm{P}\{N(n)=m\} \sim \frac{(\log n)^{m-1}}{n(m-1)!}$ as $n \rightarrow \infty$;
(b) $\mathrm{P}\{L(n)=m\}=\frac{\left|S_{m-1}^{n-1}\right|}{m!}$ and $\mathrm{P}\{L(n)=m\} \sim \frac{(\log m)^{n-2}}{m^{2}(n-2)!}$ as $m \rightarrow \infty$.

Renyi has discovered the generating functions of $L(n)$.
Theorem 5.3. [Rényi (1962)] For any $n=1,2, \ldots$, the probability generating function of $L(n)$ is given by

$$
E s^{L(n)}=1+(s-1) \sum_{\ell=0}^{n-1}(-\log (1-s))^{\ell} / \ell!
$$

Note that the above expression of the probability generating function of $L(n)$ can be rewritten as

$$
\frac{1}{(n-1)!} \int_{0}^{-\log (1-s)} x^{n-1} \mathrm{e}^{-x} \mathrm{~d} x
$$

The statements of Theorem 5.1 imply the Markov structure of record times $L(n)$.

Theorem 5.4. The sequence $L(1), L(2), \ldots$ is a Markov chain, where

$$
\mathrm{P}\{L(n)=k \mid L(n-1)=m\}=\frac{m}{k(k-1)}, \text { if } k>m \geq n-1,
$$

and

$$
\mathrm{P}\{L(n)>k \mid L(n-1)=m\}=\frac{m}{k} \text { if } k \geq m .
$$

One can also prove Theorem 5.4 through Representation 4.1. For example, it follows from the independence of indicators $\xi_{1}, \xi_{2}, \ldots$ that

$$
\begin{aligned}
\mathrm{P}\{L(n) & =k \mid L(n-1)=m\} \\
& =\mathrm{P}\left\{\xi_{1}+\xi_{2}+\cdots+\xi_{k-1}=n-1, \xi_{k}=1 \mid \xi_{1}+\xi_{2}+\cdots+\xi_{m-1}\right. \\
& \left.=n-2, \xi_{m}=1\right\} \\
& =\mathrm{P}\left\{\xi_{m+1}+\cdots+\xi_{k-1}=0, \xi_{k}=1\right\} \\
& =\mathrm{P}\left\{\xi_{m+1}=0\right\} \cdots \mathrm{P}\left\{\xi_{k-1}=0\right\} \mathbf{P}\left\{\xi_{k}=1\right\} \\
& =\frac{m}{m+1} \cdots \frac{k-2}{k-1} \frac{1}{k}=\frac{m}{k(k-1)} .
\end{aligned}
$$

The probability structure of the record times $L(n)$ can be also seen from the following result.

Theorem 5.5. [Williams (1973)] Let $\omega_{1}, \omega_{2}, \ldots$ be independent $E(0,1)$ random variables and $[x]$ denote the integer part of $x$. Then, $L(n+1) \stackrel{d}{=}$ $\left[L(n) \exp \left\{\omega_{n}\right\}\right]+1, n=1,2, \ldots$.

Note that the Markov property of the sequence $L(n)$ is seen easily from Theorem 5.5.

One more interesting result which we give below describes the probability structure of the quotients $L(n+1) / L(n)$.

Theorem 5.6. [Galambos and Seneta (1975)] Let integer-valued random variables $T(1), T(2), \ldots$ be defined by the following inequalities:

$$
T(n)-1<\frac{L(n+1)}{L(n)} \leq T(n), \quad n=1,2, \ldots
$$

Then, $T(1), T(2), \ldots$ are independent and identically distributed random variables and

$$
\mathrm{P}\{T(n)=j\}=\frac{1}{j(j-1)}, \quad j=2,3, \ldots, \quad n=1,2, \ldots
$$

The following result can be considered as a corollary of Theorem 5.4 or Theorem 5.6.

Corollary 5.1. [Tata (1969), Galambos $(1978,1987)]$
(a) For any $m=1,2, \ldots$ and $n=1,2, \ldots, \mathrm{P}\left\{\frac{L(n+1)}{L(n)}>m\right\}=\frac{1}{m}$,
(b) For any $x \geq 1, \lim \mathrm{P}\left\{\frac{L(n+1)}{L(n)}>x\right\}=\frac{1}{x}$ as $n \rightarrow \infty$.

All the results given in this section are valid for any continuous parent distribution. Unfortunately, in the discrete case the distributions of record times depend on the distribution of $X$ 's. It is possible in this situation to write the necessary formulae for distributions of random variables $L(n)$, but the corresponding expressions are rather complicated. For example, if $X$ 's take on values $0,1,2, \ldots$, then

$$
\mathbf{P}\{L(2)=m\}=\sum_{n=0}^{\infty} \mathbf{P}\{X=n\}(\mathrm{P}\{X \leq n\})^{m-2} \mathbf{P}\{X>n\}, \quad m=2,3, \ldots
$$

and, in particular,

$$
\mathbf{P}\{L(2)=2\}=\mathbf{P}\left\{X_{2}>X_{1}\right\}=\left(1-\sum_{n=0}^{\infty}(\mathbf{P}\{X=n\})^{2}\right) / 2
$$

It is known that any record time $L(n)$ exists with probability one for continuous distributions. In the discrete case, $X$ 's have to satisfy the following condition, which guarantees the existence of any record time: if $\beta \equiv$ $\sup \{x: F(x)<1\}$, then either $\beta=\infty$ or $\beta<\infty$ and $\mathrm{P}\{X=\beta\}=0$.

In the discrete case, there are many more interesting results for record values (we will discuss them below) than for record times. One can find some information about random variables $L(n)$ for discrete sequences in Vervaat (1973).

## 6. Moments of records times and numbers of records

Representation 4.1 allows us to calculate the moments of the random variable $N(n)$. It is not difficult to see that

$$
\mathrm{E} N(n)=A(n)=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}
$$

and

$$
\operatorname{Var}(N(n))=B(n)=A(n)-\sum_{k=1}^{n}\left(\frac{1}{k}\right)^{2}, \quad n=1,2, \ldots
$$

Note also that $\frac{A(n)}{\log n} \rightarrow 1$ and $B(n) \rightarrow 1$ as $n \rightarrow \infty$.
Now consider record times $L(n)$. We know that $\mathrm{P}\{L(2)=k\}=\frac{1}{k(k-1)}, k>1$. It means that $\mathrm{E} L(2)=\infty$, and hence $\mathrm{E} L(n)=\infty$ for any $n>1$. This fact, may be, was the main reason why classical records have not been very popular amongst statisticians. Note that $k^{\text {th }}$ record times $L(n, k)$, beginning from $k=2$, have finite expectations. Meanwhile, some moments (factorial moments of the negative order and logarithmic moments) of record times $L(n)$ have been derived which have a rather simple form.

In the following section, it will be shown that random variables $\frac{L(n)-n}{\sqrt{(n)}}$ is asymptotically normally distributed. Hence, it is important to have formulae for the logarithmic moments of the random variable $L(n)$. Pfeifer (1984a) used Williams' representation (Theorem 5.5) to prove that

$$
\begin{aligned}
& \mathrm{E} \log L(n)=n-C+O\left(n^{2} / 2^{n}\right) \\
& \operatorname{Var}(L(n))=n-\pi^{2} / 6+O\left(n^{3} / 2^{n}\right) \text { as } \quad n \rightarrow \infty
\end{aligned}
$$

where $C=0.5772 \ldots$ is Euler's constant.
More precise results were obtained by employing the martingale approach to finding the moments of record times [see Nevzorov (1986d, 1987c, 1989) and Nevzorov and Stepanov (1988).] It was shown, in particular, that

$$
\mathrm{E} \log L(n)=n-C-2^{-(n+1)}-\frac{5}{24} 3^{-n}-\frac{1}{8} 4^{-n}-A 5^{-n}
$$

where $0<A<49 / 96$, and

$$
\operatorname{Var}(L(n))=n-\pi^{2} / 6+n / 2^{(n+1)}+O\left(2^{-n}\right) \text { as } \quad n \rightarrow \infty .
$$

Let us now consider the factorial moments of random variable $\xi$ of negative order in the following way: $m_{r}(\xi)=\mathrm{E}\{(\xi+1)(\xi+2) \cdots(\xi-r)\}^{-1}, r=-1$, $-2, \ldots$. Among other results, Nevzorov $(1986 d, 1990 b)$ has proved that

$$
m_{r}(L(n))=\frac{1}{(1-r)!(1-r)^{n-1}}, \quad r=-1,-2, \ldots
$$

and in particular, $\mathrm{E}\left(\frac{1}{L(n)+1}\right)=2^{-n}, \mathrm{E}\left(\frac{1}{(L(n)+1)(L(n)+2)}\right)=3^{-n} / 2, n=1,2, \ldots$.
We should also mention the following useful result due to Nevzorov and Stepanov (1988): for any $\alpha>0$,

$$
\begin{aligned}
\mathrm{E}(L(n))^{1-\alpha}= & \frac{1}{\Gamma(\alpha)}\left(\left(\frac{1}{\alpha}\right)^{n}+\frac{\alpha-1}{2}\left(\frac{1}{\alpha+1}\right)^{n}+O\left((\alpha+2)^{-n}\right)\right) \\
& \text { as } n \rightarrow \infty
\end{aligned}
$$

and, in particular,

$$
\begin{aligned}
& \mathrm{E}(L(n))^{1 / 2}=\frac{2^{n}}{\sqrt{\pi}}-\frac{(2 / 3)^{n}}{4 \sqrt{\pi}}+O\left(\frac{2}{5}\right)^{n}, \\
& \mathrm{E}\left(\frac{1}{L(n)}\right)=2^{-n}+\frac{3^{-n}}{2}+O\left(4^{-n}\right), \\
& \mathrm{E}\left(\frac{1}{L^{2}(n)}\right)=3^{-n}+\frac{4^{-n}}{2}+O\left(5^{-n}\right) \text { as } \quad n \rightarrow \infty .
\end{aligned}
$$

## 7. Limit theorems for record times

Representations of record times and numbers of records via sums of independent indicators presented earlier in Section 4 are convenient and simple tools for obtaining different limit theorems for random variables $N(n)$ and $L(n)$. Most of the classical limit theorems for records were obtained by Rényi (1962). It was shown that $\frac{N(n)-\log n}{(\log n)^{1 / 2}}$ asymptotically has the standard normal distribution. The laws of large numbers and the law of the iterated logarithm were also obtained for $N(n)$. These theorems, with the use of the relation of equality $\mathrm{P}\{L(m) \geq n\}=\mathrm{P}\{N(n) \leq$ $m\}$, have been transformed to obtain the corresponding asymptotic results for the record times $L(n)$. In particular, the following results were established by Rényi (1962).

Theorem 7.1. As $n \rightarrow \infty$,

$$
\begin{aligned}
& \mathrm{P}\left\{\frac{\log L(n)}{n} \rightarrow 1\right\}=1 \\
& \mathrm{P}\left\{\frac{\log L(n)-n}{\sqrt{n}}<x\right\} \rightarrow \Phi(x) \\
& \mathrm{P}\left\{\lim \sup \frac{\log L(n)-n}{(2 n \log \log n)^{1 / 2}}=1\right\} \\
& \quad=\mathrm{P}\left\{\liminf \frac{\log L(n)-n}{(2 n \log \log n)^{1 / 2}}=-1\right\}=1
\end{aligned}
$$

Another interesting result is due to Shorrock (1972a) which is as follows.
Theorem 7.2. For any fixed $r>1$, the ratios $\frac{L(n+1)}{L(n)}, \ldots, \frac{L(n+r)}{L(n+r-1)}$ are asymptotically independent as $n \rightarrow \infty$.

A survey on strong limit theorems and various techniques for record times as well as for record values has been made by Pfeifer and Zhang (1989).

## 8. Inter-Record times

Although inter-record times $\Delta(n)=L(n)-L(n-1), n=1,2, \ldots$, are expressed very simply in terms of record times, there are many interesting results for these
random variables and there also exist some special methods to investigate them. Below we give some useful formulae for these inter-record times, $\Delta(n)$.

Distributions of inter-record times for sequences of independent random variables $X_{1}, X_{2}, \ldots$, having a common continuous distribution function $F$, do not depend on $F$. These distributions are determined by the following, as given by Neuts (1967):

$$
\begin{aligned}
\mathrm{P}\{\Delta(n)=r\} & =\int_{0}^{\infty}\left(1-\mathrm{e}^{-x}\right)^{r-1} \frac{x^{n-2} \mathrm{e}^{-2 x}}{(n-2)!} \mathrm{d} x, \quad r=1,2, \ldots \\
\mathrm{P}\{\Delta(n)>r\} & =\int_{0}^{\infty}\left(1-\mathrm{e}^{-x}\right)^{r} \frac{x^{n-2} \mathrm{e}^{-x}}{(n-2)!} \mathrm{d} x=\int_{0}^{1} v^{r} \frac{-(\log (1-v))^{n-2}}{(n-2)!} \mathrm{d} v \\
& =\sum_{m=0}^{r}\binom{r}{m}(-1)^{m}(1+m)^{1-n}, \quad r=0,1, \ldots, n=2,3, \ldots
\end{aligned}
$$

from which it follows immediately that $E \Delta(n)=\infty$ for any $n=2,3, \ldots$
The logarithmic moments of inter-record times were given by Nevzorov and Stepanov (1988). For example, they have shown that

$$
\mathrm{E} \log \Delta(n)=n-1-C+\frac{n-1+\theta_{1}}{2^{n+1}}+\frac{n-1+\theta_{2}}{23^{n}}, \quad n=2,3, \ldots,
$$

where $C$ is Euler's constant, $0 \leq \theta_{1} \leq 2 / 3$ and $0 \leq \theta_{2} \leq 6$.
Some limit theorems for inter-record times were proved by Neuts (1967), Holmes and Strawderman (1969), and Strawderman and Holmes (1970), among others. Some of these results are as follows: as $n \rightarrow \infty$,

$$
\begin{aligned}
& \mathrm{P}\left\{\frac{\log \Delta(n)}{n} \rightarrow 1\right\}=1 \\
& \mathrm{P}\left\{\frac{\log \Delta(n)-n}{\sqrt{n}}<x\right\} \rightarrow \Phi(x) \\
& \mathrm{P}\left\{\lim \sup \frac{\log \Delta(n)-n}{(2 n \log \log n)^{1 / 2}}=1\right\} \\
& \quad=\mathrm{P}\left\{\liminf \frac{\log \Delta(n)-n}{(2 n \log \log n)^{1 / 2}}=-1\right\}=1
\end{aligned}
$$

The joint asymptotic distribution of two successive inter-record times were obtained by Tata (1969) as

$$
\begin{gathered}
\lim \mathrm{P}\{\log \Delta(n)-n>x \sqrt{n}, \log \Delta(n-1)-n<y \sqrt{n}\} \\
=\max \{0, \Phi(y)-\Phi(x)\} \text { as } n \rightarrow \infty
\end{gathered}
$$

Strong limit theorems for the joint distribution of $L(n)$ and $\Delta(n)$ were obtained by Galambos and Seneta (1975) and Pfeifer (1987).

## 9. Distributions and probability structure of record values in sequences of continuous random variables

Tata's result (Representation 4.3) is a tool to obtain the distribution function for record values $X(n)$ if independent random variables $X_{1}, X_{2}, \ldots$ are distributed as $\mathrm{E}(0,1)$. In this case, $X(n)$ can be represented as a sum of $n$ independent terms with the same $\mathrm{E}(0,1)$ distribution, and hence

$$
\mathbf{P}\{X(n)<x\}=\frac{1}{(n-1)!} \int_{0}^{x} v^{n-1} \mathrm{e}^{-v} \mathrm{~d} v, \quad x>0
$$

Note also that in this case the joint distribution density function $f_{n}$ of random variables $X(1), X(2), \ldots, X(n)$ has the following form:

$$
\begin{align*}
f_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right) & =\mathrm{e}^{-x_{n}} \text { if } 0<x_{1}<x_{2}<\cdots<x_{n} \\
& =0 \text { otherwise } . \tag{9.5}
\end{align*}
$$

One can now apply Representation 4.5 (with $k=1$ ) to obtain an analogous formula for record values in the general case, when i.i.d. random variables $X_{1}, X_{2}, \ldots$ have any continuous distribution function $F$. In this situation,

$$
\mathrm{P}\{X(n)<x\}=\frac{1}{(n-1)!} \int_{0}^{-\log (1-F(x))} v^{n-1} \mathrm{e}^{-v} \mathrm{~d} v
$$

It is of interest to compare this expression with the following one:

$$
\mathrm{P}\{X(n)<x\}=\mathrm{E}\left\{(F(x))^{L(n)}\right\}
$$

If $X_{i}$ 's have a common density function $f$, then

$$
\begin{aligned}
f_{n}\left(x_{1}, x_{2}, \ldots, x_{n}\right)= & r\left(x_{1}\right) r\left(x_{2}\right) \cdots r\left(x_{n}\right)\left(1-F\left(x_{n}\right)\right), \\
& \text { for } x_{1}<x_{2}<\cdots<x_{n}
\end{aligned}
$$

where $r(x)=\frac{f(x)}{1-F(x)}$ is the hazard function, and the density function of $X(n)$ has the form

$$
f_{n}(x)=\{-\log (1-F(x))\}^{n-1} f(x) /(n-1)!
$$

Representation 4.5 also implies the Markov structure of record values. Moreover, Shorrock (1972b) proved that the equalities

$$
\begin{align*}
\mathrm{P}\{X(n+1) \geq x \mid X(1), X(2), \ldots, X(n)=v\} & =\mathrm{P}\{X(n+1) \geq x \mid X(n)=v\} \\
& =\frac{\mathrm{P}\{X \geq x\}}{\mathrm{P}\{X>v\}}, x>v, \tag{9.6}
\end{align*}
$$

are valid not only for continuous distribution function $F$. The only restriction to provide this result is the existence with probability one of any record value $X(n)$.

For continuous distributions, the following relationship between order statistics and record values exists. Deheuvels (1984b) and Gupta (1984) showed that for any $n>1$ and $m>1$,

$$
\mathrm{P}\{X(n)>y \mid X(n-1)=x\}=\mathrm{P}\left\{X_{m: m}>y \mid X_{m-1: m}=x\right\} \text { a.s. }
$$

## 10. Limit theorems for record values from continuous distributions

We know that $X(n)=M(L(n))$, where $M(n)=\max \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$. Hence, existence of some relationships between the asymptotic behavior of record values and maximal order statistics can not be surprising to us. It is well-known that there are three types of nondegenerate asymptotic distributions for centered and normalized maxima $M(n)$. The corresponding limit distribution functions may be written as $\exp \{-\exp (-g(x))\}$, where $g(x)$ is one of the following functions [see Galambos (1978, 1985)]:
(i) $g(x)=x,-\infty<x<\infty$;
(ii) $g(x)=\alpha \log x, \alpha>0, x>0$, and $g(x)=-\infty, x<0$;
(iii) $g(x)=\infty, x>0$ and $g(x)=-\alpha \log (-x), x<0, \alpha>0$.

Tata (1969) and Resnick (1973b) posed and solved the problem of describing the set of all possible asymptotic distributions of record values $X(n)$ under suitable normalization. It appears that these limit distribution functions have the form $\Phi(g(x))$, where $g(x)$ is any of the functions given above. Resnick (1973b) also gave a description of the domains of attraction of the corresponding limit laws along with a form of appropriate centering and normalizing constants.

Some other limit theorems (laws of large numbers, law of the iterated logarithm, etc.) for record values and their differences and quotients were obtained by Resnick (1973a,b), de Haan and Resnick (1973), Goldie (1982), and Freudenberg and Szynal (1976).

## 11. Record values from discrete distributions

In this section, without loss of generality, we confine ourselves to i.i.d. random variables $X, X_{1}, X_{2}, \ldots$ taking on values $0,1,2, \ldots$ and such that $\mathrm{P}\{X<n\}<1$ for any integer $n$. The simplest way to investigate record values $X(n)$ in this situation is to apply Theorem 4.4 and Representation 4.6.

The joint distribution of record values is given as follows:

$$
\begin{aligned}
\mathrm{P}\{X(1) & \left.=j_{1}, X(2)=j_{2}, \ldots, X(n)=j_{n}\right\} \\
& =\mathrm{P}\left\{X=j_{n}\right\} \prod_{r=1}^{n-1}\left(\frac{\mathbf{P}\left\{X=j_{r}\right\}}{\mathrm{P}\left\{X>j_{r}\right\}}\right), \quad 0 \leq j_{1}<\cdots<j_{n} .
\end{aligned}
$$

It follows from the latter formula that the sequence $X(1), X(2), \ldots$ forms a Markov chain and

$$
\mathrm{P}\{X(n+1)=j \mid X(n)=i\}=\frac{\mathrm{P}\{X=j\}}{\mathrm{P}\{X>i\}}, \quad j>i \geq n-1 .
$$

For the case of the geometric distribution, results for record values can be simplified considerably. For example, if we take the geometric distribution with probability mass function $\mathrm{P}\{X=n\}=(1-p) p^{n-1}, 0<p<1, n=1,2, \ldots$, then the record spacings $X(1), X(2)-X(1), X(3)-X(2), \ldots$ are all independent and $X(n)$ has the same distribution as the sum $X_{1}+\cdots+X_{n}$.

Some limit theorems for $X(n)$ in this case were also obtained by Vervaat (1973).

## 12. Weak records

Sometimes, a repetition of a record value can be counted as a new record. Vervaat (1973) and Stepanov (1992) considered the corresponding record model. Essentially, this model is new only in the case when two random variables can coincide with a positive probability. That is the reason why weak records are connected with sequences of discrete distributions. Definitions of weak record times $L^{w}(n)$ and weak record values $X^{w}(n)$ are given as follows:

$$
\begin{aligned}
L^{w}(1) & =1, \quad L^{w}(n+1)=\min \left\{j>L^{w}(n): X_{j} \geq \max \left(X_{1}, X_{2}, \ldots, X_{j-1}\right)\right\} \\
X^{w}(n) & =X_{L^{w}(n)}, \quad n \geq 1
\end{aligned}
$$

Note that all weak records, unlike classical ("strong") records, exist with probability one. The joint distribution of weak records is given by the equality

$$
\begin{aligned}
\mathrm{P}\left\{X^{w}(1)\right. & \left.=j_{1}, X^{w}(2)=j_{2}, \ldots, X^{w}(n)=j_{n}\right\} \\
& =\mathrm{P}\left\{X=j_{n}\right\} \prod_{r=1}^{n-1}\left(\frac{\mathrm{P}\left\{X=j_{r}\right\}}{\mathrm{P}\left\{X \geq j_{r}\right\}}\right), \quad 0 \leq j_{1} \leq \cdots \leq j_{n} .
\end{aligned}
$$

This formula implies the Markov property of weak record values.
Theorem 12.1. [Vervaat (1973)] The sequence $X^{w}(1), X^{w}(2), \ldots$ forms a Markov chain with probabilities

$$
\mathrm{P}\left\{X^{w}(n+1)=j \mid X^{w}(n)=i\right\}=\frac{\mathrm{P}\{X=j\}}{\mathrm{P}\{X \geq i\}}, \quad j \geq i
$$

One more useful result is based on the formula for the joint distribution of weak records which was given above. If $X$ has a geometric distribution with probability mass function $\mathrm{P}\{X=n\}=(1-p) p^{n}, n=0,1,2, \ldots$, then the record spacings $X^{w}(1), X^{w}(2)-X^{w}(1), X^{w}(3)-X^{w}(2), \ldots$ are all independent and have the same geometric distribution as $X$.

There are specific representations for weak records. The next result is presented in the form as given by Stepanov (1992), eventhough it was already present in an implicit form in Vervaat (1973). Now, let us introduce new random variables $\mu_{0}, \mu_{1}, \mu_{2}, \ldots$, where $\mu_{n}$ is a number of records in the sequence $X^{w}(1), X^{w}(2), \ldots$ taking value $n$, that is, $\mu_{n}$ coincides with a number of repetitions of a record value $n$.

Theorem 12.2. Random variables $\mu_{0}, \mu_{1}, \mu_{2}, \ldots$ are all independent and $\mathrm{P}\left\{\mu_{0}=m\right\}=\left(1-p_{n}\right) p_{n}^{m}, n=1,2, \ldots, m=0,1,2, \ldots$, where $p_{n}=\frac{\mathrm{P}_{\{X=n\}}}{\mathrm{P}\{X \geq n\}}$.

Theorem 12.2 implies the following relationships.
Representation 12.1. For any $n=1,2, \ldots$ and $m=0,1, \ldots$,

$$
\mathbf{P}\left\{X^{w}(n)>m\right\}=\mathbf{P}\left\{\mu_{0}+\mu_{1}+\cdots+\mu_{m}<n\right\}
$$

and

$$
\mathbf{P}\left\{X^{w}(n)=m\right\}=\mathbf{P}\left\{\mu_{0}+\mu_{1}+\cdots+\mu_{m-1}<n, \mu_{0}+\mu_{1}+\cdots+\mu_{m} \geq n\right\}
$$

Vervaat (1973) and Stepanov (1992) used this result to express the distributions of weak record values as sums of independent random variables, and applied them in turn to establish limit theorems for $X^{w}(n)$.

## 13. Bounds and approximations for moments of record values

Along the lines of the derivations of bounds and approximations for moments of order statistics, some bounds and approximations have also been developed for the moments of record values. For example, by employing Cauchy-Schwarz inequality, Nagaraja (1978) has shown that the mean of the $n^{\text {th }}$ upper record value, $\mathrm{E}\{\mathrm{X}(\mathrm{n})\}$, for any arbitrary continuous distribution (with mean 0 and variance 1 ), satisfies the inequality

$$
\mathrm{E}\{X(n)\} \leq\left\{\binom{2 n-2}{n-1}-1\right\}^{1 / 2}
$$

and that this bound is sharp; it is achieved for the population with its inverse cumulative distribution function as

$$
\begin{aligned}
F^{-1}(u)= & \frac{1}{\left.\left\{\begin{array}{c}
2 n-2 \\
n-1
\end{array}\right)-1\right\}^{1 / 2}}\left[\frac{1}{(n-1)!}\{-\log (1-u)\}^{n-1}-1\right] \\
& \text { for } 0<u<1 .
\end{aligned}
$$

Nagaraja (1978) has also derived an improved bound for the case when the population distribution is symmetric. Bounds and approximations can also be developed for the moments of record values using an orthogonal inverse expan-
sion; for details, one may refer to Nagaraja (1978) and Arnold, Balakrishnan and Nagaraja (1998).

Upon noting that these bounds (like the one presented above) become very large very quickly even though they are universally sharp, Arnold, Balakrishnan and Nagaraja (1998) have developed some "extrapolation-type bounds", along the lines of Balakrishnan (1990) in the order statistics context, which give good improvements over the bounds as they are distribution-based. Nagaraja (1978) also followed the work of van Zwet (1964) in order to derive some bounds for the moments of record values based on $c$ - and $s$-comparisons.

Generalizing the work of Nagaraja (1978), Grudzien and Szynal (1983) derived the Cauchy-Schwarz bounds for the moments of the $k^{\text {th }}$ record values, $X(n, k)$. Though these bounds are simple and taken on a similar form (to the one given above), unfortunately these bounds are not sharp. In fact, they are sharp only for the case when $k=1$ (in which case it coincides with the result presented above for the usual record values). For this purpose, following the lines of Moriguti (1953) and Balakrishnan (1993), Raqab and Balakrishnan (1997) used the greatest convex minorant principle in order to derive sharp bounds for the moments of the $k^{\text {th }}$ record values.

## 14. Recurrence relations for moments of record values

Numerous recurrence relations and identities exist in the literature for the moments of order statistics; see, for example, David (1981), Arnold and Balakrishnan (1989), and Arnold, Balakrishnan and Nagaraja (1992). Along the same lines, recurrence relations may be established for the single and product moments of record values as well.

For example, in the case of the standard exponential distribution, upon making use of the differential equation $f(x)=1-F(x)$, Balakrishnan and Ahsanullah (1995) established the following recurrence relations for the moments of upper record values:

$$
\begin{gathered}
\mathrm{E}\{X(n)\}^{a+1}=\mathrm{E}\{X(n-1)\}^{a+1}+(a+1) \mathrm{E}\{X(n)\}^{a} \text { for } n \geq 1, a \geq 0, \\
\mathrm{E}\left\{X^{a}(m) X^{b+1}(m+1)\right\}=\mathrm{E}\left\{X^{a+b+1}(m)\right\}+(b+1) \mathrm{E}\left\{X^{a}(m) X^{b}(m+1)\right\} \\
\quad \text { for } m \geq 1, a, b \geq 0, \\
\mathrm{E}\left\{X^{a}(m) X^{b+1}(n)\right\}=\mathrm{E}\left\{X^{a}(m) X^{b+1}(n-1)\right\}+(b+1) \mathrm{E}\left\{X^{a}(m) X^{b}(n)\right\} \\
\text { for } 1 \leq m<n, a, b \geq 0 .
\end{gathered}
$$

Balakrishnan and Ahsanullah (1995) have also presented more general results for the higher order product moments of record values, as well as some recurrence relations for the moments of record values from the non-identical exponential model.

Proceeding along the same lines and exploiting the underlying differential equation of the population distribution assumed, recurrence relations for single and product moments of record values have been established for a number of different distributions including Rayleigh, Weibull, Gumbel, generalized extreme value, Lomax, generalized Pareto, normal and logistic distributions. Interested readers may refer to the papers by Balakrishnan and Chan (1994, 1995), Balakrishnan, Ahsanullah and Chan (1992, 1995), Balakrishnan, Chan and Ahsanullah (1993), and Balakrishnan and Ahsanullah (1994a, b). Reference also be made to Chapter 3 of Arnold, Balakrishnan and Nagaraja (1998) for a review of all these results.

## 15. Joint distributions of record times and record values

Earlier, it was pointed out that

$$
\mathrm{P}\{X(n)<x\}=\mathrm{E}\left\{(F(x))^{L(n)}\right\}
$$

This formula connects the record values and their corresponding record times. The easiest way of establishing this relationship between $X(n)$ and $L(n)$ is through the following result which was proved by Ballerini and Resnick (1987b) in a more general situation.

Theorem 15.1. Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables with a common distribution function. Then for any $n$, the indicators of records $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ (as defined in Representation 4.1) do not depend on $M(n)=\max \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$.

From Theorem 15.1, one can write

$$
\begin{aligned}
\mathbf{P}\{ & X(n)<x\}=\mathrm{P}\{M(L(n))<x\} \\
& =\sum_{m=n}^{\infty} \mathrm{P}\{M(L(n))<x \mid L(n)=m\} \mathbf{P}\{L(n)=m\} \\
& =\sum_{m=n}^{\infty} \mathrm{P}\{M(m)<x \mid L(n)=m\} \mathrm{P}\{L(n)=m\} \\
& =\sum_{m=n}^{\infty} \mathrm{P}\{M(m)<x\} \mathrm{P}\{L(n)=m\} \\
& =\sum_{m=n}^{\infty}\{F(x)\}^{m} \mathrm{P}\{L(n)=m\} \\
& =\mathrm{E}\left\{(F(x))^{L(n)}\right\} .
\end{aligned}
$$

Note that in the above proof, we have used the fact that the event $\{L(n)=m\}$ for any $m \geq n$ coincides with the event $\left\{\xi_{1}+\cdots+\xi_{m-1}=n-1, \xi_{m}=1\right\}$ and, therefore, it does not depend on $M(m)$.

The joint distribution of record times and record values has been discussed by Rényi (1962). Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables having a common continuous distribution function $F$. Then, for any $1<k(2)<\cdots<k(n)$,

$$
\begin{aligned}
\mathrm{P}\{L(1) & =1, L(2)=k(2), \ldots, L(n) \\
& \left.=k(n), X(1)<x_{1}, X(2)<x_{2}, \ldots, X(n)<x_{n}\right\} \\
& =\int \ldots \int u_{1}^{k(2)-1} u_{2}^{k(3)-k(2)-1} \ldots u_{n-1}^{k(n)-k(n-1)-1} \mathrm{~d} u_{1} \mathrm{~d} u_{2} \ldots \mathrm{~d} u_{n}
\end{aligned}
$$

where the integrals are taken over the set $A$ of points $\mathbf{u}=\left(u_{1}, u_{2}, \ldots, u_{n}\right)$ given by

$$
A=\left\{\mathbf{u}:-\infty<u_{1}<\cdots<u_{n}, F\left(u_{j}\right)<x_{j}, j=1, \ldots, n\right\}
$$

It is more convenient to consider the joint behavior of record values $X(n)$ and inter-record times $\Delta(n)$. Shorrock (1972b) showed that the sequence of two-dimensional vectors $(X(n), \Delta(n)), n=1,2, \ldots$, forms a Markov chain with probabilities

$$
\begin{aligned}
& \mathrm{P}\{X(n)>x, \Delta(n)=m \mid \Delta(1), X(1), \ldots, \Delta(n-2), X(n-2), \\
&\Delta(n-1), X(n-1)=y\} \\
&=\{F(y)\}^{m-1}\{1-F(x)\}, \quad x>y
\end{aligned}
$$

It was also proved [see Strawderman and Holmes (1970) and Shorrock (1972b)] that the inter-record times $\Delta(n), n=1,2, \ldots$ are conditionally independent under fixed values of random variables $X(1), X(2), \ldots$, and

$$
\begin{aligned}
\mathrm{P}\{\Delta(n)=m \mid X(1), X(2), \ldots\}= & \{1-F(X(n))\}\{F(X(n))\}^{m-1} \\
& m=1,2, \ldots
\end{aligned}
$$

There also exists some results on the rates of closeness of the random variables $\Delta(n), L(n)$ and $\tau_{n}=-\log \{1-F(X(n))\}$. For example, Shorrock (1972b) showed that, almost surely as $n \rightarrow \infty$,

$$
\lim \sup \frac{\left|\log \Delta(n+1)-\tau_{n}\right|}{\log n}=1
$$

and

$$
\lim \sup \frac{\left|\log L(n)-\tau_{n}\right|}{\log n}=1
$$

Note that an analogous result is also valid for random variables $\frac{|\log \Delta(n+1)-\log L(n)|}{\log n}$, as shown by Galambos and Seneta (1975). On these lines, the following result of Nevzorov (1995) is worth mentioning here.

Theorem 15.2. Let $H(x)=\mathrm{e}^{-\mathrm{e}^{-x}}$. Then for any $q, 0<q<1$, the following inequality is valid:

$$
\left|\mathrm{P}\left\{\tau_{n}-\log L(n)<x\right\}-H(x)\right| \leq r_{n}(x)
$$

where

$$
\begin{aligned}
r_{n}(x) & =H(x)\left(\mathrm{e}^{-2 x} 2^{2-n}+\frac{2}{1-q} \mathrm{e}^{-4 x} 3^{1-n}\right) \text { if } x>x_{n} \\
& =\exp \left\{-(3 q n / 2)^{1 / 2}\right\}\left(1+3 q n 2^{1-n}+\frac{q^{2}}{2(1-q)} n^{2} 3^{3-n}\right) \text { if } x<x_{n}
\end{aligned}
$$

with $x_{n}=-\frac{1}{2} \log \left(\frac{3 n q}{2}\right)$.
Siddiqui and Biondini (1975) investigated the asymptotic behavior of random variables $\Delta(n+1) \mathrm{e}^{-\tau_{n}}$ and $\Delta(n) \mathrm{e}^{-\tau_{n}}$. The first sequence has asymptotically a standard exponential distribution while the limiting distribution function for the second sequence is $1-\int_{1}^{\infty} z^{-2} \mathrm{e}^{-z x} \mathrm{~d} z, x>0$.

## 16. Generalizations of the classical record model

Until now, we have discussed only the classical records arising from sequences of i.i.d. random variables. Nearly twenty years after the mathematical foundation of records was made by Chandler, only in the mid-seventies were the first attempts made in order to generalize the record scheme of Chandler. Three different directions of generalizations of records were considered during this time. One of them [see Yang (1975)] was based on relaxing the assumption of identicaly distributed part of the initial random variables. The record times and record values from Markov sequences were then studied. Another direction taken by Dziubdziela and Kopocinsky (1976) and Dziubdziela (1977) kept the i.i.d. structure of the initial $X$ 's but they, unlike their predecessors, chose to investigate a more general random variable than the classical records - the so-called $k^{\text {th }}$ records. Hence, we begin our review here of the non-classical record models starting with $k^{\text {th }}$ record times and $k^{\text {th }}$ record values.

## 17. $\boldsymbol{k}^{\text {th }}$ record times

Classical records simply a particular case of the $k^{\text {th }}$ records (when $k=1$ ). It was precisely the reason why we gave in the very beginning of this chapter the definitions of $k^{\text {th }}$ record times (3.1) and $k^{\text {th }}$ record values (3.2) and some general results (Theorems 4.2 and 4.5 and Representations 4.2, 4.4, 4.5 and 4.7). One can see that the theory of $k^{\text {th }}$ records relates to the theory of classical records in the same way as the theory of the $k^{\text {th }}$ extremes relates to the theory of maxima. We will explain in this section what new properties and advantages were obtained due to this generalization.

We may note first of all that there is another definition of the $k^{\text {th }}$ record times, which in the case of continuous distributions coincides with (3.1). Let $R_{n}$,
$n=1,2, \ldots$, (as in Lemma 4.1) be sequential ranks of random variables $X_{1}, X_{2}, \ldots$. Then, the $k^{\text {th }}$ record times for any fixed $k=1,2, \ldots$ can be defined as follows:

$$
\begin{align*}
L(0, k) & =0, L(1, k)=k \text { and } L(n+1, k) \\
& =\min \left\{j>L(n, k): R_{j} \geq j-k+1\right\}, \quad n \geq 1 \tag{17.7}
\end{align*}
$$

As was already mentioned in Section 2, Definitions (3.1) and (3.2) and some first results on the $k^{\text {th }}$ records were obtained by Dziubdziela and Kopocinsky (1976).

Theorem 17.1. For any $k=1,2, \ldots$ and $k<l_{2}<\cdots<l_{n}$,

$$
\begin{aligned}
\mathrm{P}\{L(1, k) & \left.=k, L(2, k)=l_{2}, \ldots, L(n, k)=l_{n}\right\} \\
& =k!\left(l_{n}-k\right)!k^{n-1} /\left\{l_{n}!\left(l_{2}-k\right) \ldots\left(l_{n}-k\right)\right\} .
\end{aligned}
$$

Theorem 17.2. For any $k=1,2, \ldots$, random variables $L(1, k), L(2, k), \ldots$ form a Markov chain and $\mathrm{P}\{L(n, k)>j \mid L(n-1, k)=i\}=(j-k)!i!/\{(i-k)!j!\}$.

The following properties of the $k^{\text {th }}$ record times were established by Nevzorov (1990a,b).

Theorem 17.3. (Compare with Theorem 5.3). For any $k=1,2, \ldots$,

$$
\mathrm{E}\left\{s^{L(n, k)}\right\}=H(-\log (1-s)), \quad n=1,2, \ldots
$$

where $H(x)=\frac{k^{n}}{(n-1)!} \int_{0}^{x} u^{n-1} \mathrm{e}^{-k u}\left(1-\mathrm{e}^{-(x-u)}\right)^{k-1} \mathrm{~d} u$.
Theorem 17.4. For any $k=2,3, \ldots$ and $n=1,2, \ldots, \mathrm{E}\{L(n, k)\}=k^{n} /(k-1)^{n-1}$.
The latter result, if compared with equality $\mathrm{E}\{L(n, 1)\}=\infty, n=2,3, \ldots$ for the classical records, "rehabilitates" records in statisticians' opinion. Note that this new property of the $k^{\text {th }}$ record times for $k \geq 2$ agree with the results of Wilks (1959) and Gumbel (1961), who studied the moments of the number of additional observations that are needed to surpass the $k^{\text {th }}$ largest of $n$ existing elements of a sample.

Theorem 17.5. For any $k=1,2, \ldots$ and $\alpha>0$, as $n \rightarrow \infty$,

$$
\begin{gathered}
\mathrm{E}\{L(n, k)\}^{k-\alpha}=\frac{(k-1)!}{\Gamma(\alpha)}\left\{\left(\frac{k}{\alpha}\right)^{n}+\frac{(\alpha-k)(\alpha-k+1)}{2 \alpha}\left(\frac{k}{\alpha+1}\right)^{n}\right. \\
\left.+O\left(\left(\frac{k}{\alpha+2}\right)^{n}\right)\right\}
\end{gathered}
$$

Now, let $m_{r}(\xi)=\mathrm{E}\{\xi(\xi-1) \cdots(\xi-r+1)\}$ for $r=1,2, \ldots, m_{0}(\xi)=1$ and $m_{r}(\xi)=\mathrm{E}[1 /\{(\xi+1)(\xi+2) \cdots(\xi-r)\}]$ for $r=-1,-2, \ldots$, be the factorial moments of a random variable $\xi$, of both positive and negative orders.

Theorem 17.6. For any $k=1,2, \ldots$ and $r=k-1, k-2, \ldots, 1,0,-1,-2, \ldots$,

$$
m_{r}(L(n, k))=k^{n-1} k!/\left\{(k-r)^{n-1}(k-r)!\right\} \text { for } \quad n \geq 1
$$

Of course, Theorem 17.4 is a corollary of Theorem 17.6. Amongst other corollaries of Theorem 17.6, there are the following equalities:

$$
\begin{aligned}
\mathrm{E}\{L(n, k)(L(n, k)-1)\} & =k^{n}(k-1) /(k-2)^{n-1}, \quad k>2, \\
\mathrm{E}\{1 /(L(n, k)+1)\} & =k^{n-1} /(k+1)^{n}, \\
E[1 /\{(L(n, k)+1)(L(n, k)+2)\}] & =k^{n-1} /\left\{(k+2)^{n}(k+1)\right\}, \quad n \geq 1 .
\end{aligned}
$$

Theorems 17.5 and 17.6 are based on the next result [see Nevzorov (1990a,b)] in which $\mathscr{T}(n, k)$ denotes the $\sigma$-algebra of events generated by random variables $L(1, k), L(2, k), \ldots, L(n, k)$.

Theorem 17.7. For any fixed $k=1,2, \ldots$ and $\gamma<k$, the sequence $T_{n}(\gamma)$ is a martingale with respect to $\sigma$-algebras $\mathscr{T}(n, k)$, and

$$
\mathrm{E}\left\{T_{n}(\gamma)\right\}=(k-\gamma) \Gamma(k+1) /\{k \Gamma(k-\gamma+1)\}
$$

There are also some results for logarithmic moments of the $k^{\text {th }}$ record times [see Nevzorov and Stepanov (1988)]. For example, it has been shown by these authors that for any $k=1,2, \ldots$,

$$
\begin{aligned}
\mathrm{E}\{\log L(n, k)\}= & 1+1 / 2+\cdots+1 /(n-1)+n / k \\
& -C-k^{n-1} /\left\{2(k+1)^{n}\right\}-5 k^{n-1} /\left\{12(k+1)(k+2)^{n}\right\} \\
& -3 k^{n-1} /\left\{4(k+1)(k+2)(k+3)^{n}\right\} \\
& -A k^{n-1} /\left\{(k+1)(k+2)(k+3)(k+4)^{n}\right\}, \quad n \geq 1
\end{aligned}
$$

where $0<A<49 / 4$ and $C=0.5772 \ldots$ is Euler's constant, and

$$
\begin{aligned}
\operatorname{Var}(L(n, k))= & \frac{n}{k^{2}}-\frac{\pi^{2}}{6}+\sum_{\ell=1}^{k-1}\left(1 / \ell^{2}\right)+\frac{n k^{n-2}}{(k+1)^{n+1}} \\
& +O\left((k /(k+1))^{n+1}, \quad n \rightarrow \infty\right.
\end{aligned}
$$

Representation 4.2 can be used to obtain a central limit theorem as well as some other asymptotic results for random variables $L(n, k)$ and $N(n, k)$ [see Deheuvels (1981, 1982a, 1983a, 1984a,c,d)]. For example, it has been proved that for any $k=1,2, \ldots$, almost surely as $n \rightarrow \infty$,

$$
\lim \frac{N(n, k)}{k \log n}=1, \quad \lim \frac{k \log L(n ; k)}{n}=1
$$

and

$$
\lim \sup \frac{k \log L(n, k)-n}{(2 n \log \log \log n)^{1 / 2}}=1
$$

Note also that $\frac{k \log L(n, k)-n}{n^{1 / 2}}$ asymptotically has a standard normal distribution. Deheuvels also obtained some strong approximation results for the $k^{\text {th }}$ record times by Wiener and Poisson processes.

Sometimes [see, for example, Resnick (1987) or Deheuvels (1988)] the notion " $k$ th record times" is used for random variable $L^{(k)}(n)$, which are defined as follows:

$$
\begin{align*}
L^{(k)}(0) & =k-1 \text { and } L^{(k)}(n) \\
& =\min \left\{j>L^{(k)}(n-1): R_{j}=j-k+1\right\}, \quad n \geq 1 . \tag{17.8}
\end{align*}
$$

This definition almost coincides with the definition of the classical record times. As a matter of fact, the corresponding indicators of records, say $\xi_{1}(k), \xi_{2}(k), \ldots$, in this case are also independent, $\xi_{1}(k)=0, \xi_{2}(k)=0, \ldots, \xi_{k-1}(k)=0$ and $\xi_{n}(k)$ for any $n \geq k$, has the same distribution as indicators $\xi_{n}$ from Theorem 4.1 and Representation 4.1. Then, $\left\{N^{(k)}(m)\right\}_{m=k}^{\infty} \stackrel{d}{=}\{N(m)-N(k-1)\}_{m=k}^{\infty}$, where $N^{(k)}(m)=\xi_{1}(k)+\xi_{2}(k)+\cdots+\xi_{m}(k)$, and it means (since $1 \leq N(k-1) \leq k-1$ ) that limiting distributions of $N^{(k)}(m)$ and $N(m)$ as well as asymptotic properties of $L^{(k)}(n)$ and $L(n)$ coincide.

## 18. $\boldsymbol{k}^{\text {th }}$ inter-record times

A lot of properties for $k^{\text {th }}$ inter-record times $\Delta(n, k)=L(n, k)-L(n-1, k)$ come out as corollaries of theorems for $k^{\text {th }}$ record times. We list here some results for these $k^{\text {th }}$ inter-record times $\Delta(n, k)$. Distributions and moments of these random variables have been discussed by Nevzorov (1987a,c), Nevzorov and Stepanov (1988), and Stepanov (1987). In particular, it has been shown that

$$
\begin{aligned}
& \mathrm{P}\{\Delta(n, k)=m\}=\int_{0}^{\infty} \frac{1}{(n-2)!} k^{n-1} x^{n-2} \mathrm{e}^{-x(k+1)}\left(1-\mathrm{e}^{-x}\right)^{m-1} \mathrm{~d} x \\
& k \geq 1, n \geq 2 ; \\
& \begin{aligned}
\mathrm{P}\{\Delta(n, k)>r\} & =\int_{0}^{\infty} \frac{1}{(n-2)!} k^{n-1} x^{n-2} \mathrm{e}^{-x k}\left(1-\mathrm{e}^{-x}\right)^{r} \mathrm{~d} x \\
& =\sum_{m=0}^{r}(-1)^{m}\binom{m}{r}\left(1+\frac{m}{k}\right)^{1-n}, \quad r \geq 0, n \geq 2 ; \\
\mathrm{E}\{\Delta(n, k)\} & =\mathrm{E}\{L(n, k)\}-\mathrm{E}\{L(n-1, k)\}=\frac{k^{n}}{(k-1)^{n-1}}-\frac{k^{n-1}}{(k-1)^{n-2}} \\
& =\frac{k^{n-1}}{(k-1)^{n-1}}, \quad k \geq 2 ;
\end{aligned}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{E}\{\log \Delta(n, k)\}= & \frac{n-1}{k}-C+\frac{n-1+\theta_{1}}{2 k}\left(\frac{k}{k+1}\right)^{n} \\
& +\frac{n-1+\theta_{2}}{2 k}\left(\frac{k}{k+2}\right)^{n}
\end{aligned}
$$

where $\left|\theta_{1}\right|<(k+1) / 3,0 \leq \theta_{2} \leq 2(k+2)$.
Several limit theorems for $k^{\text {th }}$ inter-record times have been established by Deheuvels (1983b, 1984a, c); see also Nevzorov (1987a). Amongst many other results, it has been proved that as $n \rightarrow \infty$,

$$
\mathrm{P}\{k(\log \Delta(n, k) / n<x \sqrt{n}\} \rightarrow \Phi(x) \quad \text { and } \mathrm{P}\{(k / n) \log \Delta(n, k) \rightarrow 1\}=1
$$

The closeness of $L(n, k)$ and $\Delta(n, k)$ is emphasized by the following two theorems of Deheuvels.

Theorem 18.1. For any $k=1,2, \ldots$,

$$
1 / k \leq \limsup _{n \rightarrow \infty}(|\log \Delta(n+1, k)-\log L(n, k)| \leq 1
$$

Theorem 18.2. For any $k=1,2, \ldots$ it is possible to define a standard Wiener process $W^{(k)}(t), t \geq 0$, such that at the same time almost surely, as $n \rightarrow \infty$,

$$
\left|\log L(n, k)-n / k-W^{(k)} / k\right|=O(\log n)
$$

and

$$
\left|\log \Delta(n+1, k)-n / k-W^{(k)}(n) / k\right|=O(\log n)
$$

Note that there is a possibility of obtaining a new type of result (as compared to the classical records) for the $k^{\text {th }}$ records. One can investigate the asymptotic behavior of $L(n, k), \Delta(n, k)$ and $X(n, k)$ in the scheme of series as $k \rightarrow \infty$. In this connection, we mention the paper of Gajek (1985) wherein it has been shown that the distributions of random variables $k \Delta(n, k)$, under some general conditions, converge to the exponential distribution $\mathrm{E}(0, \sigma)$ as $k \rightarrow \infty$.

## 19. $\boldsymbol{k}^{\text {th }}$ record values for the continuous case

Some interesting results for the $k^{\text {th }}$ record values in the continuous case have been obtained by Deheuvels (1984d, 1988). It follows from Representation 4.5 that distributions of the $k^{\text {th }}$ record values $X(n, k)$ can be expressed via distributions of the classical record values. Let $X_{1}, X_{2}, \ldots$ be independent random variables having a continuous distribution function $F$, and $Y_{1}=\min \left\{X_{1}, \ldots, X_{k}\right\}, Y_{2}=\min \left\{X_{k+1}\right.$, $\left.\ldots, X_{2 k}\right\}, \ldots$ and so on. Further, let $X(n, k)$ be the $k^{\text {th }}$ record values based on $X$ 's and $Y(n)$ be the classical record values based on $Y$ 's.

Theorem 19.1. For any $k=1,2, \ldots,\{X(n, k)\}_{n=1}^{\infty} \stackrel{d}{=}\{Y(n)\}_{n=1}^{\infty}$.
This result, together with theorems for the classical record values, helps us to make several statements for the $k^{\text {th }}$ record values. For example, it can be immediately obtained [see Dziubdziela (1977)] that

$$
\mathrm{P}\{X(n, k)<x\}=\mathrm{P}\{X(n, k)<x\}=\frac{1}{(n-1)!} \int_{0}^{-k \log \{1-F(x)\}} u^{n-1} \mathrm{e}^{-u} \mathrm{~d} u
$$

Note also that $X(1, k), X(2, k), \ldots$ forms a Markov chain and

$$
\mathrm{P}\{X(n+1, k)>x \mid X(n, k)=y\}=\{(1-F(x)) /(1-F(y))\}^{k}, \quad x>y
$$

The last equality can be rewritten in another form, giving a curious relation between the $k^{\text {th }}$ record values and order statistics.

Theorem 19.2. For any $k=1,2, \ldots, n==2,3, \ldots$ and $m=k+1, k+2, \ldots$, almost surely,

$$
\begin{gathered}
\mathrm{P}\{X(n, k)>x \mid X(n-1, k)=y\}=\mathbf{P}\left\{X_{m-k+1: m}>x \mid X_{m-k: m}=y\right\} \\
\text { for } \quad x>y
\end{gathered}
$$

Random variables $Y_{1}, Y_{2}, \ldots$ in Theorem 19.1 have the joint distribution function $G(x)=1-\{1-F(x)\}^{k}$. Accordingly, $F(x)=1-\{1-G(x)\}^{1 / k}$, and it means that $F$ and $G$ are distribution functions simultaneously. Therefore, it follows from Theorem 19.1 that the set of possible limit distribution functions for suitably normalized random variables $X(n, k)$ is the same as for $X(n)$; hence, it consists of three types of functions $H(x)=\exp \{-\exp (-g(x))\}$, where $g(x)$ is one of the following functions:
(i) $g(x)=x,-\infty<x<\infty$;
(ii) $g(x)=\alpha \log x$ for $\alpha>0, x>0$, and $g(x)=-\infty$ for $x<0$;
(iii) $g(x)=-\alpha \log (-x)$ for $x<0, \alpha>0$, and $g(x)=\infty$ for $x>0$.

This and some related problems have been solved by Dziubdziela and Kopocinsky (1976), Dziubdziela (1977), Grudzien (1979), and Nevzorov (1988). Nevzorov (1986a) also showed that even for a more general set of random variable $X_{L(n, k)-\ell+1: L(n, k)}$, where $\ell$ is fixed or increases with increasing values of $n$, as well as for random variables $X_{L(n, k)}$, all possible limit distribution functions include only three types of functions $H$, as presented above.

The following alternate definition of the $k^{\text {th }}$ record values $X^{(k)}(n)$ corresponds to the definition of the $k^{\text {th }}$ record times $L^{(k)}(n)$ given in (17.8):

$$
X^{(k)}(n)=X_{L^{(k)}(n)}, \quad n=1,2, \ldots
$$

It means that we select from the initial sequences $X_{1}, X_{2}, \ldots$ only those $X_{m}$ such that $m=L^{(k)}(1), L^{(k)}(2), \ldots$, that is, $\sum_{i=1}^{m} \mathbf{1}_{\left\{X_{\ell} \geq X_{m}\right\}}=k$. There are some results available for $X^{(k)}(n)$. For example, Deheuvels (1988) has obtained several limit
theorems for these random variables. It appears that the most curious result on these record values $X^{(k)}(n)$ is the so-called Ignatov's theorem. In order to state this result, we introduce for any $k=1,2, \ldots$ a counting process $N^{(k)}(x)=$ $\sum_{n=1}^{\infty} \mathbf{1}_{\left\{X^{(k)}(n) \leq x\right\}}$. It appears that $N^{(k)}, k=1,2, \ldots$, are i.i.d. point processes. This statement is due to Ignatov (1981), but the proof of this theorem was given only in Ignatov (1986). Goldie (1982) and Stam (1982, 1985) independently suggested their own proofs of Ignatov's assertion. Meanwhile, Deheuvels (1983a), knowing nothing of the papers of Ignatov, Goldie and Stam, also discovered this result. Mention should also be made here to the papers of Goldie and Rogers (1984), Deheuvels (1988), Engelen, Tommassen and Vervaat (1988), Rogers (1989) and the book of Resnick (1987), where Ignatov's theorem and related problems have been discussed in great detail.

## 20. $\boldsymbol{k}^{\text {th }}$ record values for the discrete case

Without loss of generality, we consider here i.i.d.random variables $X, X_{1}, X_{2}, \ldots$, taking on values $0,1,2, \ldots$ such that $\mathrm{P}\{X<n\}<1$ for any $n$. In this case, all $k^{\text {th }}$ record values $X(n, k)$ exist with probability one. From Theorem 4.5, one can then express the distribution functions of random variables $X(n, k)$ via distributions of independent indicators as follows:

$$
\begin{equation*}
\mathrm{P}\{X(n, k) \leq m\}=\mathrm{P}\left\{\eta_{0}^{(k)}+\cdots+\eta_{m}^{(k)} \geq n\right\} \tag{20.9}
\end{equation*}
$$

where $\mathrm{P}\left\{\eta_{n}^{(k)}=1\right\}=1-\mathrm{P}\left\{\eta_{n}^{(k)}=0\right\}=\left(\frac{\mathrm{P}\{X=n\}}{\mathrm{P}\{X \geq n\}}\right)^{k}, n=0,1,2, \ldots$.
As in Theorem 19.1, let us once again consider two sequences of independent random variables, $X_{1}, X_{2}, \ldots$ with distribution function $F$, and $Y_{1}, Y_{2}, \ldots$ such that $Y_{1}=\min \left\{X_{1}, \ldots, X_{k}\right\}, Y_{2}=\min \left\{X_{k+1}, \ldots, X_{2 k}\right\}$, and so on. Let $X(n, k)$ be the $k^{\text {th }}$ record values based on $X_{1}, X_{2}, \ldots$ and $Y(n)$ be the classical record values constructed using the sequence $Y_{1}, Y_{2}, \ldots$. Then, comparing (20.9) with the analogous result for record values $Y(n)$, we observe that the result in Theorem 19.1 is also valid in the discrete case. Moreover, by combining the statements of Theorem 19.1 for continuous and discrete distributions and the fact that the number of records taking values in any interval $(a, b]$ depends only on values $F(x), a \leq x \leq b$, leads to the validity of Theorem 19.1 for any distribution function $F$. The only restriction on $F$ is the existence of record values with probability one. Therefore, the statement of Theorem 19.1 is true if $\mathrm{P}\{X=\beta\}=0$, where $\beta=$ $\sup \{x: F(x)<1\}$.

## 21. Weak $\boldsymbol{k}^{\text {th }}$ record values

Stepanov (1992) introduced weak $k^{\text {th }}$ record times $L^{w}(n, k)$ and weak $k^{\text {th }}$ record values $X^{w}(n, k)$ in the following manner:

$$
\begin{aligned}
& L^{w}(1, k)=k, \quad L^{w}(n+1, k)=\min \left\{j>L^{w}(n, k): X_{j} \geq X_{j-k, j-1}\right\} \\
& X^{w}(n, k)=X_{L^{w}(n, k)-k+1: L^{w}(n, k)}, \quad n \geq 1
\end{aligned}
$$

For continuous distributions, the weak $k^{\text {th }}$ records coincide with the strong $k^{\text {th }}$ records. Therefore, they need to be considered only in the case of discrete distributions. Note that weak $k^{\text {th }}$ records exist with probability one in all situations.

Let us consider a sequence of i.i.d. random variables $X, X_{1}, X_{2}, \ldots$, taking on values $0,1,2 \ldots$, and let $\mathrm{P}\{X<n\}<1$ for any $n$. Define random variables $\mu_{i}(k)$, $i=0,1, \ldots$, as follows: $\mu_{i}(k)=m, m=0,1, \ldots$ if in the sequence $X_{1}, X_{2}, \ldots$ we have exactly $m$ weak $k^{\text {th }}$ records taking a value $i$. Then, the following results due to Stepanov (1992), are generalizations of Theorem 12.2 and Representation 12.1.

Theorem 21.1. For any $k=1,2, \ldots$, the random variables $\mu_{0}(k), \mu_{1}(k), \ldots$ are independent and have negative binomial distributions with probabilities

$$
\mathrm{P}\left\{\mu_{i}(k)=m\right\}=\binom{k-1}{k+m-1}\left(1-q_{i}\right)^{k} q_{i}^{m}, \quad i=0,1, \ldots, m=0,1, \ldots,
$$

where $q_{i}=\mathrm{P}\{X=i\} / \mathrm{P}\{X \geq i\}$.
Representation 21.1. For any $k=1,2, \ldots, m=0,1, \ldots$, and $n=1,2, \ldots$,

$$
\mathrm{P}\left\{X^{w}(n, k)>m\right\}=\mathrm{P}\left\{\mu_{0}(k)+\mu_{1}(k)+\cdots+\mu_{m}(k)<n\right\} .
$$

Comparing Representations 21.1 and 12.1, one can construct examples which will reveal that Theorem 19.1 is not true for weak records.

Stepanov (1992) also applied Representation 21.1 to establish some limit theorems for weak $k^{\text {th }}$ record values.

## 22. $\boldsymbol{k}_{n}$-records

The definition of $k^{\text {th }}$ record times given in (17.7) allows us to introduce further generalizations of records. Nevzorov (1986a) considered the so-called $k_{n}$-record times and $k_{n}$-record values. Sometimes, they are called $\boldsymbol{K}$-record times and $\boldsymbol{K}$ record values. This section is based on results of Nevzorov (1986a) and Deheuvels and Nevzorov (1994a).

Let $X_{1}, X_{2}, \ldots$ be i.i.d. random variables with a continuous distribution function $F$. As in Lemma 4.1, we consider sequential ranks $R_{1}, R_{2}, \ldots$ of $X_{1}, X_{2}, \ldots$. Let $\boldsymbol{K}=\left\{k_{n}, n \geq 1\right\}$ denote a sequence of integers such that $0 \leq k_{n} \leq n$. Then $k_{n}$ record times $L_{k}(n)$ and $k_{n}$-record values $X_{k}(n)$ are defined in the following manner:

$$
L_{k}(0)=0, L_{k}(n)=\inf \left\{m>L_{k}(n-1): R_{m} \geq m-k_{m}+1\right\}
$$

and

$$
X_{k}(n)=X_{L_{k}(n)-k_{n}+1: L_{k}(n)}, \quad n=1,2, \ldots .
$$

Note that the case when $k_{n}=0$ for $n=1, \ldots, k-1$, and $k_{n}=k$ for $n>k-1$, corresponds to the $k^{\text {th }}$ records.

In this section, we define indicators $\xi(1), \xi(2), \ldots$ as follows: $\xi(n)=1$ if $R_{n} \geq n-k_{n}+1$, and $\xi(n)=0$ otherwise. The following results then look rather natural when compared with Theorem 4.2 and Representation 4.2.

Theorem 22.1. Indicators $\xi(1), \xi(2), \ldots$ are independent and $\mathrm{P}\{\xi(n)=1\}=k_{n} / n$, $n=1,2, \ldots$.

Representation 22.1. For any $n=1,2, \ldots$ and $m \geq n$,

$$
\begin{aligned}
& \mathrm{P}\left\{L_{k}(n)>m\right\}=\mathrm{P}\{\xi(1)+\xi(2)+\cdots+\xi(m)<n\} \\
& \mathrm{P}\left\{L_{k}(n)=m\right\}=\mathrm{P}\{\xi(1)+\xi(2)+\cdots+\xi(m-1)=n-1, \xi(m)=1\}
\end{aligned}
$$

These equalities help us to write the joint distributions of $k_{n}$-record times. Note that if $k_{n}=n$ or $k_{n}=0$, then the corresponding indicator has a degenerate distribution. Therefore, we only consider the case when $0<k_{n}<n$. Then for any $r=1,2, \ldots$ and $1 \leq m(1)<m(2)<\cdots<m(r)$,

$$
\begin{aligned}
\mathrm{P}\left\{L_{k}(1)\right. & \left.=m(1), L_{k}(2)=m(2), \ldots L_{k}(r)=m(r)\right\} \\
& =\prod_{\ell=1}^{m(r)}\left(1-\frac{k_{\ell}}{\ell}\right) \prod_{s=1}^{r}\left\{\frac{k_{m(s)}}{m(s)-k_{m(s)}}\right\} .
\end{aligned}
$$

Theorem 22.2. The sequence $L_{k}(n), n=1,2, \ldots$, forms a Markov chain and

$$
\begin{aligned}
\mathrm{P}\left\{L_{k}(n+1)\right. & \left.=r \mid L_{k}(1), L_{k}(2), \ldots, L_{k}(n-1), L_{k}(n)=s\right\} \\
& =\frac{k_{r}}{r} \prod_{j=s+1}^{r-1}\left(1-\frac{k_{j}}{j}\right) .
\end{aligned}
$$

Let $N_{k}(n)=\xi(1)+\xi(2)+\cdots+\xi(n)$ be the number of records in the sequence $X_{1}, X_{2}, \ldots, X_{n}$. Denote $A(n)=\mathrm{E}\left\{N_{k}(n)\right\}=\sum_{m=1}^{n} \frac{k_{m}}{m}$ and $B(n)=\operatorname{Var}\left(N_{k}(n)\right)=$ $A(n)-D(n)$, where $D(n)=\sum_{m=1}^{n}\left(\frac{k_{m}}{m}\right)^{2}$. Also, let $\mathscr{T}_{k}(n)$ be a $\sigma$-algebra of events generated by random variables $L_{k}(m), m=1,2, \ldots, n$. It was shown in Deheuvels and Nevzorov (1994a) that the sequences $V(n)=A\left(L_{k}(n)\right)-n$ and $W(n)=\left\{A\left(L_{k}(n)\right)-n\right\}^{2}+D\left(L_{k}(n)\right)-n, n=1,2, \ldots$, are martingales with respect to the sequence of $\sigma$-algebras $\mathscr{T}_{k}(n), n=1,2, \ldots$ These results imply that for any $n=1,2, \ldots$,

$$
\mathrm{E}\left\{A\left(L_{k}(n)\right)\right\}=n
$$

and

$$
\operatorname{Var}\left(A\left(L_{k}(n)\right)\right)=n-\mathrm{E}\left\{D\left(L_{k}(n)\right)\right\}
$$

If $D(\infty)=\sum_{m=1}^{\infty}\left(\frac{k_{m}}{m}\right)^{2}<\infty$, then the latter equality can be rewritten as

$$
\operatorname{Var}\left(A\left(L_{k}(n)\right)\right)=n-D(\infty)+o(1) \text { as } \quad n \rightarrow \infty
$$

Some limit theorems were obtained for $L_{k}(n)$. For example, it was shown that if $\lim \sup \left(k_{n} / n\right)<1$, then as $n \rightarrow \infty$

$$
\begin{aligned}
& \left|\mathrm{P}\left\{A\left(L_{k}(n)\right)-n<x(C(n))^{1 / 2}\right\}-\Phi(x)\right|=O\left(n^{-1 / 2}\right), \\
& A\left(L_{k}(n)\right) / n \rightarrow 1
\end{aligned}
$$

and

$$
\lim \sup \pm \frac{A\left(L_{k}(n)\right)-n}{(2 C(n) \log \log C(n))^{1 / 2}}=1
$$

where $C(n)=B(A \leftarrow(n))$ and $A \leftarrow(n)=\inf \{m: A(m) \geq n\}$.
It needs to be mentioned here that Berred (1994a) has used some statistics based on $k_{n}$-records to estimate the shape parameter $\gamma$ of the generalized extreme value distribution with $\operatorname{cdf} G_{\gamma}(x)=\exp \left\{-(1+\gamma x)^{1 / \gamma}\right\}$.

## 23. Records in sequences of dependent random variables

As we have already seen, the classical record model requires independence of the original $X$ 's. There are only a few papers in which records in sequences of dependent random variables $X_{1}, X_{2}, \ldots$ have been investigated.

The simplest case in this direction is connected with sequences of exchangeable random variables. It is evident [see Rényi (1962), for example] that Theorem 4.1 and Lemma 4.1 are valid for exchangeable $X$ 's. Of course, Representations 4.1 and 4.2, Theorem 4.2 and Corollary 4.1 are also true if we consider sequences of exchangeable random variables $X_{1}, X_{2}, \ldots$. In this situation, all the results for record times as well as those for $k^{\text {th }}$ and $k_{n}$-record times which are based on the property of independence of indicators of records remain unchanged if one considers exchangeable random variables instead of independent random variables. Of course, de Finetti's representation of exchangeable random variables as a mixture of independent random variables is a tool to investigate the record values in this case. An example that showed how the distributions of record values $X(n)$ can be found for some stationary Gaussian sequences $X_{1}, X_{2}, \ldots$ was given by Nevzorov (1987a). Haiman (1987a) and Haiman and Puri (1993) used another method to study records from more general stationary Gaussian sequences. They obtained the following very curious result. Let $X_{n},-\infty<n<\infty$, be a stationary Gaussian sequence with zero means and covariance function $\Gamma(n)=\mathrm{E}\left(X_{i} X_{i+n}\right)$ and $Y_{n}, n=1,2, \ldots$ be a sequence of independent random variables each having the standard normal distribution. Further, let $L(n, k)$ and $X(n, k)$ denote the $k^{\text {th }}$ record values and the $k^{\text {th }}$ record times as defined in (3.1) and (3.2) with the following exception: Haiman and Puri defined $L(n, 1)$ as the first $n$, $n \geq k$, such that $X_{n-k+1: n}>\Omega$, where $\Omega$ is a fixed real number. They defined the
same way the $k^{\text {th }}$ record times $S(n, k)$ and the $k^{\text {th }}$ record values $R(n, k)$ based on $\Omega$ and a sequence $Y_{n}, n=1,2, \ldots$. It appears that under some conditions, for example, if $\sum_{n=1}^{\infty}|\Gamma(n)|<1 / 2$, then for some $\Omega$, there exist almost surely an $n_{0}$ and a $q$ such that for all $n>n_{0}, S(n, k)=L(n-q, k)$ and $R(n, k)=X(n-q, k)$. The main point of this almost sure invariance principle is the fact that under weak dependence conditions the distributions of some functionals in the case of dependent random variables behave almost the same way as in the case of independent random variables. Haiman (1987b, 1992) proved an analogous result (but only for $k=1$ ) for $m$-dependent sequences of random variables. He considered a stationary $m$-dependent sequence of random variables $X_{n}, n=1,2, \ldots$, which satisfy the following condition:

$$
\begin{array}{r}
\limsup _{u \rightarrow \omega}\left\{\sup _{u<v<z<\omega} \frac{\mathrm{P}\left\{X_{1}>u, v<X_{k}<z\right\}}{\left\{-\log \mathrm{P}\left(X_{1}>u\right)\right\}^{2+\beta} \mathrm{P}\left(v<X_{1}<z\right)}\right\} \\
<\infty, \quad 2 \leq k \leq m \tag{23.10}
\end{array}
$$

where $\omega=\sup \left\{x: \mathrm{P}\left(X_{1}<x\right)<1\right\}$ and $\beta$ is some positive constant.
Theorem 23.1. Let a stationary $m$-dependent sequence $X_{n}, n=1,2, \ldots$, satisfy condition (23.10). Then, there exists a probability space which carries, in addition to $\left\{X_{n}\right\}$, an i.i.d. sequence $\left\{Y_{n}, n \geq 1\right\}$ having the same marginal distribution and such that almost surely there exist an $n_{0}$ and a $q$ such that for all $n>n_{0}$, $S(n)=L(n-q)$ and $R(n)=X(n-q)$, where record times $L(n), S(n)$ and record values $X(n), R(n)$ are defined respectively on the sequences $\left\{X_{n}\right\}$ and $\left\{Y_{n}\right\}$, as in (3.3) and (3.4).

Biondini and Siddiqui (1975) [see also Pfeifer (1984b)] investigated Markov sequences $X_{1}, X_{2}, \ldots$ They proved that record values $X(1), X(2), \ldots$ inherit the Markov property of original random variables $X_{1}, X_{2}, \ldots$. Moreover, for stationary Markov sequences, they demonstrated the process of obtaining the transition density $h(x, y)$ of the sequence $X(1), X(2), \ldots$, knowing a transition density $p(x, y)$ of $X$ 's. It has been shown that

$$
\begin{align*}
h(x, y) & =p(x, y)+\int_{-\infty}^{x} k(x, t) p(t, y) d t \text { if } x<y \\
& =0 \text { if } x \geq y \tag{23.11}
\end{align*}
$$

where $k(x, y)$ can be found from the equation

$$
\begin{align*}
k(x, y) & =p(x, y)+\int_{-\infty}^{x} k(x, t) p(t, y) \mathrm{d} t \text { if } y \leq x \\
& =0 \text { if } y>x \tag{23.12}
\end{align*}
$$

Note that if $X_{1}, X_{2}, \ldots$ are independent and have a joint density function $f$, then $p(x, y)=f(y)$ and it follows from (23.12) that $k(x, y)=f(y)\left(1+\int_{-\infty}^{x} k(x, t) \mathrm{d} t\right)$ for $y \leq x$. Evidently, $k(x, y)=g(x) f(y)$, where $g(x)=1 /\{1-F(x)\}$. Now, (23.11)
corresponds to the result for the classical records. Biondini and Siddiqui (1975) also considered discrete Markov sequences. Investigations of records in Markov sequences under more mild restrictions were continued by Adke (1993). It has been shown by him that $\{(X(n), L(n)), n \geq 1\}$ generated by the Markov sequence $X_{1}, X_{2}, \ldots$ is itself a bivariate Markov sequence, and that $\{X(n), n \geq 1\}$ is also a Markov sequence. As for $\{L(n), n \geq 1\}$, in general, it is not a Markov chain. Some properties of record times were obtained for the Markov sequences $Y_{n}$ and $Z_{n}, n \geq 1$, defined as follows:

$$
\begin{aligned}
Y_{1} & =Z_{1}=X_{1}, Y_{n+1}=k \max \left(Y_{n}, X_{n+1}\right), 0<k<1 \\
Z_{n+1} & =\max \left(Z_{n}, X_{n+1}\right)-c, c>0, n=1,2, \ldots
\end{aligned}
$$

Andel (1990) investigated the probabilities $\mathrm{P}\left\{\xi_{n}=1\right\}$ that a record occurs at time $n$ for autoregressive processes with an exponentially distributed white noise. In his scheme $X_{1}$ has an exponential $\mathrm{E}(0, a /(1-b))$ distribution, $X_{n+1}=b X_{n}+Y_{n+1}, n=1,2, \ldots$, and $Y_{2}, Y_{3}, \ldots$ are independent exponential $\mathrm{E}(0, a)$ random variables, where $a>0$ and $0 \leq b<1$ are arbitrary constants.

## 24. Random record models

A large number of papers starting with Pickands (1971) dealt with the so-called [following Gaver (1976)] random record models. Let $P$ be a point process (usually, a homogeneous or nonhomogeneous Poisson process, renewal process, or birth process) with arrival times $0=\tau_{0}<\tau_{1}<\tau_{2}<\ldots$. Further, let $X_{0}, X_{1}, X_{2}, \ldots$ (as a rule, they are i.i.d. random variables, but sometimes one may consider dependent or nonstationary sequences) be associated with points $\tau_{0}, \tau_{1}, \tau_{2}, \ldots$, respectively. Then, the record times $L(n)$ based on the sequence of $X$ 's generate a new point process $P^{*}(t)$ with arrival times $\tau_{n}^{*}=\tau_{L(n)}$. Now let $\Delta^{*}(n)=\tau_{n}^{*}-\tau_{n-1}^{*}$ be the interrecord times for the process $P^{*}(t)$. Distributions of random variables $\tau_{n}^{*}$ and $\Delta^{*}(n)$ as well as several characteristics of the process $P^{*}(t)$ and some related problems have been discussed by Pickands (1971), Gaver (1976), Westcott (1977b, 1979), Gaver and Jacobs (1978), Embrechts and Omey (1983), Yakymiv (1986), Bruss (1988), Bruss and Rogers (1991), and Bunge and Nagaraja (1991, 1992a, b).

## 25. Nonstationary record models

In this section, we consider sequences of independent $X$ 's, which can have different distributions. Yang (1975) was the first one to consider records in a nonstationary scheme. We present here a review of some nonstationary record models, beginning with some models which can be regarded as a certain mixture of stationary and nonstationary schemes.

### 25.1. Pfeifer's model

Pfeifer (1982, 1984c) considered records in a scheme of series of i.i.d. random variables $X_{n 1}, X_{n 2}, \ldots, n=0,1,2, \ldots$. Let $F_{n}$ be the distribution function of random variables $X_{n 1}, X_{n 2}, \ldots$.. The sequence $\Delta(n), n=0,1,2, \ldots$, of inter-record times is recursively defined as follows:

$$
\Delta(0)=0 \text { and } \Delta(n)=\min \left\{j: X_{n j}>X_{n-1: \Delta(n-1)}\right\}, \quad n=1,2, \ldots .
$$

Then, following Pfeifer, $L(n)=1+\Delta(1)+\Delta(2)+\cdots+\Delta(n)$ and $X(n)=X_{u, \Delta(n)}$, $n=0,1,2, \ldots$, form sequences of record times and record values. It has been shown that under some additional restrictions, $(\Delta(n), X(n)), n=0,1, \ldots$ is a Markov chain. Pfeifer has also showed that if $F_{n}(x)=1-\exp \left(-\lambda_{n} x\right), x>0$, where $\lambda_{n}>0, n=1,2, \ldots$ then the random variables $X(n-1)$ and $\delta(n)=X(n)-X(n-1)$ are independent, and the distribution function of $\delta(n)$ coincides with $F_{n}$. Pfeifer (1984c) proved in addition some limit theorems for $\log \Delta(n)$.

The record model described above reflects situations where conditions of an experiment change after the occurrence of a new record value. For example, after the destruction of an old component, a modified one has to be used. Pfeifer's model was further discussed by Deheuvels (1984b) and Gupta (1984). Reliability properties of record values in Pfeifer's scheme have been studied by Kamps (1994). Kamps (1995, Section 1.7) has also considered $k_{n}$-records in Pfeifer's record model.

### 25.2. Balabekyan-Nevzorov's record model

The next scheme [see, for example, Balabekyan and Nevzorov (1986) and Rannen (1991)] to be described in this subsection combines elements of the i.i.d. model and a nonstationary scheme. It can be well illustrated by the following example. Let $m$ athletes have in succession $n$ starts each. Then, the distribution functions which correspond to their results $X_{1}, \ldots, X_{m}, \ldots, X_{n m}$ form a sequence $F_{1}, \ldots, F_{n m}$ such that $F_{r m+k}=F_{k}, 1 \leq k \leq m, 0 \leq r \leq n-1$, that is, we have $m$ different (nonstationarity!) distribution functions $F_{1}, \ldots, F_{m}$, and this group of distribution functions is repeated (an element of stationarity!) $n$ times. A value $m$ can be fixed or $m=m(n)$ may be permitted to increase to a certain degree with $n$, like $m(n)=o\left((\log n)^{1 / 2}\right)$. It turns out that the number of records $N(n m)$ among random variables $X_{1}, \ldots, X_{n m}$ has the same asymptotic distribution as in the i.i.d. scheme. It has been shown that

$$
\left|\mathbf{P}\left\{N(n m)-\log n<x(\log n)^{1 / 2}\right\}-\Phi(x)\right| \leq C g\left(m^{2} / \log n\right)
$$

where $C$ is an absolute constant, $g(x)=x^{1 / 4}$ (Balabekyan and Nevzorov), and $g(x)=\max \left\{x^{1 / 2}, x^{1 / 2} \log (1 / x)\right\}$ (the recent improvement due to Rannen). It follows from this estimate that the random variable $(\log L(n)-n) / n^{1 / 2}$ also asymptotically has a standard normal distribution. The main idea of the method is to compare the original sequence of $X$ 's and the sequence $Y_{r}=$
$\max \left\{X_{(r-1) m+1}, \ldots, X_{r m}\right\}, r=1,2, \ldots, n$. Evidently, $Y_{1}, \ldots, Y_{n}$ are independent random variables with the joint distribution function $G=\prod_{k=1}^{m} F_{k}$; consequently, we have the asymptotical normality of $N_{1}(n)$, where $N_{1}(n)$ is the number of records in the sequence $Y_{1}, \ldots, Y_{n}$. The second step involves estimating the difference $N_{2}(n)=N(n m)-N_{1}(n)$. Balabekyan and Nevzorov (1986) have proved that $0 \leq \mathrm{E}\left\{N_{2}(n)\right\} \leq 2(m-1)$. Rannen (1991) managed to show that for any $m=2,3, \ldots, n=1,2, \ldots$, and $k=1,2, \ldots$,

$$
\mathrm{E}\left\{N_{2}(n)\right\}^{k} \leq(m-1)^{k} k^{k+1}
$$

This implies that the second term in the sum $N(n m)=N_{1}(n)+N_{2}(m)$ is negligible with respect to $N_{1}(n)$. Therefore, the asymptotic behavior of $N(n m)$ is determined by $N_{1}(n)$.

### 25.3. Records in sequences with trend

Sports competitions give a remarkable material to illustrate the theory of records and to introduce new record models. We have a lot of data covering sometimes a century or two or even more longer periods in some instances. For example, Smith (1988) discussed athletic records for mile races beginning from 1860. No doubt, the assumptions of the classical record model can not be applied to the results of different athletes over such a long period of time. Changes in competition rules, a great progress in athletic equipments, new methods of training, and some other reasons force us to find more suitable schemes. Investigation of models with different trends seems to be very natural in this context. Note that the first results for records in sequences with a trend were given by Foster and Stuart (1954) and Foster and Teichroew (1955), where such models were introduced as an alternative to a null hypothesis considering the i.i.d. case. Recent results of this kind are due to Ballerini and Resnick (1985, 1987a), Smith and Miller (1986), de Haan and Verkade (1987), and Smith (1988); see also Ballerini (1987) and Nevzorov (1987a).

Smith (1988) considered a best result $Y_{n}$ in the $n^{\text {th }}$ year, $n=1,2, \ldots$, where $Y_{n}=X_{n}+c_{n}$ with $X_{1}, X_{2}, \ldots$ being an i.i.d. sequence, and $c_{n}$ being a nonrandom trend. Note that only the latest record in each year is presented in the sequence $\left\{Y_{n}\right\}$. Three types of distributions of $X$ 's (normal, Gumbel and generalized extreme value distributions) as well as three types of trends (linear, quadratic and exponential) were considered by Smith. He applied the maximum likelihood method to estimate parameters of the distribution of $X$ 's and also the unknown coefficients in the trend term. Smith used this method to analyze the record results for mile (1860-1985) and marathon (1909-1985) races and to determine the corresponding predictions of the future records in these two events.

The analogous model $Y_{n}=X_{n}+c_{n}, n=1,2, \ldots$, but only with the linear trend $c_{n}=c n, c>0$, was the subject of investigation of Ballerini and Resnick (1985). They gave a formula which will help one to compute explicitly or approximately the asymptotic record rate $p$, which is defined as $\lim \mathrm{P}\left\{Y_{n}\right.$ is a record $\}$ as $n \rightarrow \infty$. For example, for the standard normal distribution and $c=1, p=0.72506 \ldots$

The strong law of large numbers and central limit theorems were proved for $N(n)$ and $L(n)$. Ballerini and Resnick (1987a) considered next the model with a linear trend after relaxing the assumption of independence of $X$ 's. They took $\left\{X_{n}\right\}$ to be a doubly infinite, strictly stationary sequence. They then proved that, almost surely and in $L_{p}$ for $p>0, N(n) / n \rightarrow p$ as $n \rightarrow \infty$. One more result of Ballerini and Resnick is the following theorem.

Theorem 25.1. Let $\left\{X_{n}\right\}$ be strictly stationary, strong mixing sequence with mixing coefficients $\left\{\alpha_{n}\right\}, \mathrm{E}\left\{X^{n}\right\}<\infty$ and $\sum_{n=1}^{\infty} \alpha_{n}<\infty$. Then, as $n \rightarrow \infty$,

$$
\sup _{x} \mathrm{P}\left\{n^{1 / 2}(N(n) / n-p)<x\right\} \rightarrow \Phi(x) .
$$

The standard technique based on the equality $\mathrm{P}\{L(n) \geq m\}=\mathrm{P}\{N(m) \leq n\}$ will allow one to prove the corresponding limit theorems for the random variables $L(n)$ under this model.

## 25.4. $F^{\alpha}$-scheme

### 25.4.1. Yang's model

One more nonstationary record model was initiated by Yang (1975) who reasonably supposed that the breaking of sports records (for example, records in Olympic games) was due in some degree to the increase in the population of the world. Therefore, he considered a sequence of independent random variables $X_{n}$ with distribution functions $F_{n}=F^{m(n)}, n=1,2, \ldots$. Here, $F_{n}$ corresponds to the random variable $\max \left\{Y_{1}, Y_{2}, \ldots, Y_{m(n)}\right\}$, where $Y$ 's are independent random variables with a joint continuous distribution function $F$. The form of the coefficients $m(1), m(2), \ldots$ is due to the assumption that the population increases geometrically and we have $m(n)=\lambda^{n-1} m$, where $m=m(1)$ is the initial population size. Yang got the exact formula for $\mathrm{P}\{\Delta(n)>j\}$ and proved that as $n \rightarrow \infty$, $\lim \mathbf{P}\{\Delta(n)=j\}=(\lambda-1) / \lambda^{j}, j=1,2, \ldots$. These results were then applied to analyze records of nine consecutive Olympic games. Of course, it has been shown that the increasing population is not the main reason for the rapid breaking of Olympic records. Alpuim (1985) showed that $\Delta(n)$ asymptotically has the geometric distribution for more general sequences of coefficients $m(n)$ and even, under certain conditions, when these coefficients themselves are random variables. Meanwhile, Nevzorov (1981, 1984, 1985, 1986b,c) observed that indicators of records $\xi_{1}, \xi_{2}, \ldots$ stay independent in Yang's model. Moreover, these indicators are independent for any sequence of positive coefficients $m(1), m(2), \ldots$. This independence property of record indicators led to an intensive study of a new model.

### 25.4.2. Definition of $\boldsymbol{F}^{\alpha}$-scheme

We say that a sequence of independent random variables $X_{1}, X_{2}, \ldots$ with distribution functions $F_{1}, F_{2}, \ldots$ obeys the $\boldsymbol{F}^{\alpha}$-scheme if $F_{n}=F^{\alpha_{n}}, n=1,2, \ldots$, where $F$ is a continuous distribution function and $\alpha_{1}, \alpha_{2}, \ldots$ are arbitrary positive
numbers. Note that equal values of $\alpha$ 's lead to the classical record model. In addition to the above mentioned papers of Nevzorov, a number of other results connected with the $\boldsymbol{F}^{\alpha}$-scheme were given by Pfeifer $(1989,1991)$, Deheuvels and Nevzorov (1993), and Nevzorov (1990a, 1993, 1995). Further generalizations of the $\boldsymbol{F}^{\alpha}$-scheme were considered by Ballerini and Resnick (1987b), Pfeifer (1989) (the same marginal distributions as in the $\boldsymbol{F}^{\alpha}$-scheme, but a certain dependence structure of $X^{\prime}$ 's), and Deheuvels and Nevzorov (1994b) (mixtures of $\boldsymbol{F}^{\alpha}$-schemes).

### 25.4.3. Indicators of records

Let indicators of records $\xi_{1}, \xi_{2}, \ldots$ be as defined in Theorem 1. Nevzorov (1981, 1985) proved the independence of the indicators for any sequence of positive $\alpha_{1}, \alpha_{2}, \ldots$ and showed that $p_{n}=\operatorname{P}\left\{\xi_{n}=1\right\}=\alpha_{n} /\left(\alpha_{1}+\cdots+\alpha_{n}\right)$. It seems that this independence of indicators in a certain sense characterizes the $\boldsymbol{F}^{\alpha}$-scheme.

Theorem 25.2. [Nevzorov (1986b, 1993).] Let $X_{1}, X_{2}, \ldots, X_{n}$ be independent random variables with continuous distribution functions $F_{1}, F_{2}, \ldots, F_{n}$ and $0<F_{i}(a)<F_{i}(b)<1(1 \leq i \leq n-1)$ for some $a$ and $b,-\infty<a<b<\infty$. If the indicator $\xi_{n}$ and the vector $\left(\xi_{1}, \ldots, \xi_{n-1}\right)$ are independent for any distribution function $F_{n}$, then there exist positive constants $\alpha_{2}, \ldots, \alpha_{n-1}$ such that $F_{i}=F_{i}^{\alpha_{i}}$, $1 \leq i \leq n-1$, and $\xi_{1}, \ldots, \xi_{n-1}$ are also independent.

From a result of Ballerini and Resnick (1987b) dealing with a more general situation, it follows that the vector $\left(\xi_{1}, \ldots, \xi_{n}\right)$ and $M(n)=\max \left\{X_{1}, \ldots, X_{n}\right\}$ are independent for the $\boldsymbol{F}^{\alpha}$-scheme. This property also characterizes the $\boldsymbol{F}^{\alpha}$-scheme.

Theorem 25.3. [Nevzorov (1990b, 1993).] Let the distribution functions of independent random variables $X_{1}, X_{2}, \ldots, X_{n}$ be continuous and $0<F_{i}(a)<F_{i}(b)<1 \quad(1 \leq i \leq n)$ for some $a$ and $b,-\infty<a<b<\infty$. If $M(n)=\max \left\{X_{1}, \ldots, X_{n}\right\}$ and the vector $\left(\xi_{1}, \ldots, \xi_{n}\right)$ are independent, then there exist positive constants $\alpha_{2}, \ldots, \alpha_{n}$ such that $F_{i}=F_{1}^{\alpha_{i}}, 2 \leq i \leq n$, and the random indicators $\xi_{1}, \ldots, \xi_{n}$ are also independent.

Since $N(n)=\xi_{1}+\cdots+\xi_{n}$, we have

$$
\begin{equation*}
A(n)=\mathrm{E}\{N(n)\}=\sum_{k=1}^{n} p_{k}=\sum_{k=1}^{n} \frac{\alpha_{k}}{\alpha_{1}+\cdots+\alpha_{k}} \tag{25.13}
\end{equation*}
$$

and

$$
\begin{equation*}
B(n)=\operatorname{Var}(N(n))=A(n)-\sum_{k=1}^{n}\left(\frac{\alpha_{k}}{\alpha_{1}+\cdots+\alpha_{k}}\right)^{2} \tag{25.14}
\end{equation*}
$$

In the following, we take $S(n)=\alpha_{1}+\cdots+\alpha_{n} \rightarrow \infty$ and $n \rightarrow \infty$. It follows from Dini's test that only when $A(n) \rightarrow \infty, \mathrm{P}\{N(n)<\infty\}=1$. It means that in this case any record time $L(n)$ exists with probability one. Without loss of generality, we can take $\alpha_{1}=1$.

### 25.4.4. Distributions of records times

Note that distributions of $N(n)$ and $L(n)$ in the $\boldsymbol{F}^{\alpha}$-scheme as well as in the classical model do not depend on the continuous distribution function $F$. The independence of indicators $\xi_{1}, \xi_{2}, \ldots$ leads us to the following equalities [ Nev zorov (1985)]:

$$
\begin{aligned}
& \mathrm{P}\left\{L(1)=1, L(2)=m_{2}, \ldots, L(n)=m_{n}\right\} \\
& =\left(\prod_{r=2}^{n} \frac{\alpha_{m_{r}}}{S\left(m_{r}-1\right)}\right) / S\left(m_{n}\right) \quad \text { for } 1<m_{2}<\cdots<m_{n}
\end{aligned}
$$

and

$$
\begin{aligned}
\mathrm{P}\{L(n) & =j \mid L(1), L(2), \ldots, L(n-2), L(n-1)=i\} \\
& =S(i)\left(\frac{1}{S(j-1)}-\frac{1}{S(j)}\right) \quad \text { and } j>i \geq n-1
\end{aligned}
$$

One can now see that the sequence $L(n), n=1,2, \ldots$, forms a Markov chain, and

$$
\mathrm{P}\{L(n)=j \mid L(n-1)=i\}=S(i)\left(\frac{1}{S(j-1)}-\frac{1}{S(j)}\right)
$$

and

$$
\mathrm{P}\{L(n)>j \mid L(n-1)=i\}=S(i) / S(j) \quad \text { for } j>i
$$

25.4.5. Relationship between $\boldsymbol{F}^{\alpha}$ - and other record schemes

Shorrock (1972a) showed that distributions of record times $\{L(n+1), n \geq 1\}$ in the i.i.d. model coincide with distributions of record values $\{Y(n), n \geq 1\}$ in a sequence of independent integer-valued random variables $Y_{1}, Y_{2}, \ldots$ such that $\mathrm{P}\left\{Y_{k}>n\right\}=1 / n$ for $k=1,2, \ldots$ and $n=1,2, \ldots$ Nevzorov (1985) proved that the distributions of $Y(n)$ for all sequences of i.i.d. random variables $Y_{1}, Y_{2}, \ldots$ taking values $2,3, \ldots$ with positive probabilities can be embedded in the $\boldsymbol{F}^{\alpha}$ scheme with suitably chosen coefficients $\alpha_{1}, \alpha_{2}, \ldots$ As a matter of fact, if $\alpha_{1}=1$, $\alpha_{r}=\left(1 / \mathrm{P}\left\{Y_{1}>r\right\}\right)-\left(1 / \mathrm{P}\left\{Y_{1}>r-1\right\}\right), r=2,3, \ldots$, and $1=L(1)<L(2)<\cdots$ are the corresponding record times for this $F^{\alpha}$-scheme, then for any $n=1,2, \ldots$,

$$
\{L(1), L(2), \ldots, L(n)\} \stackrel{d}{=}\{Y(0), Y(1), \ldots, Y(n-1)\}
$$

where $1=Y(0)<Y(1)<\cdots$ are the record values based on $Y_{1}, Y_{2}, \ldots$. Deheuvels and Nevzorov (1993) gave an analogous result for the $k^{\text {th }}$ record values from discrete sequences. In this case, one has to take $\alpha_{1}=1$ and $\alpha_{r}=\left(\mathrm{P}\left\{Y_{1}>r\right\}\right)^{-k}-\left(\mathrm{P}\left\{Y_{1}>r-1\right\}\right)^{-k}, r=2,3, \ldots$, to obtain the result

$$
\{L(1), L(2), \ldots, L(n)\} \stackrel{d}{=}\{Y(0, k), Y(1, k), \ldots Y(n-1, k)\},
$$

where $1=Y(0, k)<Y(1, k)<\cdots$ are the $k^{\text {th }}$ record values based on the sequence $Y_{1}, Y_{2}, \ldots$..

Of course, the classical record times corresponds to the case of $\boldsymbol{F}^{\alpha}$-scheme with equal coefficients. As for the $k^{\text {th }}$ record times $L(n, k)$, Deheuvels and Nevzorov proved that

$$
\{L(1, k), \ldots, L(n, k)\} \stackrel{d}{=}\{L(1)+k-1, \ldots, L(n)+k-1\}, n=1,2, \ldots
$$

where $1=L(1)<L(2)<\cdots$ are the record times for the $F^{\alpha}$-scheme with the coefficients $\alpha_{n}=\binom{k-1}{k+n-2}, n=1,2, \ldots$ They also showed that the $k_{n}$-record times $L_{k}(n)$, under the condition $k_{1}=1,0<k_{n}<n, n=2,3, \ldots$, have the same distribution as the record times $L(n)$ in the $\boldsymbol{F}^{\alpha}$-scheme with the coefficients $\alpha_{1}=1$ and $\alpha_{n}=k_{n}(n-1)!/ \prod_{i=2}^{n}\left(i-k_{i}\right)$.

### 25.4.6. Martingale properties of record times

There are three known classical sequences of martingale sequences generated by sums $S_{n}=X_{1}+\cdots+X_{n}, n=0,1,2, \ldots$ of independent random variables. They are: $\quad T_{1}(n)=S_{n}-\mathrm{E}\left\{S_{n}\right\}, \quad T_{2}(n)=\left(S_{n}-\mathrm{E}\left\{S_{n}\right\}\right)^{2}-\operatorname{Var}\left(S_{n}\right) \quad$ and $\quad T_{3}(n)=$ $\lambda^{S_{n}} / \mathrm{E}\left\{\lambda^{S_{n}}\right\}, n=1,2, \ldots$. Substitution of sequences of Markov times $\tau_{1}<\tau_{2}<\ldots$ usually leads to new martingale sequences $V_{i}(n)=T_{i}\left(\tau_{n}\right), n=1,2, \ldots, i=1,2,3$. One may take $N(n)=\xi_{1}+\cdots+\xi_{n}$ and $L(n)$ as $S_{n}$ and $\tau_{n}$, respectively, guess the form of new martingale sequence, and then prove the martingale property of the obtained sequences. To simplify the form of these sequences, we can use the identity $N(L(n))=n$. This, in fact, was utilized by Deheuvels and Nevzorov (1993) to obtain the following results. Let $A(n), B(n)$ and $p_{n}$ be defined as in (25.13) and (25.14), and $\mathscr{T}_{n}$ be a $\sigma$-algebra of events generated by random variables $L(1), L(2), \ldots, L(n), n \geq 1$.

Theorem 25.4. Let $S(n)=\alpha_{1}+\cdots+\alpha_{n} \rightarrow \infty$ as $n \rightarrow \infty$. Then, the sequences of random variables

$$
\begin{aligned}
& V_{1}(n)=A(L(n))-n \\
& V_{2}(n)=\{A(L(n))-n\}^{2}-B(L(n)) \\
& V_{3}(n)=s^{n} / \prod_{j=1}^{L(n)}\left(1-p_{j}+p_{j} s\right), \quad n=1,2, \ldots
\end{aligned}
$$

form martingales with respect to $\sigma$-algebras $\mathscr{T}_{n}, n=1,2, \ldots$, and $\mathrm{E}\left\{V_{k}(n)\right\}=0$ for any $k=1,2,3$, and $n \geq 1$.

Note that, in the above definition of $V_{3}(n)$, the parameter $s$ can not be equal to $1-1 / p_{j}$. For example, we can suppose that $s>0$.

### 25.4.7. Moments of record times

A number of moment properties of record times $L(n)$ can be obtained as corollaries of Theorem 25.4.

Corollary 25.1. For any $n=1,2, \ldots$,
(i) $\mathrm{E}\{A(L(n))\}=n$;
(ii) $\operatorname{Var}(A(L(n)))=n-\mathrm{E}\{D(L(n))\}$, where $\quad D(n)=A(n)-B(n)=$ $\sum_{k=1}^{n}\left(\frac{\alpha_{k}}{\alpha_{1}+\cdots+\alpha_{k}}\right)^{2}$, and if $D=D(\infty)<\infty$, then $D(A(L(n)))=n-D+o(1)$ as $n \rightarrow \infty$,
(iii) $\exp (-c n) \leq \mathrm{E}\{\exp (-c A(L(n)))\} \leq \exp (-n \log (1+c))$ if $c>0$;
(iv) $\mathrm{E}\left\{(S(L(n)))^{-c}\right\} \leq \alpha_{1}^{-c}(1+c)^{-n}, c>0$.

Nevzorov (1985) obtained some other inequalities for record times $L(n)$ and inter-record times $\Delta(n)=L(n)-L(n-1)$. Let us now choose any continuous strictly increasing function $S(x), x \geq 1$, and introduce coefficients $\alpha_{1}, \alpha_{2}, \ldots$ as $\alpha_{n}=S(n)-S(n-1)$ for $n=1,2, \ldots$ Without loss of generality, we suppose that $S(1)=\alpha_{1}=1$ and $S(x) \rightarrow \infty$ as $x \rightarrow \infty$. Then, the following inequalities are valid:

$$
\begin{aligned}
& \int_{1}^{\infty} \frac{1}{S(x)} \mathrm{d} x \leq \mathrm{E}\{\Delta(2)\}=\mathrm{E}\{L(2)\}-1=\sum_{k=2}^{\infty} \frac{1}{S(k)} \leq \int_{1}^{\infty} \frac{1}{S(x)} \mathrm{d} x+1, \\
& c_{1}\left(c_{1}+1\right)^{n-2} \leq \mathrm{E}\{\Delta(n)\} \leq\left(c_{2}+1\right)^{n-1}
\end{aligned}
$$

and

$$
\left(c_{1}+1\right)^{n-1} \leq \mathrm{E}\{L(n)\} \leq\left\{\left(c_{2}+1\right)^{n}-1\right\} / c_{2}, \quad n=3,4, \ldots
$$

where

$$
c_{1}=\inf _{x \geq 1} \frac{S(x)}{x} \int_{x}^{\infty} \frac{1}{S(t)} \mathrm{d} t \quad \text { and } \quad c_{2}=\sup _{x \geq 1} \frac{S(x)}{x} \int_{x}^{\infty} \frac{1}{S(t)} \mathrm{d} t .
$$

In particular, $c_{1}=c_{2}=1 /(\gamma-1)$ if $S(x)=x^{\gamma}, \gamma>1$. It is easy to see that $\mathrm{E}\{L(n)\}<\infty$ and $\mathrm{E}\{\Delta(n)\}<\infty$ for any $n \geq 2$ if, for example, $S(x)$ is a regularly varying function with index $\gamma>1$.
25.4.8. Limit theorems for record times

Some asymptotic results for record times were given by Nevzorov (1985, 1986c, 1995).

Theorem 25.5. Let $S(x) \rightarrow \infty$ and $\frac{S(x)}{S(x+1)} \rightarrow 1$ as $x \rightarrow \infty$. Then, for any $k>1$, as $n \rightarrow \infty$, the random variables

$$
R_{1}(n)=\frac{S(L(n))}{S(L(n+1))}, \ldots, R_{k}(n)=\frac{S(L(n+k-1))}{S(L(n+k))}
$$

are asymptotically independent and

$$
\lim \mathbf{P}\left\{\frac{S(L(n))}{S(L(n+1))}<x\right\}=x \text { for } 0<x<1
$$

Theorem 25.6. Let $S(x)$ be a regularly varying function with positive index $\gamma$. Then, for any fixed $k>1$, the random variables $\left(\frac{L(n+m-1)}{L(n+m)}\right)^{\gamma}, m=1,2, \ldots, k$, are asymptotically independent and $\lim \mathrm{P}\left\{\frac{L(n)}{L(n+1)}<x^{1 / \gamma}\right\}=x$ for $0<x<1$, as $n \rightarrow \infty$.

Corollary 25.2. Under the assumptions of Theorem 25.6, as $n \rightarrow \infty$,

$$
\begin{aligned}
\lim \mathrm{P}\left\{\frac{\Delta(n)}{L(n+1)}>x\right\} & =(1+x)^{-\gamma}, \\
\lim \mathrm{P}\left\{\frac{\Delta(n)}{L(n)}>x\right\} & =(1-x)^{-\gamma}, \\
\lim \mathrm{P}\left\{\frac{\Delta(n+1)}{\Delta(n)}>x\right\} & =H_{\gamma}(x)=\gamma x^{-\gamma} \int_{0}^{x} \frac{y^{\gamma-1}}{1+y} \mathrm{~d} y, \quad x>0
\end{aligned}
$$

where, in particular, $H_{1}(x)=\frac{\log (1+x)}{x}$ and $H_{2}(x)=\frac{2}{x}-\frac{2 \log (1+x)}{x^{2}}$.
Central limit theorems for random variables $N(n), A(L(n))$ and $\log S(L(n))$ have been obtained by Nevzorov (1986c, 1995).

### 25.4.9. Limit theorems for record values

The independence of $M(n)$ and the indicators $\xi_{1}, \ldots, \xi_{n}$ implies that $\mathrm{P}\{X(n)<x\}=\mathrm{E}\left\{(F(x))^{L(n)}\right\}$. Since we know the asymptotic properties of $L(n)$, this result can be used to obtain limit theorems for record values [see Nevzorov (1995)]. The main result obtained there is that the set of all possible asymptotic distributions of suitably normalized record values $X(n)$, under some conditions on sequences of the coefficients $\alpha_{1}, \alpha_{2}, \ldots$, in the $\boldsymbol{F}^{\alpha}$-scheme coincides with the corresponding asymptotic distributions in the stationary scheme.

### 25.4.10. Applications of the $\boldsymbol{F}^{\alpha}$-scheme

We mentioned earlier that the record models with a trend were applied for forecasting records in sports events. Quite often, in this situation one takes an extreme value distribution as the distribution of initial $X$ 's. Note that if $X_{1}, X_{2}, \ldots$ have a common distribution function $F(x)=\exp \{-\exp \{-(x-a) / b\}\}$, then the distribution functions $F_{j}(x)$ of random variables $Y_{j}=X_{j}+c j, c>0, j=1,2, \ldots$, have the form $F_{j}(x)=(F(x))^{\alpha_{j}}$, where $\alpha_{j}=\exp \{c j / b\}$. In this case, the results for the $F^{\alpha}$-scheme can be used to simplify arguments [see also Nevzorov (1987a), Examples 9.2 and 9.3]. If we have the i.i.d. scheme, all $n!$ permutations of ranks $(1,2, \ldots, n)$ of random variables $X_{1}, X_{2}, \ldots, X_{n}$ as well as all orderings of these random variables have equal probabilities. It means that $\max \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ has equal probabilities $1 / n$ to coincide with the first sample element, with the second element,.., and with the last of $X$ 's. Note also that this maximum has to be the last record value in a sequence $X_{1}, X_{2}, \ldots, X_{n}$. This is the reason why we can apply the results on the classical record model to solve the so-called secretary problem. Pfeifer (1989, 1991) considered some situations with non-equiprobable orderings or ranks. In his case, $\mathrm{P}\left\{\max \left(X_{1}, X_{2}, \ldots, X_{n}\right)=X_{j}\right\}=\alpha_{j} /\left(\alpha_{j}+\cdots+\alpha_{n}\right)$,
$j=1,2, \ldots, n$. Pfeifer showed that one can get this case with the help of the $F^{\alpha}$ scheme. He used the independence of record indicators and some other results for the $\boldsymbol{F}^{\alpha}$-scheme to solve non-homogeneous "secretary problem" and to analyze the probabilistic behavior of some searching algorithms (the linear search for the maximum of $n$ elements by comparisons) in models with non-equiprobable orderings of elements.

### 25.4.11. Mixture of $\boldsymbol{F}^{\alpha}$-schemes

We mentioned earlier that the independence of record indicators characterizes in some sense $\boldsymbol{F}^{\alpha}$-schemes and one can not expect this property to be true for sequences $X_{1}, X_{2}, \ldots$ with arbitrary distribution functions $F_{1}, F_{2}, \ldots$. It seems that we can, however, combine sequences $F_{1}, F_{2}, \ldots$. The first results in this direction were obtained by Nevzorov (1987a) and Deheuvels and Nevzorov (1994b).

For any continuous distribution function $F$, we consider a set $\mathscr{T}(F)$ of distribution functions defined as follows: $G \in \mathscr{T}(F)$ if there exists a distribution function $H(H(0)=0)$ such that

$$
G(x)=\int_{0}^{\infty}(F(x))^{\alpha} H\{\mathrm{~d} \alpha\}, \quad-\infty<x<\infty
$$

One can present $G(x)$ as $\mathrm{E}\left\{(F(x))^{v}\right\}$, where a random variable, $v$, has the distribution function $H$. In the following, we will suppose that $\mathrm{P}\{v>0\}=1$. Then, we say that a sequence of independent random variables $X_{1}, X_{2}, \ldots$ with distribution functions $F_{1}, F_{2}, \ldots$ belongs to a set $\mathscr{T}\left(F, v_{1}, v_{2}, \ldots\right)$, where positive random variables $v_{1}, v_{2}, \ldots$ have distribution functions $H_{1}, H_{2}, \ldots$, respectively, if

$$
\begin{equation*}
F_{k}(x)=\int_{0}^{\infty}(F(x))^{\alpha} H_{k}\{\mathrm{~d} \alpha\}, \quad k=1,2, \ldots \tag{25.15}
\end{equation*}
$$

We will now discuss records from sequences of random variables $X_{1}, X_{2}, \ldots$ having distribution functions of the form (25.15). Smirnov's transformation implies that the distributions of record times are preserved if we consider a set $\mathscr{T}\left(F_{0}, v_{1}, v_{2}, \ldots\right)$ instead of any set $\mathscr{T}\left(F, v_{1}, v_{2}, \ldots\right)$, where $F_{0}(x)=x, 0<x<1$.

Let us consider a sequence of $X$ 's with distribution functions $F_{k}(x)$, $k=1,2, \ldots$, as defined in (25.15). Conditionally, if $v_{1}=\alpha_{1}, v_{2}=\alpha_{2}, \ldots$, we have the $\boldsymbol{F}^{\alpha}$-scheme with coefficients $\alpha_{1}, \alpha_{2}, \ldots$ and $N(n)$ can be represented as a sum of independent indicators $\xi_{1}\left(\alpha_{1}\right)+\cdots+\xi_{n}\left(\alpha_{n}\right)$. Therefore,

$$
\begin{aligned}
\mathrm{P}\{N(n)<x\}=\int_{0}^{\infty} \cdots \int_{0}^{\infty} & \mathrm{P}\left\{\xi_{1}\left(\alpha_{1}\right)+\cdots+\xi_{n}\left(\alpha_{n}\right)<x\right\} \\
& H_{1}\left\{\mathrm{~d} \alpha_{1}\right\} \cdots H_{n}\left\{\mathrm{~d} \alpha_{n}\right\}
\end{aligned}
$$

The normal approximation of $\mathrm{P}\left\{\xi_{1}\left(\alpha_{1}\right)+\cdots+\xi_{n}\left(\alpha_{n}\right)<x\right\}$ leads to the fact that asymptotic distributions of $N(n)$ in this model are expressible as mixtures of normal distributions. Deheuvels and Nevzorov then obtained a number of estimates of the difference

$$
\delta_{n}=\left|\mathrm{P}\{N(n)<x\}-\mathrm{E} \Phi\left(\frac{x-\log \left(\left(v_{1}+\cdots+v_{n}\right) / v_{1}\right)}{\left(\log \left(\left(v_{1}+\cdots+v_{n}\right) / v_{1}\right)\right)^{1 / 2}}\right)\right|
$$

For example, they showed that if the sequence $X_{1}, X_{2}, \ldots$ belongs to a set $\mathscr{T}\left(F, v_{1}, v_{2}, \ldots\right)$, then

$$
\delta_{n} \leq c \mathrm{E}\left\{\left(1+\sum_{k=2}^{n} \frac{v_{k}^{2}}{\left(v_{1}+\cdots+v_{k-1}\right)^{2}}\right) /\left(\log \frac{v_{1}+\cdots+v_{n}}{v_{1}}\right)^{1 / 2}\right\}
$$

where $c$ is an absolute constant. Denote now $e_{n}=\mathrm{E}\left\{v_{n}\right\}$ and $d_{n}=\operatorname{Var}\left(v_{n}\right)$, $n=1,2, \ldots$.. As $n \rightarrow \infty$, let $e_{1}+e_{2}+\cdots+e_{n} \rightarrow \infty$ and $\left(d_{1}+\cdots+d_{n}\right) /$ $\left(e_{1}+\cdots+e_{n}\right)^{2} \rightarrow 0$. Also let $0<v_{k} \leq A<\infty$ for $k=1,2, \ldots$. Then,

$$
\Delta_{n}=\left|\mathbf{P}\{N(n)<x\}-\Phi\left(\frac{x-\log \left(e_{1}+\cdots+e_{n}\right)}{\left(\log \left(e_{1}+\cdots e_{n}\right)\right)^{1 / 2}}\right)\right| \rightarrow 0
$$

as $n \rightarrow \infty$, and, moreover, there exists a constant $c(A)$, depending on $n$ only, such that

$$
\Delta_{n} \leq c(A)\left\{\left(\log \left(e_{1}+\cdots+e_{n}\right)\right)^{-1 / 2}+\left(d_{1}+\cdots+d_{n}\right) /\left(e_{1}+\cdots+e_{n}\right)^{2}\right\}
$$

The latter result implies the asymptotic normality of the random variables $\{\log e(L(n))-n\} / n^{1 / 2}$, where $e(n)=e_{1}+e_{2}+\cdots+e_{n}$. It needs to be mentioned that this method also works in the case of dependent $X$ 's.

### 25.5. Records in Archimedean copula processes

Recently, Ballerini (1994), Nevzorova, Nevzorov and Balakrishnan (1997), and Bagdonavicius, Malov and Nikulin (1997) all discussed some properties of records from Archimedean copula processes (AC processes). In this model, initial random variables $X_{1}, X_{2}, \ldots$ are dependent in general and can have different distributions. A sequence $X_{1}, X_{2}, \ldots$ with marginal distribution functions $F_{1}, F_{2}, \ldots$ is said to be an $A C$ process if for any $n=1,2, \ldots$, one has

$$
\begin{equation*}
P\left\{X_{1}<t_{1}, \ldots, X_{n}<t_{n}\right\}=B\left(\sum_{i=1}^{n} A\left(F_{i}\left(t_{i}\right)\right)\right) \tag{25.17}
\end{equation*}
$$

where $B$ is a dependence function such that $B(0)=1$ and $B$ is completely monotone, and $A$ is the inverse of the function $B$. Ballerini (1994) studied in detail the special case of AC process with $B(s)=\exp \left\{-s^{1 / \gamma}\right\}, \gamma \geq 1$, and $F_{i}(x)=(F(x))^{\alpha_{i}}$, $i=1,2, \ldots$, where $F(x)$ is a continuous distribution function and $\alpha_{1}, \alpha_{2}, \ldots$ are positive constants. In this case,

$$
\begin{equation*}
P\left\{X_{1}<t_{1}, \ldots, X_{n}<t_{n}\right\}=\exp \left\{-\left(\sum_{i=1}^{n}\left\{-\log \left(F\left(t_{i}\right)\right)^{\alpha_{i}}\right\}^{\gamma}\right)^{1 / \gamma}\right\} \tag{25.18}
\end{equation*}
$$

and if $\gamma=1$ the distributions in (25.18) coincide with the ones in the $F^{\alpha}$-scheme. For $\gamma>1$, the marginal distributions of $X_{1}, X_{2}, \ldots$ are the same as in the $F^{\alpha}$ scheme while these random variables are dependent. Ballerini incidentally called his model as a dependent $F^{\alpha}$-scheme. Under this model, he proved that record indicators $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and maximal value $M(n)=\max \left\{X_{1}, X_{2}, \ldots, X_{n}\right\}$ are independent for any $n=1,2, \ldots$.

Nevzorova, Nevzorov and Balakrishnan (1997) considered more general AC processes. In their construction, $B(s)$ is any complete monotone function such that $B(0)=1$. It means that $B(s)$ coincides with a Laplace transform of some proper distribution. Marginal distribution functions $F_{1}, F_{2}, \ldots$ are taken to be

$$
\begin{equation*}
F_{n}(x)=B\left(c_{n} A(F(x))\right), \quad n=1,2, \ldots, \tag{25.19}
\end{equation*}
$$

where $F(x)$ is any continuous distribution function and $c_{1}, c_{2}, \ldots$ are positive constants. Then

$$
\begin{align*}
P\left\{X_{1}<t_{1}, \ldots, X_{n}<t_{n}\right\} & =H\left(t_{1}, \ldots, t_{n}\right)=B\left(\sum_{i=1}^{n} A\left(F_{i}\left(t_{i}\right)\right)\right) \\
& =B\left(\sum_{i=1}^{n} c_{i} R\left(t_{i}\right)\right) \tag{25.20}
\end{align*}
$$

where $R(t)=A(F(t))$.
It is easy to see that this construction includes the case considered by Ballerini $\left(B(s)=\exp \left\{-s^{1 / \gamma}\right\}, \gamma \geq 1\right)$ and gives some new families of marginal distributions as well. For example, if we take $B(s)=\frac{1}{1+s}$ which is the Laplace transform of the standard exponential distribution, then

$$
\begin{equation*}
F_{n}(x)=\frac{F(x)}{c_{n}+\left(1-c_{n}\right) F(x)}, \quad n=1,2, \ldots \tag{25.21}
\end{equation*}
$$

Theorem 25.7. Let $X_{1}, X_{2}, \ldots$ be an AC process with joint distributions $H\left(t_{1}, \ldots, t_{n}\right)$ as given in (25.20). Then for any $n=1,2, \ldots$, the record indicators $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and the maxima $M(n)$ are independent.

Under some natural restrictions on the marginal distribution functions $F_{1}, F_{2}, \ldots$ (as in Theorem 27.2), Nevzorova, Nevzorov and Balakrishnan (1997) proved that if

$$
H\left(t_{1}, \ldots, t_{n}\right)=B\left(\sum_{k=1}^{n} A\left(F_{k}\left(t_{k}\right)\right)\right), \quad n=1,2, \ldots
$$

and random variables $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and $M(n)$ are independent for any $n=1,2, \ldots$, then the multivariate distributions $H\left(t_{1}, \ldots, t_{n}\right)$ are of the form

$$
\begin{equation*}
H\left(t_{1}, \ldots, t_{n}\right)=B\left(\sum_{k=1}^{n} c_{k} R\left(t_{k}\right)\right) \tag{25.22}
\end{equation*}
$$

Thus, this independence property provides a characterization for the class of dependent distributions in (25.22).

## 25.6. $B R$-scheme

We discuss here a model which was suggested by Ballerini and Resnick (1987b). This BR (Ballerini-Resnick)-scheme is a generalization of the $\boldsymbol{F}^{\alpha}$-scheme for sequences of dependent random variables $X_{1}, X_{2}, \ldots$.

Let $Y(t), 0<t<\infty$, be an extremal- $F$ process with finite dimensional distribution functions

$$
\begin{aligned}
F_{t_{1}, \ldots, t_{n}}\left(x_{1}, \ldots, x_{n}\right)= & F^{t_{1}}\left(\min \left(x_{1}, \ldots, x_{n}\right)\right) F^{\left(t_{2}-t_{1}\right)}\left(\min \left(x_{2}, \ldots, x_{n}\right)\right) \\
& \cdots F^{\left(t_{n}-t_{n-1}\right)}\left(x_{n}\right), 0<t_{1}<t_{2}<\cdots<t_{n}
\end{aligned}
$$

Consider a sequence of random variables $X_{1}, X_{2}, \ldots$ for which the sequence of successive maxima $M(n)=\max \left\{X_{1}, \ldots, X_{n}\right\}, n=1,2, \ldots$, can be embedded in some extremal- $F$ process $Y(t)$, where $F$ is continuous. It means that there exists an increasing sequence of numbers $0=a_{0}<a_{1}<\cdots$ (we will suppose that $a_{n} \rightarrow \infty$ as $n \rightarrow \infty$ ) such that $\{M(n)\}_{n=1}^{\infty} \stackrel{d}{=}\left\{Y\left(a_{n}\right)\right\}_{n=1}^{\infty}$. Note that if $X_{1}, X_{2}, \ldots$ are independent, then their distribution functions $F_{1}, F_{2}, \ldots$ have the form $F_{n}=F^{\alpha_{n}}$, $n=1,2, \ldots$, where $\alpha_{n}=a_{n}-a_{n-1}$. It means that the successive maxima $M(n)$, $n=1,2, \ldots$, for initial $X$ 's has the same distributions as the corresponding maxima for the $F^{x}$-scheme with coefficients $\alpha_{n}=a_{n}-a_{n-1}, n \geq 1$. Therefore, the distributions of record times and record values (which undoubtedly are determined by sequences of maxima) for both sequences coincide and so one can have for the BR -scheme all the results which are proved for the $\boldsymbol{F}^{\alpha}$-scheme. Ballerini and Resnick showed that for any $n=2,3, \ldots$, the record indicators $\xi_{1}, \xi_{2}, \ldots, \xi_{n}$ and $M(n)$ are independent in the BR-scheme. They also proved some traditional limit theorems for random variables $N(n)$ and $L(n)$. It has also been shown that if the maxima $M(n)$ suitably normalized have a limit law, then the vectors $\{M(n), N(n), L(n)\}$ have a joint limit law. The following natural result was given for the record values: as $n \rightarrow \infty$, if $\mathbf{P}\{M(n)-b(n)<x a(n)\} \rightarrow G(x)$ where $G$ is one of the three extreme value distributions, then $\mathrm{P}\{X(n)-$ $b(L(n))<x a(L(n))\} \rightarrow G(x)$. It should be mentioned that limit theorems for record values $X(n)$ under nonrandom normalization obtained by Nevzorov (1995) as well as other results for the records in the $\boldsymbol{F}^{\alpha}$-scheme are valid for the BRscheme.

## 26. Multivariate records

The definition of records is clearly closely connected with the ordering of random variables. Therefore, it will be natural that multidimensional generalizations of records require the existence of some order in the corresponding set. Goldie and Resnick (1989, 1994) [see also Kinoshita and Resnick (1989)] introduced multivariate records in a partially ordered set. They obtained some results for general partial orders, but the most interesting theorems are formulated for independent identically distributed $R^{2}$-valued random vectors $\mathbf{X}_{n}=\left(X_{n}^{(1)}, X_{n}^{(2)}\right), n=1,2, \ldots$, with a common joint distribution function $F$. Several definitions of records in $R^{2}$ have been suggested. For example, $\mathbf{X}_{n}$ is a record if simultaneously $X_{n}^{(1)}>\max \left(X_{1}^{(1)}, \ldots, X_{n-1}^{(1)}\right)$ and $X_{n}^{(2)}>\max \left(X_{1}^{(2)}, \ldots, X_{n-1}^{(2)}\right)$, or $\mathbf{X}_{n}$ is a record if it falls outside the convex hull of $\mathbf{X}_{1}, \ldots, \mathbf{X}_{n-1}$. Let us consider the first of these two definitions of records. If vectors $\mathbf{X}_{n}$ have independent coordinates and marginal distributions of components $X^{(1)}$ and $X^{(2)}$ are continuous, then $\mathrm{P}\left\{\mathbf{X}_{n}\right.$ is a record $\}=1 / n^{2}$ and the total number $N$ of records in a sequence $\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots$ is almost surely finite. The following result is a rather curious one.

Theorem 26.1. Let $F$ be continuous and in the domain of attraction of the bivariate extreme-value distribution $G$. Then $\mathrm{P}(N<\infty)=1$ or $\mathrm{P}(N=\infty)=1$ according as $G$ is or is not a product measure.

It follows from this theorem that $\mathrm{P}(N<\infty)=1$ for the bivariate normal distribution with correlation $\rho<1$. An analogous property for the number of records $N(A)$ in some rectangle $A$ is governed by the hazard measure $H$ defined as follows: $H(\mathrm{~d} x)=\mathrm{P}\left(\mathbf{X}_{1} \in \mathrm{~d} x\right) \mathrm{P}\left(\left\{\mathbf{X}_{1}<x\right\}^{c}\right)$. It turns out that $\mathrm{P}(N(A)<\infty)=1$ or $\mathrm{P}(N(A)=\infty)=1$ according as $H(A)<\infty$ or $H(A)=\infty$.

Since it is typical that the total number of records in a sequence $\mathbf{X}_{1}, \mathbf{X}_{2}, \ldots$ is finite, Goldie and Resnick (1994) suggested studying the behavior of the records in a fixed rectangle $A$ conditional on the fact there exists a large number of records $N(A)$ in the rectangle. They have proved some limit theorems connected with this situation.

## 27. Relations between records and other probabilistic and statistical problems

We have already mentioned that records are used for tests of some statistical hypotheses (the hypothesis of absence of a trend, constancy of a variance against natural alternatives, and the hypothesis of randomness against normal regression) - see, for example, Foster and Stuart (1954), Foster and Teichroew (1955), Stuart (1956, 1957), and Barton and Mallows (1961). Estimation of some parameters of distributions using records was the subject of discussion by Samaniego and Whitaker (1986, 1988), Ahsanullah (1989, 1990a), Berred (1991, 1992, 1994a, b), Balakrishnan and Chan (1993, 1998), Balakrishnan, Ahsanullah and Chan (1995), Chan (1998), and Sultan and Balakrishnan (1997a,b,c). There are a lot of papers dealing with the estimation of some characteristics of distributions or
parameters of record models based on the observed values of existing records, and also with the prediction of future records. Nonparametric inference has also been discussed in the context of record values by Samaniego and Whitaker (1988) and Gulati and Padgett (1992, 1994a,b,c,d). Several record models for analyzing sports records and their prediction have been suggested by Yang (1975), Ahsanullah (1980, 1992), Dunsmore (1983), Nagaraja (1984), Tryfos and Blackmore (1985), Ballerini and Resnick (1985, 1987a,b), Smith and Miller (1986), Smith (1988), Basak and Bagchi (1990), and Sibuya and Nishimura (1997).

Teugels (1984) showed some applications of record statistics in insurance mathematics. Pfeifer $(1985,1991)$ used the theory of records to investigate several properties of searching algorithms. The so-called secretary problem in connection with records has been considered by Bruss (1988) and Pfeifer (1989). The relation between inter-record times and sequences of cycles lengths for the symmetric group of permutations of a set $\{1,2, \ldots, n\}$ has been discussed by De Laurentis and Pittel (1985) and Goldie (1989). Devroye (1988) applied the theory of records to study random trees. There exists a curious connection between lower record values and the speeds of groups of vehicles that are formed in a long single-lane traffic; see, for example, Haghighi-Taleb and Wright (1973) and Shorrock (1973).

## 28. Nonclassical characterizations based on records

Characterizations of exponential and geometric distributions by properties of record values were very popular in the seventies and eighties. A number of references on this topic can be found in Nevzorov (1987a), Nagaraja (1988a), and Rao and Shanbhag (1994). Some characterization theorems have been obtained recently by Lin and Huang (1987), Nagaraja (1988b), Nagaraja, Sen and Srivastava (1989), Stepanov (1989), Too and Lin (1989), Ahsanullah (1990b, 1991), Witte (1988, 1990), Ahsanullah and Kirmani (1991), Nevzorov (1992), and Huang and Li (1993). It has been shown that there is a close connection between characterizations associated with record values $X(n)$ and those related to order statistics $X_{m: n}$. As we know, for any $n>1$ and $m>1$,

$$
\mathrm{P}\{X(n)>y \mid X(n-1)=x\}=\mathrm{P}\left\{X_{m: m}>y \mid X_{m-1: m}=x\right\} \text { a.s. }
$$

This equality accounts for the similarity between several characterization theorems for record values and for order statistics. There are some parallel characterizations of the uniform distribution (based on certain properties of order statistics) and of the exponential distribution (based on the analogous properties of record values). For example, Nagaraja (1988b) proved that the underlying distribution is uniform iff $\mathrm{E}\left(X_{m-1: m} \mid X_{m: n}\right)$ is linear for some $m \leq n$, and it is exponential iff $\mathrm{E}(X(n-1) \mid X(n))$ is linear. Then, Szekely and Mori (1985) showed that for any $1 \leq i \leq j \leq n$, the correlation coefficient $\rho\left(X_{i: n}, X_{j: n}\right)$ $\leq\{i(n+1-j) / j(n+1-i)\}^{1 / 2}$ where the equality is attained only for the uniform distribution. Nevzorov (1992) established that $\rho(X(m), X(n)) \leq(m / n)^{1 / 2}$, $m<n$, and its maximal value is attained for the exponential distribution (see also

Nevzorov (1997)). Huang and Su (1994) investigated this duality by comparing the sample processes and nonhomogeneous Poisson processes which are processes with the order statistics property, and generalized several existing characterizations. The characterization theorem for order statistics and for records do not always coincide, however. For example, it is evident that the conditional distributions of $X_{k}$, given $X_{m: n}$ are the same for any $1 \leq k \leq n$. This symmetry fails for record values and a new (as compared to order statistics) type of characterization is suggested by Nagaraja and Nevzorov (1997). They have solved the problem of finding the underlying distribution function $F_{0}$ such that $\mathrm{E}\left(X_{1} \mid X(2)=x\right)=\mathrm{E}\left(X_{2} \mid X(2)=x\right)$ for all $x \geq x_{0} \geq-\infty$.

Theorems 25.2 and 25.3 presented above can also be regarded as nonclassical characterizations of certain sequences of random variables. The analogous results for discrete distribution were proved by Nevzorov and Rannen (1992) wherein a certain sequence of distributions were characterized by the property of independence of record indicators. Characterizations of distributions in several nonclassical record models were also given by Pfeifer (1982) and Nevzorov (1986b).

## 29. Processes associated with records

Record values are closely related to extreme order statistics. Therefore the theory of extremal, extremal- $F$ and related processes [see, for example, Dwass (1964, 1966, 1974), Lamperti (1964) and Resnick (1987)] can be applied to study records. The corresponding results in this direction are given in Tiago de Oliveira (1968), Pickands (1971), Resnick (1973c, 1974, 1975), Resnick and Rubinovitch (1973), Deheuvels (1973, 1974, 1981, 1982a,b, 1983b), Shorrock (1974, 1975), de Haan (1984), and Pfeifer (1986). There are many relations between records and Wiener, homogeneous and nonhomogeneous Poisson processes. Various approximations of record times and record values using these processes and related results were obtained by Vervaat (1973), Deheuvels (1983a, 1984a,b, 1988), Pfeifer (1986), and Gupta and Kirmani (1988). See also the papers mentioned above that are connected with Ignatov's theorem. Counting processes associated with record times were studied by Gut (1990). Zahle (1989) investigated the structure of the set of points where a random process with continuous time takes its record values.

## 30. Diverse results

Mentioned here are some other work dealing with record values and record times. Katzenbeisser (1990) obtained the joint distribution of the numbers of inversions, upper and lower records. Haas (1992) applied some properties of record times to obtain the joint asymptotic distribution of the sample mean and the maximum value of a random number of i.i.d. random variables. Nayak and Wali (1992) investigated the number of occurrence of events $X(n)>r_{1}(n)$ and $X(n)<r_{2}(n)$ for some classes of sequences $r_{1}(n)$ and $r_{2}(n)$.

Gupta and Kirmani (1988) and Kochar (1990) compared distribution functions of successive record values $X(n)$ and $X(n+1)$. Amongst other results, it has been proved that if $X(n)$ has an increasing failure rate (IFR) distribution then $X(n+1)$ also has an IFR distribution. If $X(n+1)$ has a decreasing failure rate (DFR) distribution, then $X(n)$ also has a DFR distribution.

Haiman and Nevzorov (1995) investigated a stochastic ordering of the numbers of records among random variables $X_{k(1)}, X_{k(2)}, \ldots, X_{k(n)}$, where $(k(1), k(2), \ldots, k(n))$ covers all $n!$ permutations of $1,2, \ldots, n$. They have supposed that the original random variables $X_{1}, X_{2}, \ldots, X_{n}$ are stochastically ordered and four types of stochastic ordering of $X$ 's are considered.

A $\delta$-exceedance record model, in which a value will be considered a new record if it exceeds the previous record by at least $\delta$ (a pre-fixed quantity), has been discussed by Balakrishnan, Balasubramanian and Panchapakesan (1996) with special emphasis on exponential and extreme value distributions.

Nagaraja and Nevzorov (1996) proved that for a continuous parent distribution, while the correlation between functions of successive record values $X(n)$ and $X(n+1)$ is always nonnegative, it can be negative for nonconsecutive records. As for discrete parent distributions, one can construct for any $n>m \geq 1$ a function $g$ such that the covariance between $g(X(m))$ and $g(X(n))$ is negative.

Mention should also be made here to the papers by Cheng (1987), Blom (1988), Bruss, Mahiat and Pierard (1988), Blom, Thorburn and Vessey (1990), and Dziubdziela (1990), which are all of a survey character.
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# Weighted Sequential Empirical Type Processes with Applications to Change-Point Problems 

Barbara Szyszkowicz

## 1. Introduction

Let $X_{1}, X_{2}, \ldots$ be independent random variables with the same continuous distribution function $F$. We consider the two-time parameter, frequently called sequential, empirical processes

$$
\begin{array}{ll}
\zeta_{n}(x, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{X_{i} \leq x\right\}-F(x)\right), & x \in \mathbb{R}, 0 \leq t \leq 1, \\
\beta_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{R_{i n} \leq s\right\}-\frac{[n s]}{n}\right), & 0 \leq s, t \leq 1, \\
\gamma_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{\xi_{i} \leq s\right\}-\frac{[i s]}{i}\right), & 0 \leq s, t \leq 1, \tag{1.3}
\end{array}
$$

where $R_{1 n}, \ldots, R_{n n}$ denote the normalized ranks

$$
R_{i n}=n^{-1} \sum_{k=1}^{n} 1\left\{X_{k} \leq X_{i}\right\}, \quad i=1, \ldots, n
$$

and $\xi_{i}, \ldots, \xi_{n}$ are the normalized sequential ranks

$$
\xi_{i}=i^{-1} \sum_{k=1}^{i} 1\left\{X_{k}<X_{i}\right\}, \quad i=1, \ldots, n
$$

of the first $n$ of the chronologically ordered random variables $X_{1}, X_{2}, \ldots$ Thus, the rank of $X_{i}$, in our notation $n R_{i n}$, is the integer among the numbers $1, \ldots, n$, which corresponds to the position of $X_{i}$ in the order statistics $X_{1 n} \leq \cdots \leq X_{n n}$ of a random sample of size $n \geq 1$, while the sequential rank of $X_{i}$, here $i \xi_{i}$, is the position of $X_{i}$ in the first $i-1$ ordered observations $X_{0, i-1} \leq \cdots \leq X_{i-1, i-1}$, $1 \leq i \leq n$, of a random sample of size $n \geq 1$, where $X_{0,0} \equiv 0$ by convention, and $\xi_{1}=0$ by definition. We note that $\lambda_{n}(s):=[n s] / n, 0 \leq s \leq 1$, and $\lambda_{i}(s):=[i s] / i$,
$0 \leq s \leq 1,1 \leq i \leq n$, are the distribution functions of the normalized ranks $R_{\text {in }}$ and the normalized sequential ranks $\xi_{i}$, respectively, under the assumption that $X_{1}, \ldots, X_{n}$ are independent, identically distributed random variables (i.i.d.r.v.'s) with the same continuous distribution function $F$.

The asymptotic behaviour of the empirical process in (1.1), which is of practical interest, may be concluded from that of its uniform version $\alpha_{n}(s, t)$, where

$$
\alpha_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{F\left(X_{i}\right) \leq s\right\}-s\right), \quad 0 \leq s, t \leq 1
$$

due to the fact that with a continuous distribution function $F$, we have

$$
\left\{\zeta_{n}\left(F^{-1}(s), t\right) ; 0 \leq s, t \leq 1, n \geq 1\right\}=\left\{\alpha_{n}(s, t) ; 0 \leq s, t \leq 1, n \geq 1\right\},
$$

i.e., these two empirical processes are identical. Hence all results proved for $\alpha_{n}(s, t)$ will hold automatically also for $\zeta_{n}(x, t)$. Indeed, for every $\omega \in \Omega$, $\alpha_{n}(F(x), t)=\zeta_{n}(x, t), x \in \mathbb{R}^{1}, 0 \leq t \leq 1, n \geq 1$.

The limiting distributions of all these processes are well known. Here we present their asymptotics in $D[0,1]^{2}$ in weighted supremum and $L_{p}$-metrics for the optimal classes of weights $q$, which are functions of the time variable $t \in[0,1]$.

We note that the process $\alpha_{n}(s, t)$ is a two-time parameter version of the usual (uniform) empirical process

$$
\alpha_{n}(s)=n^{-1 / 2} \sum_{i=1}^{n}\left(\mathbf{1}\left\{U_{i} \leq s\right\}-s\right), \quad 0 \leq s \leq 1
$$

where $U_{1}, \ldots, U_{n}$ are uniform-( 0,1 ) random variables. Starting with Anderson and Darling (1952), Rényi (1953), Chibisov (1964) and O'Reilly (1974), there has been considerable interest in the asymptotic behaviour of weighted uniform empirical and quantile processes. For an insightful treatise of this subject we refer to Csörgő, Csörgö, Horváth and Mason ([CsCsHM]) (1986), Shorack and Wellner (1986), and to Csörgő and Horváth (1993), as well as to the references in these works. Due to CsCsHM (1986) and Csörgő, Horváth and Shao (1993), there are now complete characterizations available for describing the asymptotic behaviour of the weighted uniform empirical and quantile processes in supremum and $L_{p}$-metrics. For a treatize on recent advances on weighted approximations in probability and statistics in general, we refer to Csörgő and Horváth (1993).

In this paper we are interested in asymptotics of weighted two-time parameter (sequential) uniform empirical process, namely $\alpha_{n}(s, t) / q(t), 0 \leq s, t \leq 1$, with weights in the time parameter $t \in(0,1]$ instead of the "space" parameter $s \in(0,1)$, where $q(t)$ is a nonnegative function on $(0,1]$. In a similar way we consider two-time parameter (sequential) empirical processes of ranks and sequential ranks.

In particular, for the process $\alpha_{n}(\cdot, \cdot)$ we have (cf Theorem 2.1(a)) that with $q(t)$ which is a positive function on $(0,1]$ and nondecreasing near zero, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right| / q(t)=o_{P}(1) \tag{1.4}
\end{equation*}
$$

if and only if $I(q, c)<\infty$ for all $c>0$, where

$$
I(q, c)=\int_{0}^{1} t^{-1} \exp \left(-c t^{-1} q^{2}(t)\right) \mathrm{d} t, \quad c>0
$$

and $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ is a Kiefer process, i.e., a two-time parameter separable Gaussian process with mean zero and covariance function

$$
\mathrm{E} K\left(s_{1}, t_{1}\right) K\left(s_{2}, t_{2}\right)=\left(s_{1} \wedge s_{2}-s_{1} s_{2}\right)\left(t_{1} \wedge t_{2}\right) .
$$

Obviously, via (1.4) we conclude convergence in distribution of any continuous in sup-norm functional of $\alpha_{n}(s, t) / q(t)$ to the corresponding functional of $K(s, t) / q(t)$ with weight function $q(t)$ as above, and with $\{K(s, t) ; 0 \leq s, t \leq 1\}$ being a Kiefer process.

Moreover, when considering the supremum functional on its own we have (cf Theorem 2.1 (c)) that the class of admissible weight functions $q(t)$ for the convergence in distribution of $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| / q(t)$ is bigger than for the weak convergence of the whole process $\alpha_{n}(s, t) / q(t)$ in supremum norm. Similar results hold also for the processes $\beta_{n}(s, t)$ and $\gamma_{n}(s, t)$. Such a phenomenon was first noted and proved by CsCsHM (1986) for the empirical and quantile processes with weight functions in the space parameter $s \in(0,1)$. For instance, in case of the $t \in(0,1)$ variable, we have

$$
\begin{align*}
& \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| /(t \log \log ((1 / t) \vee 3))^{1 / 2} \\
& \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| /(t \log \log ((1 / t) \vee 3))^{1 / 2}, \tag{1.5}
\end{align*}
$$

where $K(\cdot, \cdot)$ is a Kiefer process, though weak convergence in supremum norm with the weight function $q(t)=(t \log \log ((1 / t) \vee 3))^{1 / 2}$ is impossible.

Since lim $\sup _{t, 0} \sup _{0 \leq s \leq 1}|K(s, t)| / t^{1 / 2}=\infty$ a.s., it is clear that the statement as in (1.5) is impossible with $q(t)=t^{1 / 2}$. Such a weight function is, however, an immediate candidate for a weighted $L_{p}$-functional of $\alpha_{n}(s, t)$ to converge, due to the almost sure finiteness of the integral $\int_{0}^{1} \int_{0}^{1}|K(s, t)| / t^{1 / 2} \mathrm{~d} s \mathrm{~d} t$ or, in general, that of $\int_{0}^{1} \int_{0}^{1}|K(s, t)|^{p} / t^{p / 2} \mathrm{~d} s \mathrm{~d} t, 0<p<\infty$ (cf Lemma 2.B). Indeed, the class of admissible weight functions when considering $L_{p}$-norms is bigger than that in the case of supremum norms. For example, it will follow from Theorem 2.2 that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left|\alpha_{n}(s, t)\right| / t \mathrm{~d} s \mathrm{~d} t \xrightarrow{\mathscr{Q}} \int_{0}^{1} \int_{0}^{1}|K(s, t)| / t \mathrm{~d} s \mathrm{~d} t \tag{1.6}
\end{equation*}
$$

where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process. Moreover, in (1.6) we can even have $t^{v}$ instead of $t$ with any $v<3 / 2$.

The empirical processes defined in (1.1)-(1.3) play an important role in the socalled change-point problem. In particular, Csörgő and Horváth (1987a) propose nonparametric procedures for the change-point problem based on the $\beta_{n}(s, t)$ process. Leipus $(1988,1989)$ studies the processes $\alpha_{n}(s, t)$ and $\beta_{n}(s, t)$, as well as some functionals of $\beta_{n}(s, t)$, in a similar vein. The process $\gamma_{n}(s, t)$ was used by Csörgő and Horváth (1987b) to construct a sequential procedure for detecting a possible change-point in a random sequence. The three processes (1.1)-(1.3) were studied by Pardzhanadze and Khmaladze (1986) under a class of contiguous alternatives which accommodate the possible occurrence of a changepoint in a series of measurements. Szyszkowicz (1991b, 1994) studied these processes, as well as the "bridge type" (tied down at $t=1$ ) versions of $\alpha_{n}(s, t)$ and $\gamma_{n}(s, t)$, in weighted supremum metrics under the null assumption of no change and also under a sequence of contiguous alternatives as parametrized by Pardzhanadze and Khmaladze (1986). In the same vein Correa (1995) studies weighted sequential empirical processes, where the parameters of the underlying distribution function are estimated.

As illustrated in Csörgő and Horváth (1988a) and argued in Brodsky and Darkhovsky (1993), a large number of nonparametric as well as parametric modelling of change-point problems result in the same test statistic, namely in (cf also references in the just mentioned works)

$$
\max _{1 \leq k<n}\left\{\left|S_{k}-k S_{n} / n\right| /(k(1-k / n))^{1 / 2}\right\}
$$

where $S_{k}=X_{1}+\cdots+X_{k}, k=1, \ldots, n$ and $X_{1}, \ldots, X_{n}$ are independent observations. This is the standardized difference between the mean of the first $k$ observations (before the change), $S_{k} / k, 1 \leq k<n$, and the overall mean, $S_{n} / n$, or, equivalently, the standardized difference between the mean of the first $k$ observations (before the change) and the mean of the remaining $(n-k)$ observations (after the change), $k=1,2, \ldots, n-1$, where $\max _{1 \leq k<n}$ accounts for the fact that the time of change is actually unknown. Namely, we arrive at considering the sequence (in $n$ ) of stochastic processes in $k$

$$
\frac{S_{k}}{k}-\frac{S_{n}-S_{k}}{n-k}=n\left(S_{k}-\frac{k}{n} S_{n}\right) / k(n-k), \quad k=1, \ldots, n-1
$$

and consequently, hoping for the convergence in distribution, as $n \rightarrow \infty$, of the statistics

$$
\begin{equation*}
n^{1 / 2} \max _{1 \leq k<n}\left|\frac{S_{k}}{k}-\frac{S_{n}-S_{k}}{n-k}\right|=n^{-1 / 2} \max _{1 \leq k<n} \frac{\left|S_{k}-k S_{n} / n\right|}{\left(\frac{k}{n}\left(1-\frac{k}{n}\right)\right)} \tag{1.7}
\end{equation*}
$$

so that we should be able to reject the null assumption of having no change in the mean if the latter were too large. Unfortunately, these statistics, and even the statistics resulting from replacing the weight function $k / n(1-k / n)$ in (1.7) by $(k / n(1-k / n))^{1 / 2}$, converge in probability to $\infty$, as $n \rightarrow \infty$, even if the null assumption of having no change in the mean were true. This, in turn, leads to
studying the problem of weighted asymptotics of partial sum processes tied down at $t=1$ (cf Csörgő and Horváth (1988a) for sup-norm results for i.i.d.r.v.'s under the assumption of $\mathrm{E}\left|X_{1}\right|^{v}<\infty$ for some $v>2$, and Szyszkowicz (1991c, 1992, 1993a, 1996a, 1997) for weighted asymptotics in supremum and $L_{p}$-norms for i.i.d.r.v.'s, as well as for weighted weak convergence under contiguous measures, when only two moments for $X_{1}$ are assumed to be finite).

The general idea of studying change in distribution of a random sequence of chronologically ordered observations via comparing the mean of the first $k$ of them to that of the remaining $(n-k)$ of them appears to be even more appropriate when expressed in terms of comparing the empirical distribution function of the first $k$ observations to that of the last $(n-k)$ observations. Consequently, we are interested in studying the asymptotic distribution of the sequence of processes

$$
\begin{align*}
& n^{1 / 2}\left|\frac{1}{k} \sum_{i=1}^{k} 1\left\{X_{i} \leq x\right\}-\frac{1}{n-k} \sum_{i=k+1}^{n} 1\left\{X_{i} \leq x\right\}\right| \\
& =\left|\sum_{i=1}^{k} 1\left\{X_{i} \leq x\right\}-\frac{k}{n} \sum_{i=1}^{n} 1\left\{X_{i} \leq x\right\}\right| / n^{1 / 2}\left(\frac{k}{n}\left(1-\frac{k}{n}\right)\right),  \tag{1.8}\\
& \quad x \in \mathbb{R}, 1 \leq k<n, n=1,2, \ldots
\end{align*}
$$

Considering their $\sup _{1 \leq k<n} \sup _{x \in \mathbb{R}}$ functionals we note that the resulting sequence of random variables, and even the one where $\frac{k}{n}\left(1-\frac{k}{n}\right)$ is replaced by $\left(\frac{k}{n}\left(1-\frac{k}{n}\right)\right)^{1 / 2}$, namely

$$
\begin{equation*}
\sup _{1 \leq k<n} \sup _{x \in \mathbb{R}}\left|\sum_{i=1}^{k} \mathbf{1}\left\{X_{i} \leq x\right\}-\frac{k}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq x\right\}\right| / n^{1 / 2}\left(\frac{k}{n}\left(1-\frac{k}{n}\right)\right)^{1 / 2} \tag{1.9}
\end{equation*}
$$

converges to $\infty$ in probability, as $n \rightarrow \infty$, even if the null assumption of no change in distribution were true. Consequently, just like in case of partial sum processes, in order to have non-degenerate limits as $n \rightarrow \infty$, in supremum norm we are led to considering weight functions $q(k / n)=((k / n)(1-k / n))^{1 / 2} h(k / n)$, where the function $h(k / n)$ neccessarily goes to $\infty$ as $k / n \rightarrow 0$ or $k / n \rightarrow 1$ (cf Picard (1985), Deshayes and Picard (1986), and Szyszkowicz (1991b, 1994)).

Just like tests based on the classical Kolmogorov-Smirnov statistic, the ones based on

$$
\begin{align*}
& \sup _{1 \leq k<n} \sup _{x \in \mathbb{R}} \frac{k}{n}\left(1-\frac{k}{n}\right) n^{1 / 2}\left|\frac{1}{k} \sum_{i=1}^{k} \mathbf{1}\left\{X_{i} \leq x\right\}-\frac{1}{n-k} \sum_{i=k+1}^{n} 1\left\{X_{i} \leq x\right\}\right| \\
& \quad=\sup _{1 \leq k<n} \sup _{x \in \mathbb{R}} n^{-1 / 2}\left|\sum_{i=1}^{k} \mathbf{1}\left\{X_{i} \leq x\right\}-\frac{k}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq x\right\}\right| \tag{1.10}
\end{align*}
$$

should be more powerful for detecting changes that occur in the middle, namely near $n / 2$, where $\frac{k}{n}\left(1-\frac{k}{n}\right)$ has its maximum, than for noticing the ones occurring
near the endpoints 0 and $n$. Thus, a weighted version of (1.10) should emphasize changes which may have occurred near the endpoints, while retaining sensitivity to possible changes in the middle as well. To see what kind of weight functions are possible for statistics based on the processes in (1.8), we will study the asymptotic behavior of the processes

$$
\left(\alpha_{n}(s, t)-t \alpha_{n}(s, 1)\right) / q(t)
$$

for a wide class of functions $q$. For example, as a result of Theorem 3.1 (c) we arrive at the following modification of (1.9) and (1.10)

$$
\sup _{1 \leq k<n} \sup _{x \in \mathbb{R}} \frac{\left|\sum_{i=1}^{k} \mathbf{1}\left\{X_{i} \leq x\right\}-\frac{k}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq x\right\}\right|}{n^{1 / 2}\left(\frac{k}{n}\left(1-\frac{k}{n}\right) \log \log _{\frac{k}{\frac{k}{n}\left(1-\frac{k}{n}\right)}}\right)^{1 / 2}},
$$

which has a nondegenerate limiting distribution, namely that of (cf (3.5))

$$
\begin{equation*}
\sup _{0<t<1} \sup _{0 \leq s \leq 1}|K(s, t)-t K(s, 1)| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2}, \tag{1.11}
\end{equation*}
$$

where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.
On the other hand, if we were to study the problem of the asymptotic behaviour of the processes in (1.8) in $L_{1}$ say, then, for having a non-degenerate limit, there is no need to replace the naturally arrived at weight function $((k / n)(1-k / n))$ in there by any other function that would be milder on the tails. For example, as a result of Theorem 3.2, we obtain that the very $L_{1}$-functional of our process as in (1.8) converges in distribution to the corresponding functional of $\{K(s, t)-t K(s, 1) ; 0 \leq s, t \leq 1\}$ process, namely to $\int_{0}^{1} \int_{0}^{1}|K(s, t)-t K(s, 1)| /$ $(t(1-t)) \mathrm{d} s \mathrm{~d} t$ (cf (3.3), (3.6) and (3.7)) where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process. Thus, the latter $L_{1}$-functional, which does not require any modification of the naturally arrived at weights for convergence, results in a natural asymptotic solution to the change-point problem as posed in (1.8).

After studying, in Section 2, approximations of $\alpha_{n}(s, t) / q(t)$ in probability in supremum and $L_{p}$-metrics for the optimal classes of weight functions, we use these results to obtain the same kind of approximations for the weighted tied down processes $\left(\alpha_{n}(s, t)-t \alpha_{n}(s, 1)\right) / q(t)$ in Section 3. In Section 4 we consider the twotime parameter empirical process of normalized ranks as defined by (1.2). Noting first that we have

$$
\beta_{n}(s, t)=\alpha_{n}\left(U_{n}(s), t\right)-\frac{[n t]}{n} \alpha_{n}\left(U_{n}(s), 1\right)
$$

where $U_{n}(\cdot)$ is the empirical quantile function of (4.1), which already shows that $\beta_{n}(s, t)$ has, as it is, a two-time parameter bridge type structure, though random in $s$, we then prove approximations for the $\beta_{n}(s, t) / q(t)$ process which are like those of the $\left(\alpha_{n}(s, t)-t \alpha_{n}(s, 1)\right) / q(t)$ process.

The two-time parameter empirical process $\gamma_{n}(s, t)$ of sequential ranks defined by (1.3) is ready-made for analyzing chronological observations. In Section 5 we study approximations of the weighted versions $\gamma_{n}(s, t) / q(t)$ with continuous $F$, and those of their tied down at $t=1$ forms $\left(\gamma_{n}(s, t)-\gamma_{n}(s, 1)\right) / q(t)$ in Section 6 , for the sake of constructing tools, statistics for sequential studies of chronologically ordered finite samples of size $n$, as $n \rightarrow \infty$. In the light of the representations $\xi_{k} \mathscr{\mathscr { D }}\left[k U_{k}\right] / k, k=1,2, \ldots$, of sequential ranks in terms of independent uniform$(0,1)$ random variables $U_{1}, U_{2}, \ldots$, (cf (5.1)) it is reasonable that we get the same Gaussian weighted approximations like in case of the processes in (1.1) and their tied down at $t=1$ versions, respectively.

All in all, our considerations and results in Sections 2-6 amount to a unified treatment, under the assumption that $X_{1}, \ldots, X_{n}$ are i.i.d.r.v.'s, of the two-time parameter empirical processes of these observations, their ranks and sequential ranks, respectively, in weighted supremum and $L_{p}$-metrics. The same can be said about our study of these processes under contiguous alternatives in Section 7, where we succeed in transforming our i.i.d. based asymptotics into contiguous asymptotics with their respective optimal classes of weight functions.

In Section 8 we summarize similarly optimal weighted asymptotics of multitime parameter empirical processes of arbitrary distributions in $\mathbb{R}^{d}, d \geq 1$, in supremum and $L_{p}$-metrics. As a consequence of these results we should note, of course, that all the results of Sections 2 and 3 can be restated in terms of the $\zeta_{n}(x, t)$ process of (1.1) with an arbitrary distribution function $F$ on $\mathbb{R} \equiv \mathbb{R}^{1}$. Indeed, the assumption of continuity of $F$ in Sections 2-7 is only for the sake of a unified treatment of the three sequential empirical processes of (1.1), (1.2) and (1.3), respectively.

## 2. Weighted empirical processes based on observations

Let $X_{1}, X_{2}, \ldots$ be i.i.d.r.v.'s with distribution function $F$ and define the empirical distribution function of the sample $X_{1}, \ldots, X_{n}$ by

$$
F_{n}(x)=\frac{1}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq x\right\} .
$$

An equivalent definition of the empirical distribution function $F_{n}$ can be given in terms of the order statistics $X_{1, n} \leq X_{2, n} \leq \cdots \leq X_{n, n}$ of the random sample $X_{1}, \ldots, X_{n}$ as follows:

$$
F_{n}(x)= \begin{cases}0, & X_{1, n}>x \\ \frac{k}{n}, & X_{k, n} \leq x<X_{k+1, n}, k=1,2, \ldots, n-1, \\ 1, & X_{n, n} \leq x .\end{cases}
$$

Clearly, for every fixed $x, F_{n}(x)$ is the relative frequency of successes in a Bernoulli sequence of trials with $\mathrm{E} F_{n}(x)=F(x)$ and $\operatorname{Var} F_{n}(x)=\frac{1}{n} F(x)(1-F(x))$. Consequently, by the classical strong law of large numbers,

$$
F_{n}(x) \xrightarrow{\text { a.s. }} F(x), \quad \text { for } x \text { fixed } .
$$

Hence, using the language of statistics, $F_{n}(x)$ is an unbiased and strongly consistent estimator of $F(x)$ for each fixed $x$. Viewing $\left\{F_{n}(x) ;-\infty<x<\infty\right\}$ as a stochastic process, its sample functions are distribution functions, and it is of great importance that $F(x)$ can be uniformly estimated by this process with probability one, as proved by Cantelli (1933) and Glivenko (1933). Namely, for any $F$, we have

$$
\begin{equation*}
\sup _{-\infty<x<\infty}\left|F_{n}(x)-F(x)\right| \xrightarrow{\text { a.s. }} 0 \tag{2.1}
\end{equation*}
$$

which tells us that, sampling ad infinitum, $F(x)$ can be uniquely determined with probability one.

From a practical point of view it is also of interest to study the rate of convergence in (2.1). Towards this end we define the empirical process

$$
\zeta_{n}(x)=n^{1 / 2}\left(F_{n}(x)-F(x)\right), \quad-\infty<x<\infty
$$

For each fixed $x$, one has immediately the central limit theorem:

$$
\zeta_{n}(x) \xrightarrow{\mathscr{B}} N(0, F(x)(1-F(x)))
$$

As to the rate of convergence in (2.1), we have the following result of Kolmogorov (1933) and Smirnov (1939).

Theorem 2.A. If $F(x)$ is a continuous distribution function, then

$$
P\left\{\sup _{-\infty<x<\infty}\left|\zeta_{n}(x)\right| \leq y\right\} \rightarrow K(y)
$$

where

$$
K(y)= \begin{cases}\sum_{k=-\infty}^{\infty}(-1)^{k} \mathrm{e}^{-2 k^{2} y^{2}}, & y>0 \\ 0, & \text { otherwise }\end{cases}
$$

and

$$
P\left\{\sup _{-\infty<x<\infty} \zeta_{n}(x) \leq y\right\} \rightarrow S(y)
$$

where

$$
S(y)= \begin{cases}1-\mathrm{e}^{-2 y^{2}}, & y>0 \\ 0, & \text { otherwise }\end{cases}
$$

Let $U_{i}=F\left(X_{i}\right), i=1,2, \ldots$ Then $U_{i}$ are uniform-( 0,1 ) random variables, provided that $F(\cdot)$ is continuous. Let now $\mathrm{E}_{n}(s)$ be the empirical distribution function of the sample $U_{1}, \ldots, U_{n}$, and denote the resulting empirical process in this case by

$$
\alpha_{n}(s)=\sqrt{n}\left(\mathrm{E}_{n}(s)-s\right), \quad 0 \leq s \leq 1
$$

that is to say

$$
\alpha_{n}(s)=n^{-1 / 2} \sum_{i=1}^{n}\left(\mathbf{1}\left\{U_{i} \leq s\right\}-s\right), \quad 0 \leq s \leq 1
$$

Then $\mathrm{E} \alpha_{n}(s)=0$, and the covariance function of the process $\left\{\alpha_{n}(s) ; 0 \leq s \leq 1\right\}$ is

$$
\rho\left(s_{1}, s_{2}\right)=\mathrm{E} \alpha_{n}\left(s_{1}\right) \alpha_{n}\left(s_{2}\right)=s_{1} \wedge s_{2}-s_{1} s_{2}
$$

which coincides with that of a Brownian bridge $\{B(s) ; 0 \leq s \leq 1\}$. The weak convergence of $\alpha_{n}(\cdot)$ to a Brownian bridge was proved by Donsker (1952). The first strong approximation of the empirical process by a sequence of Brownian bridges is due to Brillinger (1969). The following theorem, which gives the optimal rate of approximation, is due to Komlós, Major and Tusnády (1975), and then to Bretagnolle and Massart (1989) with the herewith given constants.

Theorem 2.B. Given independent uniform- $(0,1)$ random variables $U_{1}, U_{2}, \ldots$, there exists a sequence of Brownian bridges $\left\{B_{n}(s) ; 0 \leq s \leq 1\right\}$ such that for all $n$ and $x$ we have

$$
P\left\{n^{-1 / 2} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s)-B_{n}(s)\right|>x+12 \log n\right\} \leq 2 \exp (-x / 6)
$$

Consequently

$$
\sup _{0 \leq s \leq 1}\left|\alpha_{n}(s)-B_{n}(s)\right| \stackrel{\text { a.s. }}{=} O\left(n^{-1 / 2} \log n\right)
$$

Rényi (1953) studied the asymptotic distributions of statistics like

$$
\sup _{a \leq s \leq b} \alpha_{n}(s) / s, \quad 0<a<b \leq 1, \text { and } \sup _{a \leq s \leq b} \alpha_{n}(s) /(1-s), \quad 0 \leq a<b<1
$$

as well as those of their two-sided versions. His idea of introducing these modifications of the classical Kolmogorov-Smirnov statistics was to make them more sensitive on the tails from a hypothesized continuous distribution function $s=F(x)$. In the classical Kolmogorov-Smirnov formulation the difference $\left|\mathrm{E}_{n}(F(x))-F(x)\right|=\left|F_{n}(x)-F(x)\right|$, where $\mathrm{E}_{n}(F(x))=F_{n}(x)$ is the empirical distribution function of a random sample $X_{1}, \ldots, X_{n}$ with distribution function $F$, is considered without taking into account the value of $F(x)$ at $x$. For example, the difference $\left|F_{n}(x)-F(x)\right|=0.01$ at some point $x$ where $F(x)=0.5$ (a difference that is only $2 \%$ of the value of $F(x)$ ) is considered just as significant as the same difference at the point $x$ where $F(x)=0.01$, though the difference now is $100 \%$ of
the value of $F(x)$. Renyi (1953) therefore proposed that, instead of the absolute deviations $\left|F_{n}(x)-F(x)\right|$, the relative values $\left|F_{n}(x)-F(x)\right| / F(x)$ should be considered. In the same spirit, Anderson and Darling (1952) studied the asymptotics of statistics like

$$
\sup _{a \leq s \leq b} \alpha_{n}(s) /(s(1-s))^{1 / 2}, \quad 0<a<b<1
$$

and their two-sided versions, measuring distances in terms of their standard deviation.

Considerations like these weighted statistics have led to posing the problem of weak convergence of the empirical processes $\alpha_{n}$ in $D[0,1]$ in the so-called $\|\cdot / q\|-$ metrics (weighted supremum metrics) to a Brownian bridge process $B$. Namely, if we let $\mathscr{Q}^{*}$ denote the class of positive functions on $(0,1)$ that are bounded away from zero on $(\delta, 1-\delta)$ for all $0<\delta<1 / 2$, nondecreasing in a neighbourhood of 0 and nonincreasing in a neighbourhood of 1 , then one would want to characterize those functions $q \in \mathscr{Q}^{*}$ for which we have

$$
\begin{equation*}
\alpha_{n}(s) / q(s) \xrightarrow{\mathscr{Q}} B(s) / q(s), \quad 0<s<1 \tag{2.2}
\end{equation*}
$$

Assuming that $q \in \mathscr{2}^{*}$ and is continuous, such a class of functions was first characterized by Chibisov (1964) for $q(s)$ resp. $q(1-s)$ regularly varying at 0 of order $0<\alpha \leq 1 / 2$, and then by O'Reilly (1974), assuming only the continuity of $q \in \mathscr{Q}^{*}$. From their theorem one can conclude that we have (2.2) if and only if for a standard Wiener process $W$ we have

$$
\begin{equation*}
\limsup _{s \downarrow 0}|W(s)| / q(s)=\underset{s \uparrow 1}{\lim \sup }|W(s)| / q(1-s)=0 \quad \text { a.s. } \tag{2.3}
\end{equation*}
$$

This characterization of the weighted weak convergence in (2.2) is somewhat surprising at the first sight, and there have been unsuccessful attempts in the literature to reprove this Chibisov-O'Reilly theorem. For comments on these, we refer to Section 2 in Csörgő, Csörgő and Horváth (1986).

CsCsHM (1986) obtained a weighted approximation of the uniform empirical and quantile processes by a sequence of Brownian bridges in supremum norm, for the optimal class of weight functions. Weighted approximations in $L_{p}$-metrics, $0<p<\infty$ for such processes were proven by Csörgö, Horváth and Shao (1993). For further discussions on this subject we refer to CsCsHM (1986), Shorack and Wellner (1986), and to Csörgő and Horváth (1993), as well as to the references in these works. The proof of the following theorem can be found in CsCsHM (1986).

Let $\mathscr{2}^{*}$ be the class of positive functions on $(0,1)$, i.e., such that $\inf _{\delta \leq s \leq 1-\delta} q(s)>0$ for all $\delta \in(0,1 / 2)$, which are nondecreasing near zero and nonincreasing near one. We define also the integrals

$$
\mathrm{E}^{*}(q, c)=\int_{0}^{1}(s(1-s))^{-3 / 2} q(s) \exp \left(-c(s(1-s))^{-1} q^{2}(s)\right) \mathrm{d} s
$$

and

$$
I^{*}(q, c)=\int_{0}^{1}(s(1-s))^{-1} \exp \left(-c q^{2}(s) /(s(1-s))\right) \mathrm{d} s, \quad c>0
$$

Theorem 2.C. Let $U_{1}, U_{2}, \ldots$ be independent uniform- $(0,1)$ random variables and $q \in \mathscr{2}^{*}$.
(a) We can define a sequence of Brownian bridges $\left\{B_{n}(s) ; 0 \leq s \leq 1\right\}$ such that, as $n \rightarrow \infty$,

$$
\sup _{0<s<1}\left|\alpha_{n}(s)-B_{n}(s)\right| / q(s)=o_{P}(1)
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
(b) With $\{B(s) ; 0 \leq s \leq 1\}$ being a Brownian bridge, as $n \rightarrow \infty$, we have

$$
\sup _{0<s<1}\left|\alpha_{n}(s)\right| / q(s) \xrightarrow{\mathscr{Q}} \sup _{0<s<1}|B(s)| / q(s)
$$

if and only if $I^{*}(q, c)<\infty$ for some $c>0$.
We note that, according to Theorems 3.3 and 3.4 of CsCsHM (1986), Theorem 2.C can be stated equivalently in terms of the integral $E^{*}(q, c)$ as well.

The following description for the $L_{p}$-functionals of weighted empirical processes is due to Csörgö, Horváth and Shao (1993).

Theorem 2.D. We assume that $0<p<\infty$ and $q$ is a positive function on $(0,1)$. Then the following statements are equivalent.
(i) We have

$$
\int_{0}^{1}(s(1-s))^{p / 2} / q(s) \mathrm{d} s<\infty
$$

(ii) There is a sequence of Brownian bridges $\left\{B_{n}(s) ; 0 \leq s \leq 1\right\}$ such that, as $n \rightarrow \infty$,

$$
\int_{0}^{1}\left|\alpha_{n}(s)-B_{n}(s)\right|^{p} / q(s) \mathrm{d} s=o_{P}(1) .
$$

(iii) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1}\left|\alpha_{n}(s)\right|^{p} / q(s) \mathrm{d} s \xrightarrow{\mathscr{B}} \int_{0}^{1}|B(s)|^{p} / q(s) \mathrm{d} s
$$

where $\{B(s) ; 0 \leq s \leq 1\}$ is a Brownian bridge.
Similar results hold true for uniform quantile processes (cf CsCsHM (1986) and Csörgő, Horváth and Shao (1993), and for immediate reference we refer to Theorems 3.A and 3.B in Csörgő and Szyszkowicz (1998) in this volume).

Kiefer (1970) was the first one to call attention to the fact that the empirical process should be viewed as a two-time parameter process and that it should be approximated almost surely by an appropriate two-time parameter Gaussian process. He also gave a solution to this problem and proved the first two-time parameter strong approximation theorem for $\alpha_{n}(s)$, (cf Kiefer (1972)) in terms of a two-time parameter Gaussian process.

Theorem 2.E. Given independent uniform- $(0,1)$ random variables $U_{1}, U_{2}, \ldots$, there exists a two-time parameter Gaussian process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ with mean zero and covariance function

$$
\begin{equation*}
\mathrm{E} K\left(s_{1}, t_{1}\right) K\left(s_{2}, t_{2}\right)=\left(s_{1} \wedge s_{2}-s_{1} s_{2}\right)\left(t_{1} \wedge t_{2}\right) \tag{2.4}
\end{equation*}
$$

such that

$$
\sup _{0 \leq s \leq 1}\left|n^{1 / 2} \alpha_{n}(s)-K(s, n)\right| \stackrel{\text { a.s. }}{=} O\left(n^{1 / 3}(\log n)^{2 / 3}\right)
$$

Let $X_{1}, X_{2}, \ldots$ be independent identically distributed random variables with distribution function $F$. We consider the two-time parameter empirical process

$$
\zeta_{n}(x, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{X_{i} \leq x\right\}-F(x)\right), \quad x \in \mathbb{R}, 0 \leq t \leq 1
$$

We assume throughout that $F$ is continuous and write, without loss of generality, in the statements and proofs of our theorems

$$
\zeta_{n}\left(F^{-1}(s), t\right)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{F\left(X_{i}\right) \leq s\right\}-s\right)=: \alpha_{n}(s, t), \quad 0 \leq s, t \leq 1
$$

The limiting distribution of the process $\alpha_{n}(s, t)$, as $n \rightarrow \infty$, is that of a Kiefer process $K(\cdot, \cdot)$, i.e., a separable two-time parameter Gaussian process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ with mean zero and covariance function as in (2.4). For weak convergence of $\alpha_{n}(s, t)$, we refer to Bickel and Wichura (1971) and Müller (1970). The best available strong approximation of $\alpha_{n}(s, t)$ is due to Komlós, Major, and Tusnády [KMT] (1975), and then to Bonvalot and Castelle (1991) with the herewith given constants.

Theorem 2.F. Given independent uniform- $(0,1)$ random variables $U_{1}, U_{2}, \ldots$, there exists a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that

$$
\begin{aligned}
& P\left\{\sup _{1 \leq k \leq n} \sup _{0 \leq s \leq 1}\left|k^{1 / 2} \alpha_{k}(s)-K(s, k)\right|>(x+76 \mathrm{LOG} n) \text { LOG } n\right\} \\
& \quad \leq 2.028 \exp (-x / 41)
\end{aligned}
$$

with $\mathrm{LOG} n=\max (\log n, \log 4)$. Consequently

$$
\sup _{0 \leq s \leq 1}\left|n^{1 / 2} \alpha_{n}(s)-K(s, n)\right| \stackrel{\text { a.s. }}{=} O\left(\log ^{2} n\right)
$$

Picard (1985), Deshayes and Picard (1986), and Szyszkowicz (1991b, 1994) study the problem under what conditions does weak convergence continue to hold for the weighted two-time parameter empirical processes $\alpha_{n}(s, t) / q(t)$, where $q(t)$ is a nonnegative function on $(0,1]$ approaching zero as $t \rightarrow 0$.

Here we present the optimal conditions for weighted asymptotics of the processes $\alpha_{n}(s, t)$ in supremum and $L_{p}$-metrics.

We will assume throughout, without loss of generality, that all random variables and stochastic processes introduced so far and later on, are defined on the same probability space (cf Lemma 4.4.4 of Csörgő and Révész (1981) and Section A. 2 in Csörgő and Horváth (1993)).

Let 2 be the class of positive functions $q$ on $(0,1]$, i.e., such that $\inf _{\delta \leq t \leq 1} q(t)>0$ for all $0<\delta<1$, which are non-decreasing in a neighborhood of zero, and let

$$
I(q, c)=\int_{0}^{1} t^{-1} \exp \left(-c t^{-1} q^{2}(t)\right) \mathrm{d} t, \quad c>0
$$

Theorem 2.1. Let $q \in$ 2. Then one can construct a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that, as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right| / q(t)=o_{P}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right| / q(t)=O_{P}(1)$
if and only if $I(q, c)<\infty$ for some $c>0$,
(c) $\quad \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{Z}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)$
if and only if $I(q, c)<\infty$ for some $c>0$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.

Corollary 2.1. Let $q \in \mathscr{Q}$ and $\{K(s, t) ; 0 \leq s, t \leq 1\}$ be a Kiefer process. Then, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\alpha_{n}(s, t) / q(t) \xrightarrow{\mathscr{Z}} K(s, t) / q(t) \quad \text { in } \quad D[0,1]^{2} \tag{2.8}
\end{equation*}
$$

if and only if $I(q, c)<\infty$ for all $c>0$.
Remark 2.1. Throughout this paper weak convergence statements on Skorohod spaces are stated as corollaries to approximations in probability. Naturally, when talking about weighted weak convergence on such spaces, we will always assume that the weights are c.d.l.g. functions.

Remark 2.2. Obviously, Corollary 2.1 implies convergence in distribution of any continuous in sup-norm functional of $\alpha_{n}(s, t) / q(t)$ to the corresponding functional of $K(s, t) / q(t)$ with $q \in \mathscr{2}$ and such that $I(q, c)<\infty$ for all $c>0$. However, for the sup-functional itself, by Theorem 2.1 (c), the class of admissible weight functions $q(t)$ for the convergence in distribution of $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| / q(t)$ is bigger than that for the weak convergence of the whole process $\alpha_{n}(s, t) / q(t)$ in supremum norm. For example, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
& \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| /(t \log \log ((1 / t) \vee 3))^{1 / 2} \\
& \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| /(t \log \log ((1 / t) \vee 3))^{1 / 2},
\end{aligned}
$$

though weak convergence in supremum norm with this weight function is impossible.

Theorem 2.1 and Corollary 2.1 were proved by Szyszkowicz (1994) under stronger conditions. Namely, (2.5) and (2.8) were obtained for weight functions $q$ which are positive on $(0,1]$ and such that

$$
\begin{equation*}
\lim _{t \downarrow 0}(t \log \log 1 / t)^{1 / 2} / q(t)=0 \tag{2.A}
\end{equation*}
$$

while (2.6) and (2.7) were proved for positive weight functions $q$ and such that

$$
\begin{equation*}
\lim _{t \downarrow 0}(t \log \log 1 / t)^{1 / 2} / q(t)<\infty \tag{2.B}
\end{equation*}
$$

As mentioned in Szyszkowicz (1994), using upper-lower class results (tests for upper and lower functions) for suprema of Kiefer processes, we could also state (2.5), (2.6) and (2.7) of Theorem 2.1 under seemingly different conditions. Namely, assuming that $q \in C(0,1]$ and $q(t) / t^{1 / 2}$ is nonincreasing near zero, by Theorem 5.2 of Adler and Brown (1986) (cf also Chung (1949) and Kiefer (1961)), we can obtain (2.5) under the condition

$$
\begin{equation*}
\mathscr{F}(q, c)<\infty \quad \text { for all } c>0 \tag{2.C}
\end{equation*}
$$

while (2.6) and (2.7) may be obtained under the condition

$$
\begin{equation*}
\mathscr{J}(q, c)<\infty \text { for some } c>0 \tag{2.D}
\end{equation*}
$$

where

$$
\mathscr{J}(q, c)=\int_{0}^{1} t^{-2} q^{2}(t) \exp \left(-c t^{-1} q^{2}(t)\right) \mathrm{d} t, \quad c>0
$$

It follows, however, from Lemma 2.1 and Theorem 2.2 of Csörgö, Horváth and Szyszkowicz (1994) that, assuming the above mentioned monotonicity of $q(t) / t^{1 / 2}$, (2.A) is equivalent to (2.C), and (2.B) is equivalent to (2.D) (cf the lines right after Theorem 2.2 of the just mentioned paper).

Theorem 2.1 here is an improvement of Theorem 2.1 in Szyszkowicz (1994) in that we obtain (2.5), (2.6) and (2.7) for their largest possible respective classes of weight functions. This improvement is due to the following integral test for suprema of Kiefer processes which follows from Theorem 2.1 of Csörgö, Horváth and Szyszkowicz (1994), where the additional conditions of continuity of $q$ and monotonicity of $q(t) / t^{1 / 2}$ near zero, inherited from the Adler and Brown (1986) test for upper and lower functions for suprema of Kiefer processes, are dropped.

Lemma 2.A. Let $q \in \mathscr{2}$ and $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ be a Kiefer process. Then we have
(a) $\quad \limsup _{t \downarrow 0} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)<\infty \quad$ a.s.
if and only if $I(q, c)<\infty$ for some $c>0$,
(b) $\quad \lim _{t \downarrow 0} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)=0 \quad$ a.s.
if and only if $I(q, c)<\infty$ for all $c>0$.
Remark 2.3. We note that requiring that $q \in \mathscr{2}$ be such that $q(t) / t^{1 / 2}$ is nonincreasing near zero is a considerable restriction on the class of possible weight functions $q \in \mathscr{2}$ for which we have $I(q, c)<\infty$ for all $c>0$. For examples and further discussion along these lines we refer to Csörgő, Csörgő and Horváth (1986) (cf also Proposition 4.1.1 and Examples 4.1.1 and 4.1.2 in Csörgő and Horvath (1993)). We note also that assuming $q$ to be nondecreasing near zero, i.e., that $q \in \mathscr{2}$, is not a restriction at all, since if $q$ is decreasing near zero, then

$$
\lim _{t \backslash 0} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)=0 \quad \text { a.s. }
$$

Consequently, by assuming that $q \in \mathscr{Q}$, we consider the non-trivial cases of weight functions when a test for the latter statement to be true is indeed required.

For a review of the integral $I(q, c)$ being used for characterizing the local (near zero) behaviour of a standard Wiener process, we refer to CsCsHM (1986), Csörgö, Shao and Szyszkowicz (1991) and Csörgő and Horváth (1993). We wish to emphasize that the classes of weight functions characterizing the local behaviour of a standard Wiener process and the suprema of Kiefer processes are found to be the same. Namely, on account of Lemma 2.A and Theorems 3.3 and 3.4 of CsCsHM (1986), the following results hold true.

Corollary 2.A. Let $\{W(t) ; t \geq 0\}$ be a standard Wiener process and $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ be a Kiefer process. Then, with $q \in \mathscr{Q}$, the following three statements are equivalent.
(a) $I(q, c)<\infty$ for some $c>0$,
(b) $\lim \sup _{t \downarrow 0}|W(t)| / q(t)<\infty$ a.s.,
(c) $\lim \sup _{t \downarrow 0} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)<\infty$ a.s.

Corollary 2.B. Let $\{W(t) ; t \geq 0\}$ be a standard Wiener process and $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ be a Kiefer process. Then, with $q \in \mathscr{Q}$, the following three statements are equivalent.
(a) $I(q, c)<\infty$ for all $c>0$,
(b) $\lim _{t, 0}|W(t)| / q(t)=0$ a.s.,
(c) $\lim _{t \downarrow 0} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)=0 \quad$ a.s.

Proof of theorem 2.1. Using KMT (1975) and arguing as in the proof of Theorem 2.1 of Szyszkowicz (1994), one can construct a Kiefer process $K(\cdot, \cdot)$ such that with a positive function $q$ on $(0,1]$ and such that $\lim _{t \downarrow 0} t^{1 / 2} / q(t)=0$, we have, as $n \rightarrow \infty$ (cf (2.15) in the just mentioned paper),

$$
\begin{equation*}
\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{F\left(X_{i}\right) \leq s\right\}-s\right)-\bar{K}(s, n t)\right| / n^{1 / 2} q(t) \stackrel{\text { a.s. }}{=} o(1), \tag{2.9}
\end{equation*}
$$

where

$$
\bar{K}(s, n t)= \begin{cases}K(s, n t) & \text { for } t \in[1 / n, 1] \\ 0 & \text { elsewhere }\end{cases}
$$

Since $I(q, c)<\infty$ for some $c>0$ with $q \in \mathscr{2}$ implies $\lim _{t \downarrow 0} t^{1 / 2} / q(t)=0$ (cf Theorem 3.3 of CsCsHM (1986)), and we have for each $n \geq 1$,

$$
\sup _{0<t<1 / n} \sup _{0 \leq s \leq 1}|K(s, n t)| / n^{1 / 2} q(t) \stackrel{\mathscr{Q}}{=} \sup _{0<t<1 / n} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t),
$$

it is clear that the class of weight functions for obtaining (2.5) or (2.6) is determined by the local (near zero) behaviour of the supremum (in $s$ ) of a Kiefer process $\{K(s, t), 0 \leq s, t \leq 1\}$. Using now Lemma 2.A, we get

$$
\sup _{0<t<1 / n} \sup _{0 \leq s \leq 1}|K(s, n t)| / n^{1 / 2} q(t)= \begin{cases}o_{P}(1) & \text { if and only if } I(q, c)<\infty \\ & \text { for all } c>0 \\ O_{P}(1) & \text { if and only if } I(q, c)<\infty \\ & \text { for some } c>0,\end{cases}
$$

which together with (2.9) gives the "if" parts of (a) and (b) respectively. The converse parts of (a) and (b) follow from Lemma 2.A, since

$$
\begin{aligned}
& \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right| / q(t) \\
& \geq \sup _{0<t<1 / n} \sup _{0 \leq s \leq 1}\left|n^{-1 / 2} K(s, n t)\right| / q(t)
\end{aligned}
$$

The proof of the "if" part of (c) is similar to the proof of Theorem 2.1 (c) in Szyszkowicz (1994). For the converse part we assume that with $q \in \mathscr{2}$ we have

$$
\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\alpha_{n}(s, t)\right| / q(t) \xrightarrow[\rightarrow]{\mathscr{A}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)
$$

where $K(\cdot, \cdot)$ is a Kiefer process. Hence the limiting random variable is a.s. finite. Consequently Lemma 2. A implies $I(q, c)<\infty$ for some $c>0$.

Proof of corollary 2.1. Obviously, with $q \in \mathscr{2}$ and $I(q, c)<\infty$ for all $c>0$, by Theorem 2.1(a) we have (2.8). Assuming now (2.8) to hold with $q \in \mathscr{2}$, by Skorohod-Dudley-Wichura theorem (cf Shorack and Wellner (1986), p. 47) there exists $\alpha_{n}^{*}, n \geq 1$, and $K^{*}$ such that

$$
\left(\frac{\alpha_{n}}{q}\right)^{*} \stackrel{\mathscr{O}}{=} \frac{\alpha_{n}}{q}, n \geq 1,\left(\frac{K}{q}\right)^{*} \stackrel{\mathscr{R}}{=} \frac{K}{q}
$$

and

$$
\sup _{0<t \leq 1}\left|\left(\frac{\alpha_{n}}{q}\right)^{*}(t)-\left(\frac{K}{q}\right)^{*}(t)\right|=o(1) \quad \text { a.s. }
$$

Hence

$$
\sup _{0<t<1 / n}\left|\left(\frac{K}{q}\right)^{*}(t)\right|=o(1) \quad \text { a.s. }
$$

which, by Lemma 2.A, implies $I(q, c)<\infty$ for all $c>0$.
Considering $L_{p}$-functionals, we obtain that the class of admissible weight functions is even bigger than for supremum functionals, via the following best possible asymptotic result.

Theorem 2.2. Let $0<p<\infty$ and $q$ be a positive function on $(0,1]$. Then the following three statements are equivalent.
(a) We have

$$
\begin{equation*}
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty \tag{2.10}
\end{equation*}
$$

(b) One can construct a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) \tag{2.11}
\end{equation*}
$$

(c) We have, as $n \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left|\alpha_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t, \tag{2.12}
\end{equation*}
$$

where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.
The proof of Theorem 2.2 is based on KMT (1975) approximation and the test for the integrals of Gaussian processes of Csörgö, Horváth and Shao (1993).

Namely, with $q$ being a positive function on ( 0,1$]$ and such that (2.10) holds, using KMT (1975) approximation, a Kiefer process $K(\cdot, \cdot)$ can be so constructed that we obtain, as $n \rightarrow \infty$,

$$
\int_{1 / n}^{1} \int_{0}^{1}\left|\alpha_{n}(s, t)-n^{-1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

Since $\alpha_{n}(s, t) \equiv 0$ for $0<t<1 / n$, it remains to show that

$$
\int_{0}^{1 / n} \int_{0}^{1}\left|n^{1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

which holds true by the following result, which is a consequence of Theorem 2.1 of Csörgő, Horváth and Shao (1993).

Lemma 2.B. Let $\{K(s, t) ; 0 \leq s, t \leq 1\}$ be a Kiefer process and $q$ be a positive function on $(0,1]$. We assume that $0<p<\infty$. Then the statements

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

and

$$
\int_{0}^{1} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t<\infty \quad \text { a.s. }
$$

are equivalent.
For detailed proofs of Theorem 2.2 and Lemma 2.B we refer to Szyszkowicz (1993) and Csörgő and Szyszkowicz (1994).

## 3. "Bridge-type" two-time parameter empirical processes

Let $X_{1}, X_{2}, \ldots$ be i.i.d.r.v.'s with a continuous distribution function $F$. In this section we study two-time parameter empirical process tied down at $t=1$. We define

$$
\hat{\alpha}_{n}(s, t)=\left\{\begin{array}{rl}
n^{-1 / 2}\left(\sum_{i=1}^{[(n+1) t]} 1\left\{F\left(X_{i}\right) \leq s\right\}-\frac{[(n+1) t]}{n} \sum_{i=1}^{n} 1\left\{F\left(X_{i}\right) \leq s\right\}\right) \\
0 & 0 \leq s \leq 1,0 \leq t<1 \\
0, & 0 \leq s \leq 1, t=1
\end{array}\right.
$$

The approximating process of $\hat{\alpha}_{n}(s, t)$ is, in terms of the Kiefer process $K(s, n t)$, given by

$$
\begin{aligned}
& \left\{n^{1 / 2}(K(s, n t)-t K(s, n)) ; 0 \leq s, t \leq 1\right\} \\
& \quad \stackrel{\mathscr{O}}{=}\{K(s, t)-t K(s, 1) ; 0 \leq s, t \leq 1\} \quad \text { for each } n \geq 1 \\
& \quad \stackrel{\mathscr{O}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}
\end{aligned}
$$

that is to say $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a mean zero separable Gaussian process with covariance function

$$
\begin{equation*}
\mathrm{E} \Gamma\left(s_{1}, t_{1}\right) \Gamma\left(s_{2}, t_{2}\right)=\left(s_{1} \wedge s_{2}-s_{1} s_{2}\right)\left(t_{1} \wedge t_{2}-t_{1} t_{2}\right) \tag{3.1}
\end{equation*}
$$

which Parzen (1992) calls a pinned Brownian sheet (two-time parameter Brownian bridge). This limiting Gaussian process $\Gamma$ also appeared in Hoeffding (1948) and Blum, Kiefer and Rosenblatt (1961) in the context of testing for independence, as well as in Csörgő and Horváth (1987a), proposing nonparametric procedures for changepoint problems based on the empirical process of full sample ranks.

Let $\mathscr{2}^{*}$ be the class of functions $q:(0,1) \rightarrow(0, \infty)$ which are positive, nondecreasing in a neighborhood of zero and non-increasing in a neighborhood of one, and let

$$
I^{*}(q, c)=\int_{0}^{1}(t(1-t))^{-1} \exp \left(-c(t(1-t))^{-1} q^{2}(t)\right) \mathrm{d} t, \quad c>0
$$

Theorem 3.1. Let $q \in \mathscr{2}^{*}$. One can construct a Kiefer process $\{K(s, t)$; $0 \leq s \leq 1, t \geq 0\}$ such that with the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$,

$$
\begin{aligned}
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} & =\left\{n^{-1 / 2}(K(s, n t)-t K(s, n)) ; 0 \leq s, t \leq 1\right\} \\
& \stackrel{\mathscr{O}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\} \quad \text { for each } n \geq 1
\end{aligned}
$$

as $n \rightarrow \infty$, we have
(a) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\alpha}_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=o_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\alpha}_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=O_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<1<1} \sup _{0 \leq s \leq 1}\left|\hat{\alpha}_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{R}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| / q(t)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$, where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is Gaussian process as defined in (3.1).

Corollary 3.1. Let $q \in \mathscr{Q}^{*}$ and $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a Gaussian process as in (3.1). Then, as $n \rightarrow \infty$, we have

$$
\hat{\alpha}_{n}(s, t) / q(t) \xrightarrow{\mathscr{Q}} \Gamma(s, t) / q(t) \quad \text { in } \quad D[0,1]^{2}
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
Remark 3.1. Remarks 2.1 and 2.2 are also valid here.
We note that Theorem 3.1 does not follow directly from Theorem 2.1 since now we consider also weight functions $q$ such that $\lim _{t \uparrow 1} q(t)=0$. The proof of Theorem 3.1 can be done similarly to that of Theorem 2.2 in Szyszkowicz (1994) when using Theorem 2.1 here instead of Theorem 2.1 of Szyszkowicz (1994), and the following integral test of Csörgő, Horváth and Szyszkowicz (1994).

Lemma 3.A. Let $q \in \mathscr{2}^{*}$ and $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a Gaussian process as in (3.1). Then we have
(a) $\quad \limsup \sup _{t \downarrow 0}|\Gamma(s, t)| / q(t)<\infty \quad$ a.s.
and

$$
\lim \sup \sup _{0 \backslash s \leq 1}|\Gamma(s, t)| / q(t)<\infty \quad \text { a.s. }
$$

if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(b) $\quad \lim _{t \downarrow 0} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| / q(t)=0 \quad$ a.s.
and

$$
\lim _{t \uparrow 1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| / q(t)=0 \quad \text { a.s. }
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
Theorem 3.1 was proved by Szyszkowicz (1994) under stronger conditions. Namely, part (a) was obtained for weight functions $q$ which are positive on $(0,1)$ and such that

$$
\begin{cases} & \lim _{t \downarrow 0}\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} / q(t)=0  \tag{*}\\ \text { and } & \lim _{t \uparrow 1}\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} / q(t)=0\end{cases}
$$

while parts (b) and (c) were proved for positive functions $q$ such that

$$
\begin{cases} & \lim _{t \downarrow 0}\left(t(1-t) \log \log _{\frac{1}{t(1-t)}}\right)^{1 / 2} / q(t)<\infty  \tag{*}\\ \text { and } & \lim _{t \uparrow 1}\left(t(1-t) \log \log _{\frac{1}{t(1-t)}}\right)^{1 / 2} / q(t)<\infty\end{cases}
$$

Equivalent conditions resulting from upper-lower class results (tests for upper and lower functions) for suprema of Kiefer processes as given in Theorem 5.2 of Adler and Brown (1986) (cf Chung (1949) and Kiefer (1961)) were also discussed there (cf also the lines of discussion following Remark 2.2 here, concerning conditions on weight functions). Deshayes and Picard (1986) concluded the convergence in distribution of the test statistic

$$
\sup _{0<t<1} \sup _{0 \leq s \leq 1} \psi(t) \frac{\left|\hat{\alpha}_{n}(s, t)\right|}{t(1-t)} \xrightarrow{\mathscr{D}} \sup _{0<t<1} \sup _{0 \leq s \leq 1} \psi(t) \frac{|\Gamma(s, t)|}{t(1-t)}
$$

with $\psi$, a non-negative, piecewise continuous function on the interval $(0,1)$, under the condition $\int_{0}^{1}\left(\frac{\psi(t)}{t(1-t)}\right)^{2} \mathrm{~d} t<\infty$. Theorem 3.1 here gives the largest possible classes of weight functions for asymptotics of $\hat{\alpha}_{n}(s, t)$ in weighted supremum metrics. In particular, it follows from Theorem 3.1(c) that

$$
\begin{align*}
\sup _{0<t<1} & \sup _{0 \leq s \leq 1}\left|\hat{\alpha}_{n}(s, t)\right| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} \\
& \xrightarrow{\mathscr{P}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} . \tag{3.2}
\end{align*}
$$

Next we present $L_{p}$-approximation and the convergence of $L_{p}$-functionals for the optimal class of weight functions, which is bigger than that in the case of supnorm asymptotics.

Theorem 3.2. Let $0<p<\infty$ and $q$ be a positive function on $(0,1)$. Then the following three statements are equivalent.
(a) We have

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) There exists a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that with the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$

$$
\begin{aligned}
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} & =\left\{n^{1 / 2}(K(s, n t)-t K(s, n)) ; 0 \leq s, t \leq 1\right\} \\
& =\{\Gamma(s, t) ; 0 \leq s, t \leq 1\} \quad \text { for each } n \geq 1
\end{aligned}
$$

as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\alpha}_{n}(s, t)-\Gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\alpha}_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{Q} \int_{0}^{1} \int_{0}^{1}|\Gamma(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t,
$$

where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as defined in (3.1).
The proof of Theorem 3.2 is based on Theorem 2.2 and the following lemma which is a consequence of Theorem 2.1 of Csörgő, Horváth and Shao (1993). For details we refer to Szyszkowicz (1993b) and Csörgő and Szyszkowicz (1994).

Lemma 3.B. Let $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a stochastic process as in (3.1) and $q$ be a positive function on $(0,1)$. We assume that $0<p<\infty$. Then the statements

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

and

$$
\int_{0}^{1} \int_{0}^{1}|\Gamma(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t<\infty \quad \text { a.s. }
$$

are equivalent.
We note that the class of admissible weight functions for the convergence in distribution of $L_{p}$-functionals of the processes $\hat{\alpha}_{n}(s, t) / q(t)$ is considerably bigger than that for the convergence in distribution of supremum functionals of this process. For example, considering $L_{1}$-functionals it follows from Theorem 3.2 that, as $n \rightarrow \infty$,

$$
\begin{align*}
& \int_{0}^{1} \int_{0}^{1}\left|\hat{\alpha}_{n}(s, t)\right| /(t(1-t)) \mathrm{d} s \mathrm{~d} t \\
& \xrightarrow{G_{0}} \int_{0}^{1} \int_{0}^{1}|K(s, t)-t K(s, 1)| /(t(1-t)) \mathrm{d} s \mathrm{~d} t \tag{3.3}
\end{align*}
$$

where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process ( $\operatorname{cf}(2.4)$ ). Moreover, according to Theorem 3.2, in (3.3) we can even have $(t(1-t))^{v}$ with any $v<3 / 2$ instead of $t(1-t)$.

We note that $\left|\hat{\alpha}_{n}(s, t)\right| / t(1-t)$ is essentially the sequence of stochastic processes of (1.8), rewritten a bit for the sake of theorem proving.

In order to better relate the result in (3.3) to the change-point problem as summarized by the sequence of stochastic processes in (1.8), we put $s=F(x)$ and consider $\hat{\alpha}_{n}(F(x), t)$. Consequently, we obtain the sequence of stochastic processes

$$
\begin{aligned}
& \left\{\hat{\alpha}_{n}(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\} \\
& =\left\{\hat{\zeta}_{n}(x, t) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\} \\
& :=\left\{\begin{array}{l}
n^{-1 / 2}\left(\sum_{i=1}^{[(n+1) t]} \mathbf{1}\left\{X_{i} \leq x\right\}-\frac{[(n+1) t]}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq x\right\}\right), x \in \mathbb{R}, 0 \leq t<1 \\
0, \quad x \in \mathbb{R}, t=1, n=1,2, \ldots
\end{array}\right.
\end{aligned}
$$

which, unlike $\zeta_{n}(x, t)$ (cf (1.1)), does not depend on the possibly unknown distribution function $F$. Indeed, the definition of $\hat{\alpha}_{n}(s, t)$ is for the convenience of theorem proving only; all the weighted supremum norm results presented here (and those of Szyszkowicz $(1991,1994)$ ) remain true of course under the transformation $s \rightarrow F(x)$. In particular, based on the processes in (1.8), in terms of $\hat{\alpha}_{n}(F(x), t)=\hat{\zeta}_{n}(x, t)$, as $n \rightarrow \infty$, we have, for example (cf (3.2)),

$$
\begin{align*}
& \sup _{0<t<1} \sup _{x \in \mathbb{R}}\left|\hat{\zeta}_{n}(x, t)\right| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} \\
& \quad \xrightarrow{\mathscr{Q}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|K(s, t)-t K(s, 1)| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} \tag{3.5}
\end{align*}
$$

i.e., a sequence of statistics (computable) converges in distribution to a distribution free (not a function of $F$ ) random variable.

On the other hand, (3.3) via $s \rightarrow F(x)$ translates into

$$
\begin{align*}
& \int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)\right| /(t(1-t)) d F(x) \mathrm{d} t \\
& \quad \stackrel{g}{\rightarrow} \int_{0}^{1} \int_{0}^{1}|K(s, t)-t K(s, 1)| /(t(1-t)) \mathrm{d} s \mathrm{~d} t \tag{3.6}
\end{align*}
$$

i.e., now we have a sequence of "statistics" (incomputable, unless $F$ is specified) converging to a distribution free (of $F$ ) random variable. Hence, in order to make our optimal asymptotic results on $\hat{\zeta}_{n}$ in weighted $L_{p}$-norms more relevant to change-point analysis, it is desirable to replace the $\mathrm{d} F$ measure of integration in the empirical parts of the theorems, like, for example, on the left hand side of (3.6), by the empirical $\mathrm{d} F_{n}$. This would make the appropriate empirical left hand side $L_{p}$-functionals computable statistics, while keeping the right hand side Gaussian ones distribution free (of $F$ ). This program of replacing $\mathrm{d} F$ by $\mathrm{d} F_{n}$, when desirable for computational purposes, can be carried out by combining appropriate parts of our proofs with that of Corollary 5.6 .4 of Csörgő and Révész (1981, pp. 186-188).

Another way to deal with $\hat{\alpha}_{n}(F(x), t)=\hat{\zeta}_{n}(x, t)$ in weighted $L_{p}$-norms is to replace the measure of integration $\mathrm{d} F$ on the left hand side of $(3.6)$ by $\mathrm{d} x$, which will result in having (cf Corollary 3.2 below)

$$
\begin{align*}
& \int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)\right| /(t(1-t)) \mathrm{d} x \mathrm{~d} t \\
& \quad \xrightarrow{g} \int_{0}^{1} \int_{-\infty}^{\infty}|K(F(x), t)-t K(F(x), 1)| /(t(1-t)) \mathrm{d} x \mathrm{~d} t \tag{3.7}
\end{align*}
$$

on assuming a bit more than two moments for $F$. That is to say, we now have a sequence of statistics (computable) converging to a non distribution free (a function of $F$ ) Gaussian random variable whose distribution can be simulated for each unknown $F$ via repeated large samples, or by bootstrapping a given one.

In order to obtain convergence of statistics like those in (3.7), first we need to formulate results for the $\alpha_{n}(F(x), t)$ process.

Let $\zeta_{n}(x, t)$ be as in (1.1), i.e.,

$$
\left\{\zeta_{n}(x, t) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\}=\left\{\alpha_{n}(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\}
$$

where $F$ is a continuous distribution function. We note that $\{K(F(x), t) ; x \in \mathbb{R}$, $0 \leq t \leq 1\}$ is a Kiefer process, i.e., a two-time parameter separable Gaussian process with mean zero and covariance function

$$
\mathrm{E} K\left(F\left(x_{1}\right), t_{1}\right) K\left(F\left(x_{2}\right), t_{2}\right)=\left(F\left(x_{1}\right) \wedge F\left(x_{2}\right)-F\left(x_{1}\right) F\left(x_{2}\right)\right)\left(t_{1} \wedge t_{2}\right)
$$

The analog of Theorem 2.2 for $\zeta_{n}(\cdot, \cdot)$ process can be formulated as follows.
Theorem 3.3. Let $q$ be a positive function on $(0,1]$ and $F$ be a continuous distribution function. Then, with $0<p<\infty$, the following three conditions are equivalent.
(a) We have

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty \quad \text { and } \quad \int_{-\infty}^{\infty}(F(x)(1-F(x)))^{p / 2} \mathrm{~d} x<\infty
$$

(b) One can construct a Kiefer process $\{K(F(x), t) ; x \in \mathbb{R}, t \geq 0\}$ such that, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\zeta_{n}(x, t)-n^{-1 / 2} K(F(x), n t)\right|^{p} / q(t) \mathrm{d} x \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\zeta_{n}(x, t)\right|^{p} / q(t) \mathrm{d} x \mathrm{~d} t \xrightarrow{\mathscr{D}} \int_{0}^{1} \int_{-\infty}^{\infty}|K(F(x), t)|^{p} / q(t) \mathrm{d} x \mathrm{~d} t
$$

where $\{K(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ is a Kiefer process.
The proof of Theorem 3.3 is like that of Theorem 2.2, where instead of Lemma 2.B we use the following result.

Lemma 3.1. Let $\{K(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ be a Kiefer process and $q$ be a positive function on $(0,1]$. We assume that $0<p<\infty$ and $F$ is a continuous distribution function. Then the statements

$$
\int_{0}^{1} t^{p / 2} / q(t) \int_{-\infty}^{\infty}(F(x)(1-F(x)))^{p / 2} \mathrm{~d} x \mathrm{~d} t<\infty
$$

and

$$
\int_{0}^{1} \int_{-\infty}^{\infty}|K(F(x), t)|^{p} / q(t) \mathrm{d} x \mathrm{~d} t<\infty \quad \text { a.s. }
$$

are equivalent.
Proof. Arguing similarily as in the proof of Lemma 2.B (cf Szyszkowicz (1993b) or Csörgő and Szyszkowicz (1994)), we have

$$
\begin{aligned}
\mathrm{E}\left(\int_{-\infty}^{\infty}|K(F(x), t)| \mathrm{d} x\right)^{2} & =t^{p} \mathrm{E}|N(0,1)|^{2 p}\left(\int_{-\infty}^{\infty}(F(x)(1-F(x)))^{p / 2} \mathrm{~d} x\right)^{2} \\
& =\left(\mathrm{E} \int_{-\infty}^{\infty}|K(F(x), t)|^{p} \mathrm{~d} x\right)^{2}
\end{aligned}
$$

and, consequently, the condition of Theorem 2.1 of Csörgö, Horváth and Shao (1993) is satisfied with $r=2$. Hence

$$
\int_{0}^{1} \int_{-\infty}^{\infty}|K(F(x), t)|^{p} / q(t) \mathrm{d} x \mathrm{~d} t<\infty \quad \text { a.s. }
$$

if and only if

$$
\int_{0}^{1} \int_{-\infty}^{\infty} \mathrm{E}|N(0,1)|^{p}(t F(x)(1-F(x)))^{p / 2} / q(t) \mathrm{d} x \mathrm{~d} t<\infty
$$

i.e., if and only if

$$
\int_{0}^{1} \int_{-\infty}^{\infty}(t F(x)(1-F(x)))^{p / 2} / q(t) \mathrm{d} x \mathrm{~d} t<\infty
$$

Considering the sequence of stochastic processes as in (3.4), we have the following result.

Let $\Gamma(\cdot, \cdot)$ be a Gaussian process as in (3.1) and $F(\cdot)$ be a continuous distribution function. We note that $\{\Gamma(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ is a separable Gaussian process with mean zero and covariance function

$$
\begin{equation*}
\mathrm{E} \Gamma\left(F\left(x_{1}\right), t_{1}\right) \Gamma\left(F\left(x_{2}\right), t_{2}\right)=\left(F\left(x_{1}\right) \wedge F\left(x_{2}\right)-F\left(x_{1}\right) F\left(x_{2}\right)\right)\left(t_{1} \wedge t_{2}-t_{1} t_{2}\right) \tag{3.8}
\end{equation*}
$$

Theorem 3.4. Let $q$ be a positive function on $(0,1)$ and $F$ be a continuous distribution function. Then, with $0<p<\infty$, the following three conditions are equivalent.
(a) We have

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty \quad \text { and } \quad \int_{-\infty}^{\infty}(F(x)(1-F(x)))^{p / 2} \mathrm{~d} x<\infty
$$

(b) One can construct a Kiefer process $\{K(F(x), t) ; x \in \mathbb{R}, t \geq 0\}$ such that with the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$

$$
\begin{aligned}
& \left\{\Gamma_{n}(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\} \\
& \quad=\left\{n^{-1 / 2}(K(F(x), t)-t K(F(x), 1)) ; x \in \mathbb{R}, 0 \leq t \leq 1\right\} \\
& \quad \stackrel{\mathscr{Q}}{=}\{\Gamma(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\} \quad \text { for each } n \geq 1,
\end{aligned}
$$

as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)-\Gamma_{n}(F(x), t)\right|^{p} / q(t) \mathrm{d} x \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)\right|^{p} / q(t) \mathrm{d} x \mathrm{~d} t \xrightarrow{\mathscr{D}} \int_{0}^{1} \int_{-\infty}^{\infty}|\Gamma(F(x), t)|^{p} / q(t) \mathrm{d} x \mathrm{~d} t,
$$

where $\{\Gamma(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ is a Gaussian process as in (3.8).
In order to obtain Theorem 3.4 the following result is needed.
Lemma 3.2. Let $\{\Gamma(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ be a separable Gaussian process with mean zero and covariance function as in (3.8), where $F$ is a continuous distribution function. We assume that $0<p<\infty$ and $q$ is a positive function on $(0,1)$. Then the statements

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \int_{-\infty}^{\infty}(F(x)(1-F(x)))^{p / 2} \mathrm{~d} x \mathrm{~d} t<\infty
$$

and

$$
\int_{0}^{1} \int_{-\infty}^{\infty}|\Gamma(F(x), t)|^{p} / q(t) \mathrm{d} x \mathrm{~d} t<\infty \quad \text { a.s. }
$$

are equivalent.
Proof. Similar to that of Lemma 3.1.
Proof of Theorem 3.4. Similar to that of Theorem 3.2 when using Theorem 3.3 and Lemma 3.2 in lieu of Theorem 2.2 and Lemma 3.B, respectively.

When considering $L_{1}$-functionals we note that the condition $\int_{-\infty}^{\infty}(F(x)$ $(1-F(x)))^{1 / 2} \mathrm{~d} x<\infty$ is slightly stronger than the existence of the $2^{\text {nd }}$ moment (cf Appendix of Hoeffding (1973), and Csörgő, Csörgő and Horváth (1986, p. 34)). Consequently, we have the following result.

Corollary 3.2. Let $q$ be a positive function on $(0,1)$ and $F$ be a continuous distribution function such that

$$
\int_{-\infty}^{\infty} x^{2}(\log (1+x))^{1+\delta} \mathrm{d} F(x)<\infty, \text { with any } \delta>0
$$

Then the following three statements are equivalent.
(a) We have

$$
\int_{0}^{1}(t(1-t))^{1 / 2} / q(t) \mathrm{d} t<\infty
$$

(b) With the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$ as in Theorem 3.4, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)-\Gamma_{n}(F(x), t)\right| / q(t) \mathrm{d} x \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{-\infty}^{\infty}\left|\hat{\zeta}_{n}(x, t)\right| / q(t) \mathrm{d} x \mathrm{~d} t \xrightarrow{\mathscr{Z}} \int_{0}^{1} \int_{-\infty}^{\infty}|\Gamma(F(x), t)| / q(t) \mathrm{d} x \mathrm{~d} t,
$$

where $\{\Gamma(F(x), t) ; x \in \mathbb{R}, 0 \leq t \leq 1\}$ is a Gaussian process as in (3.8).
For example, under the conditions of Corollary 3.2 we have (3.7). Consequently, in this weighted $L_{1}$-convergence in distribution, we obtain a most natural statistic (computable) for the change-point problem as formulated in (1.8) (cf also the discussion of this problem in the Introduction).

Similar applicable statistics-type results can be formulated also in terms of the other stochastic processes considered in this paper.

## 4. Weighted empirical processes based on ranks

Let $X_{1}, X_{2}, \ldots$ be independent identically distributed random variables with an unknown continuous distribution function $F$. For each $n \geq 1$, let $R_{1 n}, \ldots, R_{n n}$ denote the normalized ranks

$$
R_{i n}=n^{-l} \sum_{k=1}^{n} 1\left\{X_{k} \leq X_{i}\right\}, \quad i=1, \ldots, n
$$

of the first $n$ of the random variables $X_{1}, X_{2}, \ldots$ Thus, the rank of $X_{i}$, in our notation $n R_{i n}$, is the integer among the numbers $1, \ldots, n$ which corresponds to the position of $X_{i}$ in the order statistics $X_{1 n} \leq \cdots \leq X_{n n}$ of a random sample of size $n \geq 1$. In this section we consider the asymptotic behaviour of the empirical process based on ranks with weight functions $q$, namely $\beta_{n}(s, t) / q(t)$, where

$$
\beta_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{R_{i n} \leq s\right\}-\frac{[n s]}{n}\right), \quad 0 \leq s, t \leq 1 .
$$

As in Section 3, let $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a stochastic process as defined in (3.1), and let $B(s)$ be a Brownian bridge. The following test statistics for the
change-point problem were proposed by Csörgő and Horváth (1987a), where they derive their limiting distributions under the assumption of $X_{1}, \ldots, X_{n}$ being i.i.d.r.v.'s. Namely, as $n \rightarrow \infty$

$$
\begin{aligned}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq s \leq 1}\left|\beta_{n}(s, t)\right| \xrightarrow{\mathscr{B}} \sup _{0 \leq t \leq 1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)|, \\
& \int_{0}^{1} \int_{0}^{1} \beta_{n}^{2}(s, t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{T}} \int_{0}^{1} \int_{0}^{1} \Gamma^{2}(s, t) \mathrm{d} s \mathrm{~d} t \\
& \left(s_{0}\left(1-s_{0}\right)\right)^{-1 / 2} \sup _{0 \leq s \leq 1}\left|\beta_{n}\left(s_{0}, t\right)\right| \xrightarrow{\mathscr{Q}} \sup _{0 \leq t \leq 1}|B(t)|, \\
& \left(t_{0}\left(1-t_{0}\right)\right)^{-1 / 2} \sup _{0 \leq s \leq 1}\left|\beta_{n}\left(s, t_{0}\right)\right| \xrightarrow{\mathscr{P}} \sup _{0 \leq s \leq 1}|B(s)|, \\
& 12 \int_{0}^{1} \int_{0}^{1} \beta_{n}(s, t) \mathrm{d} s \mathrm{~d} t \xrightarrow[\rightarrow]{\mathscr{T}} N(0,1) \\
& \left(\frac{12}{s_{0}\left(1-s_{0}\right)}\right)^{1 / 2} \int_{0}^{1} \beta_{n}\left(s_{0}, t\right) \mathrm{d} t \xrightarrow[\rightarrow]{\mathscr{Q}} N(0,1), \\
& (48)^{1 / 2} \int_{0}^{1}\left(-\beta_{n}\left(\frac{1}{2}, t\right)\right) \mathrm{d} t \xrightarrow{\mathscr{Q}} N(0,1), \\
& \left(\frac{12}{t_{0}\left(1-t_{0}\right)}\right)^{1 / 2} \int_{0}^{1} \beta_{n}\left(s, t_{0}\right) \mathrm{d} s \xrightarrow[\rightarrow]{\mathscr{Z}} N(0,1),
\end{aligned}
$$

where $0<s_{0}, t_{0}<1$, and $N(0,1)$ stands for the standard normal random variable.
Theorems 4.1 and 4.2 below give the asymptotics of weighted versions of such functionals for the optimal classes of weight functions. In order to present our results we define

$$
\hat{\beta}_{n}(s, t)= \begin{cases}n^{-1 / 2} \sum_{i=1}^{[(n+1) t]}\left(\mathbf{1}\left\{R_{i n} \leq s\right\}-\frac{[n s]}{n}\right), & 0 \leq s, t<1 \\ 0, & 0 \leq s \leq 1, t=1\end{cases}
$$

Theorem 4.1. Let $q \in \mathscr{Q}^{*}$. One can construct a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that with the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$,

$$
\begin{aligned}
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} & =\left\{n^{-1 / 2}(K(s, n t)-t K(s, n)) ; 0 \leq s, t \leq 1\right\} \\
& \stackrel{Q^{\prime}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\} \text { for each } n \geq 1
\end{aligned}
$$

as $n \rightarrow \infty$, we have
(a) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\beta}_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=o_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\beta}_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=O_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\beta}_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{O}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| / q(t)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$, where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).

Corollary 4.1. Let $q \in \mathscr{Q}^{*}$ and $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a Gaussian process as in (3.1). Then, as $n \rightarrow \infty$, we have

$$
\hat{\beta}_{n}(s, t) / q(t) \xrightarrow{\mathscr{B}} \Gamma(s, t) / q(t) \quad \text { in } D[0,1]^{2}
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
We note that from Theorem 4.1 (c) (but not as a consequence of Corollary 4.1) we have, for example, as $n \rightarrow \infty$,

$$
\begin{aligned}
\sup _{0<t<1} & \sup _{0 \leq s \leq 1}\left|\hat{\beta}_{n}(s, t)\right| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} \\
& \xrightarrow{\mathscr{B}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| /\left(t(1-t) \log \log \frac{1}{t(1-t)}\right)^{1 / 2} .
\end{aligned}
$$

As an immediate consequence of Theorem 4.2 below we obtain, for example, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\beta}_{n}(s, t)\right| /(t(1-t)) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|\Gamma(s, t)| /(t(1-t)) \mathrm{d} s \mathrm{~d} t
$$

Theorem 4.2. Let $0<p<\infty$ and $q$ be a positive function on $(0,1)$. Then the following three statements are equivalent.
(a) We have

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) With the sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$ as in Theorem 4.1 we have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\beta}_{n}(s, t)-\Gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\beta}_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|\Gamma(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t,
$$

where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).
Proofs of Theorems 4.1 and 4.2 are based on the following observation.
Observation 4.1. We note that

$$
\begin{aligned}
\beta_{n}(s, t) & =n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{R_{i n} \leq s\right\}-\frac{[n s]}{n}\right) \\
& =n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{F\left(X_{i}\right) \leq U_{n}(s)\right\}-\frac{[n s]}{n}\right),
\end{aligned}
$$

where $U_{n}(s)$ is defined by

$$
U_{n}(s)= \begin{cases}0 & \text { for } \quad s \in[0,1 / n)  \tag{4.1}\\ U_{k: n}=F\left(X_{k: n}\right) & \text { for } \quad s \in[k / n,(k+1) / n), k=1, \ldots, n-1 \\ U_{n: n} & \text { for } \quad s=1,\end{cases}
$$

and $X_{1: n} \leq \cdots \leq X_{n: n}$ denote the order statistics of $X_{1}, \ldots, X_{n}$. We note also that the process $\beta_{n}(s, t)$ already has a "bridge" type structure as it is, namely we have

$$
\beta_{n}(s, t)=\alpha_{n}\left(U_{n}(s), t\right)-\frac{[n t]}{n} \alpha_{n}\left(U_{n}(s), 1\right)
$$

Theorem 4.1 was proved by Szyszkowicz (1994) under stronger conditions, namely (3.A*) and (3.B*) in lieu of $I^{*}(q, c)<\infty$ for all $c>0$ and $I^{*}(q, c)<\infty$ for some $c>0$, respectively (cf also discussion after Corollary 3.1 here).

Proof of theorem 4.1. Arguing as in the proof of Lemma 3.1 of Szyszkowicz (1994) and using Lemma 2.A, with any $q \in \mathscr{2}$, we have

$$
\begin{align*}
\sup _{0<t \leq 1} & \sup _{0 \leq s \leq 1}\left|K\left(U_{n}(s), n t\right)-K(s, n t)\right| /\left(n^{1 / 2} q(t)\right) \\
& = \begin{cases}o_{P}(1) & \text { if } I(q, c)<\infty \text { for all } c>0 \\
O_{P}(1) & \text { if } I(q, c)<\infty \text { for some } c>0\end{cases} \tag{4.2}
\end{align*}
$$

where $K(\cdot, \cdot)$ is a Kiefer process and $U_{n}(s)$ is defined as in (4.1). Consequently, the proof of Theorem 3.1 can be repeated here, since Theorem 2.1 and (4.2) imply that there exists a Kiefer process $K(\cdot, \cdot)$ such that, as $n \rightarrow \infty$,

$$
\begin{aligned}
\sup _{0<t \leq 1} & \sup _{0 \leq s \leq 1}\left|\alpha\left(U_{n}(s), n t\right)-n^{-1 / 2} K(s, n t)\right| / q(t) \\
& = \begin{cases}o_{P}(1) & \text { if } I(q, c)<\infty \text { for all } c>0 \\
O_{P}(1) & \text { if } I(q, c)<\infty \text { for some } c>0\end{cases}
\end{aligned}
$$

Proof of corollary 4.1. Similar to that of Corollary 2.1.
In order to obtain Theorem 4.2 we will need the following result.
Lemma 4.1. Let $q$ be a positive function on $(0, \mathrm{l}]$ and such that

$$
\begin{equation*}
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty \tag{4.3}
\end{equation*}
$$

Then, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

where $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ is a Kiefer process and $U_{n}(s)$ is defined as in (4.1).
Proof of lemma 4.1. By Lemma 4.5.1 of Csörgó and Révész (1981), we have

$$
\sup _{1 / n \leq s \leq 1}\left|K\left(U_{n}(s), n t\right)-K(s, n t)\right| \stackrel{\text { a.s. }}{=} O\left((n t)^{1 / 4}(\log \log n t)^{1 / 4}(\log n t)^{1 / 2}\right)
$$

as $n t \rightarrow \infty$. Hence for any $\lambda \geq 1$

$$
\begin{aligned}
& \int_{\lambda / n}^{1} \int_{1 / n}^{1}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \leq \\
& \leq \int_{\lambda / n}^{1}\left(\sup _{1 / n \leq s \leq 1}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|\right)^{p} / q(t) \mathrm{d} t \\
& \stackrel{\text { a.s. }}{=} O\left(\int_{\lambda / n}^{1}\left((n t)^{1 / 4}(\log \log n t)^{1 / 4}(\log n t)^{1 / 2} /(n t)^{1 / 2}\right)^{p}\left(t^{p / 2} / q(t)\right) \mathrm{d} t\right) \\
& \leq \\
& \leq O\left(\sup _{\lambda / n \leq i<\delta}\left((n t)^{-1 / 4}(\log n t)^{3 / 4}\right)^{p} \int_{\lambda / n}^{\delta} t^{p / 2} / q(t) \mathrm{d} t\right. \\
& \left.\quad+\sup _{\delta \leq t \leq 1}\left((n t)^{-1 / 4}(\log n t)^{3 / 4}\right)^{p} \int_{\delta}^{1} t^{p / 2} / q(t) \mathrm{d} t\right) \\
& =O(O(1) o(1)+o(1) O(1)) \\
& \stackrel{\text { a.s. }}{=} o(1)
\end{aligned}
$$

as $n \rightarrow \infty$, and taking $\delta>0$ arbitrarily small, for any function $q$ which is positive on $(0,1]$ and such that (4.3) holds. Also, if (4.3) holds, we have

$$
\begin{aligned}
& \int_{0}^{\lambda / n} \int_{1 / n}^{1}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad \leq 2^{p+1} \int_{0}^{\lambda / n} \int_{0}^{1}\left|n^{-1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad=o_{P}(1)
\end{aligned}
$$

as $n \rightarrow \infty$, by Lemma 2.B. Hence, by the last two results, for any function $q$ which is positive on (0, 1] and such that (4.3) holds, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{1 / n}^{1}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

Also, on account of $U_{n}(s)=0$ for $s \in[0,1 / n)$ and using again Lemma 2.B, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
& \int_{0}^{1} \int_{0}^{1 / n}\left|n^{-1 / 2}\left(K\left(U_{n}(s), n t\right)-K(s, n t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad=\int_{0}^{1} \int_{0}^{1 / n}\left|n^{-1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad \mathscr{\mathscr { P }}=\int_{0}^{1} \int_{0}^{1 / n}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad \stackrel{\text { a.s }}{=} o(1)
\end{aligned}
$$

for any function $q$ which is positive on ( 0,1$]$ and such that (4.3) holds. This concludes the proof of Lemma 4.1.

As to the proof of Theorem 4.2, we can simply say that the proof of Theorem 3.2 can be repeated here since Theorem 2.2 and Lemma 4.1 imply that there exists a Kiefer process $\{K(s, t) ; 0 \leq s \leq 1, t \geq 0\}$ such that, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\alpha_{n}\left(U_{n}(s), t\right)-n^{-1 / 2} K(s, n t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

if

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

## 5. Weighted empirical processes based on sequential ranks

Let $X_{1}, X_{2}, \ldots$ be independent random variables with a continuous distribution function $F$. For each $n \geq 1$, let $\xi_{1}, \ldots, \xi_{n}$ denote the normalized sequential ranks

$$
\xi_{i}=i^{-1} \sum_{k=1}^{i} \mathbf{1}\left\{X_{k}<X_{i}\right\}, \quad i=1, \ldots, n
$$

of the first $n$ of the random variables $X_{1}, X_{2}, \ldots$ Thus the sequential rank of $X_{i}$, here $i \xi_{i}$, is the position of $X_{i}$ in the first $i-1$ ordered observations $X_{0, i-1} \leq \cdots \leq X_{i-1, i-1}, 1 \leq i \leq n$ of a random sample of size $n \geq 1$, where $X_{0,0} \equiv 0$ by convention, and $\xi_{1}=0$ by definition.

When observations are available sequentially and to be kept in their chronological order, then, for computing $n R_{i n}$, one has to recompute the ranks of all the available observations at each stage. This is often quite tedious as well as time consuming. However, computing only the rank of the last observation at each stage gives the sequential ranks $i \xi_{i}$ immediately. Hence, it is, comparatively, also easy to calculate statistics of sequential ranks. In particular, one can calculate these statistics successively as the sequential ranks are calculated, in contrast to statistics based on ranks that require the entire sequence $R_{1 n}, \ldots, R_{n n}$ to be calculated. Moreover, sequential ranks have the important property that, under the null hypothesis of all the independent $X_{i}$ 's being also identically distributed, they themselves are independent (in contrast to ranks). The following result is due to Barndorff-Nielsen (1963).

Theorem 5.A. If the random variables $X_{1}, \ldots, X_{n}$ are independent and identically continuously distributed, then the sequential ranks $\xi_{1}, \ldots, \xi_{n}$ are independent and

$$
P\left\{\xi_{i}=\frac{k}{i}\right\}=\frac{1}{i}, \quad k=0, \ldots, i-1 ; i=1, \ldots, n
$$

Statistical tests based on sequential ranks are frequently used because of these convenient properties. Sequential ranks are ready made, of course, for sequential procedures. However, they are also very convenient to use for sequential studies of chronologically ordered observations of finite size samples.

For related works on statistics based on sequential ranks we refer to Parent (1965), Reynolds (1975), Mason (1981), Lombard and Mason (1985). Bhattacharya and Frierson (1981) propose a control chart based on partial sums of sequential ranks for detecting small changes in the distribution of a given random sample. They consider $\max _{1 \leq k \leq n} \sum_{i=1}^{k} \xi_{i} / n^{1 / 2}$ type statistics while Gombay (1995) studies their sequentially weighted versions $\max _{1 \leq k \leq n} \sum_{i=1}^{k} \xi_{i} / k^{1 / 2}$ instead, via a theorem of Darling and Erdős (1956). Using different type of weight functions Szyszkowicz (1996b) obtains weighted asymptotics of partial sums of functionals of sequential ranks in supremum and $L_{p}$-norms. Csörgö and Horváth (1987b) propose a sequential procedure based on empirical process of sequential ranks for detecting a possible changepoint in a random sequence. Asymptotic properties of CUSUM versions of these procedures are studied by Huse (1989). Test statistics based on sequential ranks under contiguous alternatives and in connection with changepoint problems are considered by Lombard (1981, 1983).

Here, we consider the two-time parameter empirical process

$$
\gamma_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]} \mathbf{1}\left(\left\{\xi_{i} \leq s\right\}-\frac{[i s]}{i}\right), \quad 0 \leq s, t \leq 1
$$

of the normalized sequential ranks $\xi_{i}, i=1, \ldots, n$, and prove the optimal asymptotic characterization of $\gamma_{n}(s, t)$ in weighted supremum and $L_{p}$-metrics.

Theorem 5.1. Let $q \in \mathscr{2}$. There exists a sequence of Kiefer processes $\left\{K_{n}(s, t) ; 0 \leq s, t \leq 1\right\}$ such that, as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\gamma_{n}(s, t)-K_{n}(s, t)\right| / q(t)=o_{P}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\gamma_{n}(s, t)-K_{n}(s, t)\right| / q(t)=O_{P}(1)$
if and only if $I(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\gamma_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)$
if and only if $I(q, c)<\infty$ for some $c>0$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.

Corollary 5.1. Let $q \in \mathscr{2}$ and $\{K(s, t) ; 0 \leq s, t \leq 1\}$ be a Kiefer process. Then, as $n \rightarrow \infty$, we have

$$
\gamma_{n}(s, t) / q(t) \xrightarrow{\mathscr{O}} K(s, t) / q(t) \quad \text { in } D[0,1]^{2}
$$

if and only if $I(q, c)<\infty$ for all $c>0$.
Considering $L_{p}$-functionals, we obtain here the following result.
Theorem 5.2. Let $0<p<\infty$ and $q$ be a positive function on $(0,1]$. Then the following three statements are equivalent.
(a) We have

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) There exists a sequence of Kiefer processes $\left\{K_{n}(s, t) ; 0 \leq s, t \leq 1\right\}$ such that, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|\gamma_{n}(s, t)-K_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t
$$

where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.

In order to prove our results, we will represent the normalized sequential ranks $\xi_{i}$ in terms of uniformly distributed random variables. By Theorem 5.A, sequential ranks generated by i.i.d. observations, i.e., $i \xi_{i}$ in our terminology, are independent, the $i^{\text {th }}$ being uniformly distributed on $\{0, \ldots, i-1\}$. Hence, with independent random variables $U_{i}$, uniformly distributed on [0, 1], we have

$$
\begin{equation*}
\xi_{i} \stackrel{\mathscr{Q}}{=} \frac{\left[i U_{i}\right]}{i}, \quad i=1,2, \ldots . \tag{5.1}
\end{equation*}
$$

Such a representation of sequential ranks was used by Csörgő and Horváth (1987b).

Proof of theorem 5.1. Let $U_{i}=F\left(X_{i}\right)$, and

$$
\tilde{\gamma}_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{\frac{\left[i U_{i}\right]}{i} \leq s\right\}-s\right), \quad 0 \leq s, t \leq 1 .
$$

By Csörgő and Horváth (1987b), one can construct a Kiefer process $K(\cdot, \cdot)$ such that

$$
\begin{equation*}
\sup _{0 \leq s \leq 1}\left|n^{1 / 2} \tilde{\gamma}_{n}(s, t)-K(s, n t)\right|=O\left(\log ^{2} n t\right) \tag{5.2}
\end{equation*}
$$

as $n t \rightarrow \infty$. Hence, imitating the proof of Theorem 2.1, we get with $q \in \mathscr{Q}$

$$
\begin{aligned}
\sup _{0<t \leq 1} & \sup _{0 \leq s \leq 1}\left|\tilde{\gamma}_{n}(s, t)-n^{-1 / 2} K(s, n t)\right| / q(t) \\
& = \begin{cases}o_{P}(1) & \text { if } I(q, c)<\infty \text { for all } c>0 \\
O_{P}(1) & \text { if } I(q, c)<\infty \text { forsome } \quad c>0\end{cases}
\end{aligned}
$$

and

$$
\sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}\left|\tilde{\gamma}_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{D}} \sup _{0<t \leq 1} \sup _{0 \leq s \leq 1}|K(s, t)| / q(t)
$$

if $I(q, c)<\infty$ for some $c>0$. The rest of the proof concerning the "if" parts of (a), (b) and (c) is exactly the same as the corresponding part of the proof of Theorem 4.1 of Szyszkowicz (1994), where the results of Theorem 5.1 were proved under stronger conditions resulting from the law of the iterated logarithm or from tests for upper and lower functions for the suprema of Kiefer processes (cf our discussion after Remark 2.2 here). The converse parts of (a), (b) and (c) follow the same way as the corresponding parts in the proof of Theorem 2.1 here.

Proof of corollary 5.1. Similar to that of Corollary 2.1.
Proof of Theorem 5.2. First we show that (a) implies (b). Assume that $q$ is a positive function on $(0,1]$ such that (2.10) holds, i.e., (a) is satisfied. Let $U_{i}=F\left(X_{i}\right)$, and $\tilde{\gamma}_{n}(s, t)$ be defined as in the proof of Theorem 5.1. Recall that, by

Csörgő and Horváth (1987b), one can construct a Kiefer process $\{K(s, t) ; 0 \leqq s \leq 1, t \geq 0\}$ such that (5.2) holds. Hence, with a sequence of Kiefer processes $\widetilde{K}_{n}(s, t)$, namely $\widetilde{K}_{n}(s, t)=n^{-1 / 2} K(s, n t)$, similarly as when proving Theorem 2.2, we obtain

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left|\tilde{\gamma}_{n}(s, t)-\widetilde{K}_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) \tag{5.3}
\end{equation*}
$$

Since, by (5.1),

$$
\begin{equation*}
\left\{\bar{\gamma}_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{D}}{=}\left\{\tilde{\gamma}_{n}(s, t) ; 0 \leq s, t \leq 1\right\}, \tag{5.4}
\end{equation*}
$$

where

$$
\bar{\gamma}_{n}(s, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{\xi_{i} \leq s\right\}-s\right), \quad 0 \leq s, t \leq 1
$$

we can use Lemma 3.1.2 in Csörgő (1983) to conclude (5.3) with $\bar{\gamma}_{n}(s, t)$ instead of $\tilde{\gamma}_{n}(s, t)$ and a possibly different sequence of Kiefer processes $K_{n}(s, t)$. Since, for $n t \rightarrow \infty$, we have

$$
\begin{equation*}
\sum_{i=1}^{[n t]}\left|\frac{[i s]-i s}{i}\right|=O(\log n t) \quad \text { for any } s \in[0,1] \tag{5.5}
\end{equation*}
$$

consequently, we obtain

$$
\int_{0}^{1} \int_{0}^{1}\left|\bar{\gamma}_{n}(s, t)-\gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o(1)
$$

for any positive $q$ such that $\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty$, which implies part (b).
Next we assume that (b) holds true. Then we have

$$
\int_{0}^{1 / n} \int_{0}^{1}\left|K_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \stackrel{\mathscr{Q}}{=} \int_{0}^{1 / n} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

as $n \rightarrow \infty$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process. Now (a) follows from Lemma 2.B in the same way as in the proof of Theorem 2.2.

Finally we show that (a) and (c) are equivalent. Assume that (a) holds. Using (5.2), (5.4), Lemma 3.1.2 in Csörgő (1983) and (5.5), we conclude that there exists a sequence of Kiefer processes $\left\{K_{n}(s, t) ; 0 \leq s, t \leq 1\right\}$ such that, as $n \rightarrow \infty$,

$$
\sup _{0 \leq \leq \leq 1} \sup _{0 \leq s \leq 1}\left|\gamma_{n}(s, t)-K_{n}(s, t)\right|=o_{P}(1) .
$$

Consequently, due to the positivity of $q$, as $n \rightarrow \infty$,

$$
\int_{\delta}^{1} \int_{0}^{1}\left|\gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{B}} \int_{\delta}^{1} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t
$$

for any $\delta \in(0,1]$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process. By Lemma 2.B we have

$$
\lim _{\delta \rightarrow 0} \int_{0}^{\delta} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=0 \quad \text { a.s. }
$$

which, combined with the previous statement, implies (c). Assuming now that (c) holds, we have

$$
\int_{0}^{1} \int_{0}^{1}|K(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t<\infty \quad \text { a.s. }
$$

which yields (a) by Lemma 2.B. Details of this proof are similar to those of the corresponding parts of the proof of Theorem 2.2 and can be found in Szyszkowicz (1993b).

## 6. "Bridge-type" empirical processes of sequential ranks

As in Section 5, let $X_{1}, X_{2}, \ldots$ be i.i.d.r.v.'s with a continuous distribution function $F$ and let $\xi_{1}, \xi_{2}, \ldots$ be their normalized sequential ranks. With (1.8) and (3.4) in mind, we study the asymptotic behaviour of the "bridge" type processes

$$
\left(\gamma_{n}(s, t)-t \gamma_{n}(s, 1)\right) / q(t)
$$

We introduce

$$
\hat{\gamma}_{n}(s, t)=\left\{\begin{array}{lr}
n^{-1 / 2}\left(\sum_{i=1}^{[(n+1) t]} 1\left\{\xi_{i} \leq s\right\}-\frac{[(n+1) t]}{n} \sum_{i=1}^{n} 1\left\{\xi_{i} \leq s\right\}\right), \\
0, & 0 \leq s \leq 1,0 \leq t \leq \mathbf{1} \\
0, & 0 \leq s \leq 1, t=1
\end{array}\right.
$$

Again, let $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a stochastic process as defined in (3.1).
Here we establish the optimal asymptotics for the processes $\hat{\gamma}_{n}(s, t)$ in weighted supremum and $L_{p}$-metrics.

Theorem 6.1. Let $q \in \mathscr{2}^{*}$. There exists a sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot)$, $n \geq 1$,

$$
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{Q}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}
$$

such that, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\gamma}_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=o_{P}(1) \tag{a}
\end{equation*}
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\gamma_{n}(s, t)-\Gamma_{n}(s, t)\right| / q(t)=O_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t<1} \sup _{0 \leq s \leq 1}\left|\hat{\gamma}_{n}(s, t)\right| / q(t) \xrightarrow{\mathscr{D}} \sup _{0<t<1} \sup _{0 \leq s \leq 1}|\Gamma(s, t)| / q(t)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$, where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).

Corollary 6.1. Let $q \in \mathscr{2}^{*}$ and $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ be a Gaussian process as in (3.1). Then, as $n \rightarrow \infty$, we have

$$
\hat{\gamma}_{n}(s, t) / q(t) \xrightarrow{\mathscr{O}} \Gamma(s, t) / q(t) \quad \text { in } D[0,1]^{2}
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
Theorem 6.2. Let $0<p<\infty$ and $q$ be a positive function on ( 0,1 ). Let $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ denote a Gaussian process as in (3.1). Then the following three statements are equivalent.
(a) We have

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty .
$$

(b) There exists a sequence of stochastic processes $\Gamma_{n}(\cdot, \cdot), n \geq 1$,

$$
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{Z}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}
$$

such that, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\gamma}_{n}(s, t)-\Gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) .
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1}\left|\hat{\gamma}_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \xrightarrow{\mathscr{D}} \int_{0}^{1} \int_{0}^{1}|\Gamma(s, t)|^{p} / q(t) \mathrm{d} s \mathrm{~d} t
$$

where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).
Theorem 6.1 (and Corollary 6.1) is an improvement of Theorem 4.2 (and Corollary 4.2) of Szyszkowicz (1994), where stronger conditions on weight functions were used. Namely, part (a) and Corollary 6.1 were obtained for weight functions $q$ which are positive on $(0,1)$ and such that ( $3 . A^{*}$ ) holds, while parts (b) and (c) were proved for positive functions $q$ such that (3.B ${ }^{*}$ ) holds (cf also discussion following Remark 3.1 here). The proof of Theorem 6.1 can be done along the lines of the proof of Theorem 4.2 in Szyszkowicz (1994), now making use of

Lemma 2.B in order to get the optimal conditions on the weight functions. On account of Lemma 2.B, Corollary 6.1 follows from Theorem 6.1 in the very same way as Corollary 2.1 follows from Theorem 2.1.

Proof of theorem 6.2. Let

$$
\tilde{S}_{[(n+1)]]}(s)=\sum_{i=1}^{[(n+1) t]}\left(\mathbf{1}\left\{\frac{\left[i U_{i}\right]}{i} \leq s\right\}-s\right)
$$

We introduce also

$$
\begin{aligned}
& \widetilde{S}_{[(n+1) t]}^{(1)}(s)=\sum_{i=1}^{\lfloor(n+1) t]}\left(\mathbf{1}\left\{\frac{\left[i U_{i}\right]}{i} \leq s\right\}-s\right), \quad 0 \leq t \leq 1 / 2,0 \leq s \leq 1 \\
& \widetilde{S}_{[(n+1) t]}^{(2)}(s)=\sum_{i=\{(n+1) t]+1}^{n}\left(\mathbf{1}\left\{\frac{\left[i U_{i}\right]}{i} \leq s\right\}-s\right), \quad 1 / 2 \leq t<1, \quad 0 \leq s \leq 1 .
\end{aligned}
$$

Then

$$
\widetilde{S}_{[(n+1) t]}(s)=\left\{\begin{array}{l}
\tilde{S}_{[(n+1) t]}^{(1)}(s), \quad 0 \leq t \leq 1 / 2,0 \leq s \leq 1 \\
\tilde{S}_{\left[\frac{n+1}{2}\right]}^{(1)}(s)+\tilde{S}_{\left[\frac{n+1}{2}\right]}^{(2)}(s)-\tilde{S}_{[[n+1) t]}^{(2)}(s), \quad 1 / 2 \leq t<1,0 \leq s \leq 1
\end{array}\right.
$$

Using the representation of sequential ranks $\xi_{i} \stackrel{\mathscr{Z}}{=}\left[i U_{i}\right] / i$ (cf (5.1)) and the approximation of (5.2), one can construct two independent Kiefer processes $K^{(1)}(\cdot, \cdot)$ and $K^{(2)}(\cdot, \cdot)$ such that

$$
\begin{equation*}
\int_{0}^{1 / 2} \int_{0}^{1}\left|n^{-1 / 2}\left(\widetilde{S}_{[(n+1) t]}^{(1)}(s)-K^{(1)}(s,(n+1) t)\right)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) \tag{6.1}
\end{equation*}
$$

if

$$
\int_{0}^{1 / 2} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

and

$$
\begin{equation*}
\int_{0}^{1 / 2} \int_{0}^{1}\left|n^{-1 / 2}\left(\widetilde{S}_{[(n+1) t]}^{(2)}(s)-K^{(2)}(s,(n+1) t)\right)\right|^{p} / q(1-t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) \tag{6.2}
\end{equation*}
$$

if

$$
\int_{0}^{1 / 2} t^{p / 2} / q(1-t) \mathrm{d} t<\infty
$$

In order to get (6.2), we note that, along the lines of the proof of Theorem 2.1 in Csörgő and Horváth (1987b), we get, as $n t \rightarrow \infty$,

$$
\begin{aligned}
& \sup _{0 \leq s \leq 1}\left|\sum_{i=1}^{[(n+1) t]} \mathbf{1}\left\{\frac{\left[(n-i+1) U_{n-i+1}\right]}{n-i+1} \leq s\right\}-\sum_{i=1}^{[(n+1) t]} \mathbf{1}\left\{U_{n-i+1} \leq s\right\}\right| \\
& \quad=O(\log n t)
\end{aligned}
$$

By this and (5.2), we have, as $n t \rightarrow \infty$,

$$
\begin{aligned}
& \sup _{0 \leq s \leq 1}\left|\sum_{i=1}^{[(n+1) t]} \mathbf{1}\left\{\frac{\left[(n-i+1) U_{n-i+1}\right]}{n-i+1} \leq s\right\}-K^{(2)}(s,(n+1) t)\right| \\
& \quad=O\left(\log ^{2} n t\right) \quad \text { a.s. }
\end{aligned}
$$

Hence, with function $q$ positive on $(0,1)$, we have

$$
\begin{aligned}
& \int_{1 / 2}^{1} \int_{0}^{1}\left|n^{-1 / 2} \widetilde{S}_{[(n+1) t]}^{(2)}(s)-n^{-1 / 2} K^{(2)}(s,(n+1)(1-t))\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& \quad=\int_{0}^{1 / 2} \int_{0}^{1}\left|n^{-1 / 2} \widetilde{S}_{[\lfloor n+1) t]}^{(2)}(s)-n^{-1 / 2} K^{(2)}(s,(n+1) t)\right|^{p} / q(1-t) \mathrm{d} s \mathrm{~d} t \\
& \quad=o_{P}(1)
\end{aligned}
$$

if

$$
\int_{1 / 2}^{1}(1-t)^{p / 2} / q(t) \mathrm{d} t<\infty
$$

Let $\hat{\tilde{\gamma}}_{n}$ be a version of the process $\hat{\gamma}_{n}$ when replacing $\xi_{i}$ by $\left[i U_{i}\right] / i$ (cf (5.1)). Using (6.1) and (6.2), as well as the method of proof of Theorem 3.2 (for details of the proof of Theorem 3.2 we refer to Szyszkowicz (1993b) or Csörgő and Szyszkowicz (1994)), with the Kiefer process

$$
\begin{aligned}
& \{K(s, n t), 0 \leq t \leq 1,0 \leq s \leq 1\} \\
& \quad= \begin{cases}K^{(1)}(s, n t), & 0 \leq t \leq 1 / 2,0 \leq s \leq 1 \\
K^{(1)}\left(s, \frac{n}{2}\right)+K^{(2)}\left(s, \frac{n}{2}\right)-K^{(2)}(s, n-n t), & 1 / 2<t \leq 1,0 \leq s \leq 1\end{cases}
\end{aligned}
$$

we have

$$
\begin{aligned}
& \int_{0}^{1 / 2} \int_{0}^{1}\left|\hat{\tilde{\gamma}}_{n}(s, t)-n^{-1 / 2}(K(s,(n+1) t)-t K(s, n+1))\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& =\int_{0}^{1 / 2} \int_{0}^{1} \left\lvert\, n^{-1 / 2}\left(\widetilde{S}_{[(n+1) t]}(s)-\frac{[(n+1) t]}{n} \widetilde{S}_{n}(s)\right)\right. \\
& \quad-\left.n^{-1 / 2}(K(s,(n+1) t)-t K(s, n+1))\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t
\end{aligned}
$$

if

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

Also

$$
\begin{aligned}
& \int_{1 / 2}^{1} \int_{0}^{1}\left|\hat{\tilde{\gamma}}_{n}(s, t)-n^{-1 / 2}(K(s,(n+1) t)-t K(s, n+1))\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t \\
& =\int_{1 / 2}^{1} \int_{0}^{1} \left\lvert\, n^{-1 / 2}\left(\widetilde{S}_{[(n+1) t]}(s)-\frac{[(n+1) t]}{n} \widetilde{S}_{n}(s)\right)\right. \\
& \quad-\left.n^{-1 / 2}(K(s,(n+1) t)-t K(s, n+1))\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t
\end{aligned}
$$

if

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

Consequently, assuming (a), with the sequence of stochastic processes $\Gamma_{n}, n \geq 1$,

$$
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\}=\left\{n^{-1 / 2}(K(s, n t)-t K(s, n)) ; 0 \leq s, t \leq 1\right\}
$$

we have, as $n \rightarrow \infty$

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\widehat{\gamma}}_{n}(s, t)-\Gamma_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1)
$$

We note again that for each $n \geq 1$

$$
\left\{\Gamma_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{O}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}
$$

Since by (5.1)

$$
\left\{\hat{\gamma}_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{V}}{=}\left\{\hat{\tilde{\gamma}}_{n}(s, t) ; 0 \leq s, t \leq 1\right\}
$$

we can use Lemma 3.1.2 in Csörgő (1983) to conclude that, with a possibly different sequence of stochastic processes $\hat{\Gamma}_{n}(\cdot, \cdot)$, but still such that

$$
\left\{\hat{\Gamma}_{n}(s, t) ; 0 \leq s, t \leq 1\right\} \stackrel{\mathscr{P}}{=}\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}, \quad n \geq 1,
$$

we have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\hat{\gamma}_{n}(s, t)-\hat{\Gamma}_{n}(s, t)\right|^{p} / q(t) \mathrm{d} s \mathrm{~d} t=o_{P}(1) \quad \text { if (a) holds } .
$$

This concludes the proof that (a) implies (b). The proof that (a) follows from (b) and the proof of the equivalence of (a) and (c) can be done along the lines of
the proof of Theorem 3.2 (for details of the proof of Theorem 3.2 we refer to Szyszkowicz (1993b) or Csörgő and Szyszkowicz (1994)).

## 7. Contiguous alternatives

Let $X_{1}, X_{2}, \ldots$ be independent random variables. We wish to test the null hypothesis

$$
H_{0}: X_{i}, 1 \leq i \leq n, \text { have the same distribution } F,
$$

versus the alternative hypothesis
$H_{1}: X_{i}, 1 \leq i \leq n$, have the respective distribution functions $F_{i n}$,
where we assume that all $F_{\text {in }}$ are absolutely continuous with respect to the distribution function $F$ and

$$
\begin{align*}
{\left[\frac{\mathrm{d} F_{\text {in }}}{\mathrm{d} F}\left(F^{-1}(u)\right)\right]^{1 / 2} } & =1+\frac{1}{2 n^{1 / 2}} h_{n}\left(t, F^{-1}(u)\right), \\
& \equiv 1+\frac{1}{2 n^{1 / 2}} g_{n}(t, u), \quad \frac{i-1}{n}<t \leq \frac{i}{n} \tag{7.1}
\end{align*}
$$

where $F^{-1}(u)=\inf \{x: F(x) \geq u\}, 0 \leq u \leq 1, F^{-1}(0)=F^{-1}\left(0^{+}\right)$. We assume also that there exists a function $g \in L^{2}[0,1]^{2}$ such that

$$
\begin{equation*}
\int_{0}^{1} g(t, u) \mathrm{d} u=0 \quad \text { for almost all } t \in[0,1] \tag{7.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{0}^{1} \int_{0}^{1}\left[g_{n}(t, u)-g\left(\frac{[n t]}{n}, u\right)\right]^{2} \mathrm{~d} u \mathrm{~d} t \rightarrow 0, \quad n \rightarrow \infty \tag{7.3}
\end{equation*}
$$

It is known that the sequence of direct products $F_{1 n} \times \cdots \times F_{n n}, n=1,2, \ldots$ is contiguous (for the notion of contiguity see, e.g., Le Cam (1960, 1986), Greenwood and Shiryayev (1985), Hájek and Sidak (1967), Roussas (1972)) to the sequence $F \times \cdots \times F($ cf Oosterhoff and van Zwet (1975), Szyszkowicz (1991a)). In particular, for the so-called change-point problem we assume that there exists $\lambda \in(0,1)$ such that

$$
\begin{equation*}
g(t, u)=\mathbf{1}\{t \geq \lambda\} g(u) \tag{7.4}
\end{equation*}
$$

for some square integrable function $g$.
This description of alternatives was used by Khmaladze and Parjanadze (1986) in the context of studying changepoint problems using linear statistics of sequential ranks. Statistics based on functionals of the empirical process based on sequential ranks are considered by Pardzhanadze and Khmaladze (1986), where they also discuss some merits of the use of statistics of sequential ranks.

In this section we present asymptotic distributions (weak convergence) of the weighted empirical processes $\alpha_{n}(s, t) / q(t), \hat{\beta}_{n}(s, t) / q(t)$ and $\gamma_{n}(s, t) / q(t)$, as well as of the "bridge type" processes $\hat{\alpha}_{n}(s, t) / q(t)$ and $\hat{\gamma}_{n}(s, t) / q(t)$ under the sequence of contiguous alternatives of $H_{1}$. We show that the weak convergence of the just mentioned processes, which we have established under the null hypothesis of no change for the optimal classes of weight functions $q(t)(\operatorname{cf}$ Corollaries 2.1, 3.1, 4.1, 5.1 and 6.1), continues to hold for the same classes of weight functions under a sequence of contiguous alternatives as in (7.1)-(7.3), which accommodates, for example, the occurrence of a change-point in a series of chronologically ordered data ( cf (7.4)).

Let

$$
\begin{equation*}
c(s, t)=\int_{0}^{t} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau \tag{7.5}
\end{equation*}
$$

and

$$
\begin{equation*}
r(s, t)=-\int_{0}^{t} \frac{c(s, y)}{y} \mathrm{~d} y+c(s, t) \tag{7.6}
\end{equation*}
$$

where $g(\cdot, \cdot)$ is the function defined by (7.1)-(7.3).

Theorem 7.1. We assume that under $H_{0}, X_{1}, \ldots, X_{n}, n \geq 1$, are i.i.d.r.v.'s with a continuous distribution function $F$. Let $q \in \mathscr{2}$ and $I(q, c)<\infty$ for all $c>0$. Then, under the altnerative $H_{1}$, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\alpha_{n}(s, t) / q(t) \xrightarrow{\mathscr{B}}(K(s, t)+c(s, t)) / q(t) \tag{7.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{n}(s, t) / q(t) \xrightarrow{\mathscr{P}}(K(s, t)+r(s, t)) / q(t) \tag{7.8}
\end{equation*}
$$

in $D[0,1]^{2}$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.

Corollary 7.1. We assume that under $H_{0}, X_{1}, \ldots, X_{n}, n \geq 1$, are i.i.d.r.v.'s with a continuous distribution function $F$. Let $q \in \mathscr{2}$ and $I(q, c)<\infty$ for all $c>0$. Then, under the change-point alternatives of (7.4), as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\alpha_{n}(s, t) / q(t) \xrightarrow{\mathscr{P}}\left(K(s, t)+(t-\lambda) \mathbf{1}\{t \geq \lambda\} \int_{0}^{s} g(u) \mathrm{d} u\right) / q(t) \tag{7.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\gamma_{n}(s, t) / q(t) \xrightarrow{\mathscr{P}}\left(K(s, t)+\lambda \log (t / \lambda) \mathbf{1}\{t \geq \lambda\} \int_{0}^{s} g(u) \mathrm{d} u\right) / q(t) \tag{7.10}
\end{equation*}
$$

in $D[0,1]^{2}$, where $\{K(s, t) ; 0 \leq s, t \leq 1\}$ is a Kiefer process.

Let

$$
\begin{equation*}
d(s, t)=c(s, t)-t c(s, 1) \tag{7.11}
\end{equation*}
$$

where $c(s, t)$ is defined by (7.5), i.e.,

$$
d(s, t)=\int_{0}^{t} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau-t \int_{0}^{1} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau
$$

and let

$$
\begin{equation*}
e(s, t)=r(s, t)-\operatorname{tr}(s, 1) \tag{7.12}
\end{equation*}
$$

where $r(s, t)$ is defined by (7.6), i.e.,

$$
e(s, t)=-\int_{0}^{t} \frac{c(s, y)}{y} \mathrm{~d} y+t \int_{0}^{1} \frac{c(s, y)}{y} \mathrm{~d} y+c(s, t)-t c(s, 1)
$$

Theorem 7.2. We assume that under $H_{0}, X_{1}, \ldots, X_{n}, n \geq 1$, are i.i.d.r.v.'s with a continuous distribution function $F$. Let $q \in \mathscr{Q}^{*}$ and $I^{*}(q, c)<\infty$ for all $c>0$. Then, under the alternative $H_{1}$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \hat{\alpha}_{n}(s, t) / q(t) \xrightarrow{\mathscr{O}}(\Gamma(s, t)+d(s, t)) / q(t),  \tag{7.13}\\
& \hat{\beta}_{n}(s, t) / q(t) \xrightarrow{\mathscr{O}}(\Gamma(s, t)+d(s, t)) / q(t),  \tag{7.14}\\
& \hat{\gamma}_{n}(s, t) / q(t) \xrightarrow{\mathscr{O}}(\Gamma(s, t)+e(s, t)) / q(t), \tag{7.15}
\end{align*}
$$

in $D[0,1]^{2}$, where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).
Corollary 7.2. We assume that under $H_{0}, X_{1}, \ldots, X_{n}, n \geq 1$, are i.i.d.r.v.'s with the continuous distribution function $F$. Let $q \in \mathscr{2}^{*}$ and $I^{*}(q, c)<\infty$ for all $c>0$. Then, under the change-point alternatives of (7.4), as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\frac{\hat{\alpha}_{n}(s, t)}{q(t)} \xrightarrow{\mathscr{B}} \frac{\Gamma(s, t)-t(1-\lambda) \int_{0}^{s} g(u) \mathrm{d} u \mathbf{1}\{t<\lambda\}-(1-t) \lambda \int_{0}^{s} g(u) \mathrm{d} u \mathbf{1}\{t \geq \lambda\}}{q(t)}, \tag{7.16}
\end{equation*}
$$

$\frac{\hat{\beta}_{n}(s, t)}{q(t)} \xrightarrow{\mathscr{Z}} \frac{\Gamma(s, t)-t(1-\lambda) \int_{0}^{s} g(u) \mathrm{d} u \mathbf{1}\{t<\lambda\}-(1-t) \lambda \int_{0}^{s} g(u) \mathrm{d} u \mathbf{1}\{t \geq \lambda\}}{q(t)}$,
$\frac{\hat{\gamma}_{n}(s, t)}{q(t)} \xrightarrow[\rightarrow]{\mathscr{O}} \frac{\Gamma(s, t)+(t \lambda \log \lambda 1\{t<\lambda\}+(\lambda \log (t / \lambda)+t \lambda \log \lambda) \mathbf{1}\{t \geq \lambda\}) \int_{0}^{1} g(u) \mathrm{d} u}{q(t)}$
in $D[0,1]^{2}$, where $\{\Gamma(s, t) ; 0 \leq s, t \leq 1\}$ is a Gaussian process as in (3.1).
Theorems 7.1 and 7.2 (and Corollaries 7.1 and 7.2) are improvements of the corresponding results of Szyszkowicz (1994) in that the weak convergence
statements of (7.7)-(7.10) and (7.13)-(7.18) are obtained here for larger classes of weight functions.

The proofs of Theorems 7.1 and 7.2 are exactly the same as those of Theorems 5.1 and 5.2 of Szyszkowicz (1994) when using Corollaries 2.1, 3.1, 4.1, 5.1 and 6.1 instead of the corresponding statements in the just mentioned paper.

In order to outline the proofs of our results, we assume without loss of generality that under $H_{0}$ the $X_{i}$ are of the form $F^{-1}\left(\bar{U}_{i}\right)$, where the $\bar{U}_{i}$ are independent, identically distributed uniform- $(0,1)$ random variables, and so $X_{i} \stackrel{\mathscr{O}}{=} F^{-1}\left(\bar{U}_{i}\right), i=1,2, \ldots$.

Define the centered $\log$-likelihood ratio process $L_{n}(\cdot)$ by

$$
\begin{equation*}
L_{n}(t)=\sum_{i=1}^{[n t]}\left\{\log \frac{\mathrm{d} F_{i n}}{\mathrm{~d} F}\left(F^{-1}\left(\bar{U}_{i}\right)\right)-E \log \frac{\mathrm{~d} F_{i n}}{\mathrm{~d} F}\left(F^{-1}\left(\bar{U}_{i}\right)\right)\right\} \tag{7.19}
\end{equation*}
$$

and let $L(t)$ be a Gaussian process with mean zero and covariance function $Q_{L}\left(t_{1} \wedge t_{2}\right)$, where

$$
\begin{equation*}
Q_{L}(t)=\int_{0}^{t} \int_{0}^{1} g^{2}(s, u) \mathrm{d} u \mathrm{~d} s \tag{7.20}
\end{equation*}
$$

Then, by (7.1)-(7.3), Theorem 2 of Oosterhoff and van Zwet (1975), under $H_{0}$, yields (cf, e.g., Szyszkowicz (1991a))

$$
\begin{equation*}
L_{n}(t) \xrightarrow{\mathscr{Z}} L(t) \quad \text { in } D[0,1] \tag{7.21}
\end{equation*}
$$

Let

$$
\begin{equation*}
a(u) \in L^{2}(0,1), \quad \text { where } \quad \int_{0}^{1} a(u) \mathrm{d} u=0 \quad \text { and } \quad \int_{0}^{1} a^{2}(u) \mathrm{d} u=1 \tag{7.22}
\end{equation*}
$$

Then, under $H_{0}, a\left(F\left(X_{i}\right)\right)$ are i.i.d.r.v.'s with mean 0 and variance 1, and

$$
\begin{equation*}
\mathrm{E}\left(n^{-1 / 2} \sum_{i=1}^{[n t]} a\left(F\left(X_{i}\right)\right)\right) L_{n}(z) \longrightarrow \int_{0}^{t \wedge z} \int_{0}^{1} g(\tau, u) a(u) \mathrm{d} u \mathrm{~d} \tau \tag{7.23}
\end{equation*}
$$

Let $(W, L)$ be a two-dimensional Gaussian process, where $W$ is a standard Wiener process, $L$ is as in (7.20), and the covariance function of the process ( $W, L$ ) is

$$
\mathrm{E} W(t) L(z)=\int_{0}^{t \wedge z} \int_{0}^{1} g(\tau, u) a(u) \mathrm{d} u \mathrm{~d} \tau
$$

Using Donsker's Theorem, (7.21) and (7.23), under $H_{0}$ as $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
\left(n^{-1 / 2} \sum_{i=1}^{[n t]} a\left(F\left(X_{i}\right)\right), L_{n}(z)\right) \xrightarrow{\mathscr{O}}(W(t), L(z)) \tag{7.24}
\end{equation*}
$$

In particular, the function $a(u)$ can be taken as

$$
a(u)=a_{s}(u)=(\mathbf{1}\{u \leq s\}-s) /(s(1-s))^{1 / 2}
$$

for any fixed $0<s<1$, and we note that for any fixed $0<s<1$

$$
W(t)=\frac{K(s, t)}{(s(1-s))^{1 / 2}}, \quad t \geq 0
$$

is a Wiener process. Consequently, we have

$$
\mathrm{E} \alpha_{n}(s, t) L_{n}(z) \longrightarrow \int_{0}^{t \wedge z} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau
$$

and

$$
\begin{aligned}
& \mathrm{E} K(s, t) L(z)=(s(1-s))^{1 / 2} \mathrm{E} \frac{K(s, t)}{(s(1-s))^{1 / 2}} L(z) \\
& \quad=(s(1-s))^{1 / 2} \int_{0}^{t \wedge z} \int_{0}^{1} g(\tau, u) \frac{(\mathbf{1}\{u \leq s\}-s)}{(s(1-s))^{1 / 2}} \mathrm{~d} u \mathrm{~d} \tau \\
& \quad=\int_{0}^{t \wedge z} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau-s \int_{0}^{t \wedge z} \int_{0}^{1} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau \\
& \quad=\int_{0}^{t \wedge z} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau
\end{aligned}
$$

due to (7.2). Hence, we conclude that all finite-dimensional distributions of the process $\left(\alpha_{n}(s, t), L_{n}(z)\right)$ converge to those of the process $(K(s, t), L(z))$ with covariance function

$$
\mathrm{E} K(s, t) L(z)=\int_{0}^{t \wedge z} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau
$$

Tightness of $\left(\alpha_{n}(s, t), L_{n}(z)\right)$ follows from the weak convergence of $\alpha_{n}(s, t)$ (cf, e.g., Theorem 2.1 (a), or Corollary 2.1 with $q \equiv 1$ ) and that of $L_{n}(z)(\operatorname{cf}(7.21)$ ). Consequently, under $H_{0}$ as $n \rightarrow \infty$, we obtain

$$
\begin{equation*}
\left(\alpha_{n}(s, t), L_{n}(z)\right) \xrightarrow{\mathscr{Q}}(K(s, t), L(z)) \quad \text { in } \quad D[0,1]^{2} \times D[0,1] . \tag{7.25}
\end{equation*}
$$

We introduce the following Gaussian processes:
(i) $(K(s, t), L(z))$, where $K(s, t)$ is a Kiefer process, i.e., the process defined by (2.1), and the covariance function of the process $(K, L)$ is

$$
\begin{equation*}
Q_{K, L}(s, t, z)=\mathrm{E} K(s, t) L(z)=c(s, t \wedge z) \tag{7.26}
\end{equation*}
$$

where $c(s, t)$ is defined by (7.5),
(ii) $\left(K^{*}(s, t), L(z)\right)$, where $K^{*}(s, t)$ is again a Kiefer process, but the covariance function of the process $\left(K^{*}, L\right)$ is

$$
\begin{equation*}
Q_{K^{*}, L}(s, t, z)=\mathrm{E} K^{*}(s, t) L(z)=-\int_{0}^{t} \frac{c(s, y \wedge z)}{y} \mathrm{~d} y+c(s, t \wedge z) \tag{7.27}
\end{equation*}
$$

Lemma 7.1. We assume that $H_{0}$ holds. Then, as $n \rightarrow \infty$, we have
(a) $\quad\left(\alpha_{n}, L_{n}\right) \xrightarrow{\mathscr{D}}(K, L)$,
(b) $\quad\left(\gamma_{n}, L_{n}\right) \xrightarrow{\mathscr{P}}\left(K^{*}, L\right)$,
in $D[0,1]^{2} \times D[0,1]$.
Proof. Part (a) is just the statement (7.25). Considering now the processes $\gamma_{n}(s, t)$, we note that although the limiting Gaussian process of the sequence $\gamma_{n}(s, t)$ is again a Kiefer process, the joint weak convergence of $\gamma_{n}$ and $L_{n}$ results in a different limiting process than in the case of $\alpha_{n}$ and $L_{n}$. Khmaladze and Parjanadze (1986) consider the asymptotic behaviour of the sequence of the partial sum processes

$$
V_{n}(t)=n^{-1 / 2} \sum_{i=1}^{[n t]} a\left(\xi_{i}\right), \quad 0 \leq t \leq 1
$$

with $a(u)$ as in (7.22), under $H_{0}$, as well as under the class of contiguous alternatives of $H_{1}$. Using their Theorem 3, again with the function $a(u)=a_{s}(u)=(\mathbf{1}\{u \leq s\}-s) /(s(1-s))^{1 / 2}$, and Theorem 4.1 (a), or Corollary 4.1 with $q \equiv 1$, the proof is similar to that of part (a).

Proof of theorem 7.1. Since $\left(\alpha_{n}, L_{n}\right)$ converges weakly to $(K, L)$ when we assume $H_{0}$ to hold, Le Cam's third lemma implies that, under contiguous alternatives $H_{\mathrm{l}}$,

$$
\begin{equation*}
\alpha_{n}(s, t) \xrightarrow{\mathscr{Z}} K(s, t)+c(s, t) \quad \text { in } \quad D[0,1]^{2} . \tag{7.28}
\end{equation*}
$$

In order to conclude a similar statement under $H_{1}$ for the processes $\alpha_{n}(s, t) / q(t)$, first we need to verify the joint weak convergence of ( $\alpha_{n} / q, L_{n}$ ) under $H_{0}$ to the appropriate Gaussian process. The joint weak convergence of $\left(\alpha_{n} / q, L_{n}\right)$ under $H_{0}$ follows, via the Cramér-Wold device, from Corollary 2.1, (7.21) and the fact that

$$
\mathrm{E} \frac{\alpha_{n}(s, t)}{q(t)} L_{n}(z)=\frac{1}{q(t)} \mathrm{E} \alpha_{n}(s, t) L_{n}(z) \rightarrow \frac{1}{q(t)} c(s, t \wedge z) .
$$

That is to say, under $H_{0}$, as $n \rightarrow \infty$

$$
\begin{equation*}
\left(\alpha_{n}(s, t) / q(t), L_{n}(z)\right) \stackrel{\mathscr{\not r}}{\rightarrow}(K(s, t) / q(t), L(z)) \quad \text { in } D[0,1]^{2} \times D[0,1] \tag{7.29}
\end{equation*}
$$

provided the covariance function $c(s, t \wedge z) / q(t)$ of the mean zero Gaussian process (cf (7.26))

$$
(K(s, t) / q(t), L(z)), \quad 0 \leq s, t, z \leq 1
$$

is finite uniformly in $t \in(0,1]$. This, in turn, is true since $g \in L^{2}[0,1]^{2}$, and hence we have

$$
\begin{equation*}
|c(s, t)|=\left|\int_{0}^{t} \int_{0}^{s} g(\tau, u) \mathrm{d} u \mathrm{~d} \tau\right| \leq s^{1 / 2} t^{1 / 2}\left(\int_{0}^{t} \int_{0}^{s} g^{2}(\tau, u) \mathrm{d} u \mathrm{~d} \tau\right)^{1 / 2} \tag{7.30}
\end{equation*}
$$

which implies

$$
\begin{aligned}
\sup _{0<t \leq 1}|c(s, t)| / q(t) \leq & s^{1 / 2} \sup _{0<t \leq 1}\left(\int_{0}^{t} \int_{0}^{s} g^{2}(\tau, u) \mathrm{d} u \mathrm{~d} \tau\right)^{1 / 2} \\
& \times \sup _{0<t \leq 1} t^{1 / 2} / q(t)<\infty
\end{aligned}
$$

due to the fact that $q$ is positive on $(0,1]$ and $\lim _{t \downarrow 0} t^{1 / 2} / q(t)=0$. Hence we have (7.29), and Le Cam's third lemma implies (7.7).

The proof of (7.8) is similar, when using part (b) of Lemma 7.1 and Corollary 5.1. In order to prove the finiteness of the covariance function of $\gamma_{n}(s, t) / q(t)$ and $L_{n}(z)$, we note that

$$
\left|\int_{0}^{t} \frac{c(s, y)}{y} \mathrm{~d} y\right| \leq \int_{0}^{t}\left|\frac{c(s, y)}{y}\right| \mathrm{d} y
$$

and, since due to (7.30)

$$
\left|\frac{c(s, y)}{y}\right| \leq s^{1 / 2} y^{-1 / 2}\left(\int_{0}^{1} \int_{0}^{1} g^{2}(\tau, u) \mathrm{d} u \mathrm{~d} \tau\right)^{1 / 2}
$$

we get

$$
\begin{equation*}
\left|\int_{0}^{t} \frac{c(s, y)}{y} \mathrm{~d} y\right| \leq 2 s^{1 / 2} t^{1 / 2}\left(\int_{0}^{1} \int_{0}^{1} g^{2}(\tau, u) \mathrm{d} u \mathrm{~d} \tau\right)^{1 / 2} . \tag{7.31}
\end{equation*}
$$

Since $q$ is positive on (0, 1] and $\lim _{t, 0} t^{1 / 2} / q(t)=0$, using (7.30) and (7.31), we obtain

$$
\sup _{0<t \leq 1}|r(s, t)| / q(t)<\infty
$$

where $r(s, t)$ is defined by (7.6).
In order to prove Theorem 7.2, we need to introduce the following Gaussian processes:
(i) $(\Gamma(s, t), L(z))$, where $\Gamma(s, t)$ is a Gaussian process with mean zero and covariance function as in (3.1), and the covariance function of the process $(\Gamma, L)$ is

$$
Q_{\Gamma, L}(s, t, z)=\mathrm{E} \Gamma(s, t) L(z)=c(s, t \wedge z)-t c(s, z)
$$

where $c(s, t)$ is defined by (7.5).
(ii) $\left(\Gamma^{*}(s, t), L(z)\right)$, where $\Gamma^{*}(s, t)$ is again a Gaussian process with mean zero and covariance function as in (3.1), and the covariance function of the process $\left(\Gamma^{*}, L\right)$ is

$$
\begin{aligned}
& Q_{\Gamma^{*}, L}(s, t, z)=\mathrm{E} \Gamma^{*}(s, t) L(z) \\
& \quad=-\int_{0}^{t} \frac{c(s, y \wedge z)}{y} \mathrm{~d} y+c(s, t \wedge z)+t \int_{0}^{1} \frac{c(s, y \wedge z)}{y} \mathrm{~d} y-t c(s, z)
\end{aligned}
$$

where $c(s, t)$ is defined by (7.5).
Lemma 7.2. We assume that $H_{0}$ holds. Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \left(\hat{\alpha}_{n}, L_{n}\right) \rightarrow(\Gamma, L),  \tag{7.32}\\
& \left(\hat{\beta}_{n}, L_{n}\right) \rightarrow(\Gamma, L),  \tag{7.33}\\
& \left(\hat{\gamma}_{n}, L_{n}\right) \rightarrow\left(\Gamma^{*}, L\right) \tag{7.34}
\end{align*}
$$

in $D[0,1]^{2} \times D[0,1]$.
Proof. The weak convergence statements of (7.32) and (7.34) follow from Lemma 7.1. As to (7.33), we note that (cf Observation 4.1 and Lemma 4.1 with $q \equiv 1$ )

$$
\begin{aligned}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq s \leq 1}\left|\hat{\beta}_{n}(s, t)-\hat{\alpha}_{n}(s, t)\right| \\
& \quad=\sup _{0 \leq t \leq 1} \sup _{0 \leq s \leq 1}\left|\hat{\alpha}_{n}\left(U_{n}(s), t\right)-\hat{\alpha}_{n}(s, t)\right| \\
& \quad=o_{P}(1)
\end{aligned}
$$

Proof of theorem 7.2. Arguing similarly as in the proof of Theorem 7.1, in order to prove (7.13), (7.14) and (7.15), we use Lemma 7.2 and Corollaries 3.1, 4.1 and 6.1 , respectively. The finiteness of the limiting covariance functions is shown similarly to that in the proof of Theorem 7.1.

## 8. Weighted multi-time parameter empirical processes

Let $X=\left(X^{(1)}, \ldots, X^{(d)}\right), X_{i}=\left(X_{i}^{(1)}, \ldots, X_{i}^{(d)}\right), i=1,2, \ldots$, be independent random vectors in $\mathbb{R}^{d}, d \geq 1$, with a distribution function $F$. Define the $(d+1)$-time parameter empirical process $\zeta_{n}(\mathbf{x}, t)$ by

$$
\zeta_{n}(\mathbf{x}, t)=n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{X_{i} \leq \mathbf{x}\right\}-F(\mathbf{x})\right), \quad \mathbf{x} \in \mathbb{R}^{d}, \quad 0 \leq t \leq 1
$$

A Kiefer process $K_{F}(\mathbf{x}, t)$ on $\mathbb{R}^{d} \times[0, \infty)$ associated with a distribution function $F$ on $\mathbb{R}^{d}, d \geq 1$, is a separable $(d+1)$-parameter real-valued Gaussian process with $K_{F}(\mathbf{x}, 0)=0, \mathrm{E} K_{F}(\mathbf{x}, t)=0$ and covariance function

$$
\mathrm{E} K_{F}(\mathbf{x}, s) K_{F}(\mathbf{y}, t)=(F(\mathbf{x} \wedge \mathbf{y})-F(\mathbf{x}) F(\mathbf{y}))(s \wedge t)
$$

for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{d}$ and $s, t \geq 0$, where, and throughout, the symbol $\wedge$ means minimum, component-wise in higher dimensions.

Let $F$ be an arbitrary distribution function on $\mathbb{R}^{d}, d \geq 1$, and let $\left\{K_{F}(\mathbf{x}, t)\right.$; $\left.\mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$ be a Kiefer process associated with $F$.

Csörgő and Horvath (1988b) proved the following strong approximation result.

Theorem 8.A. Assume that $X_{1}, X_{2}, \ldots$ are independent random vectors with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$. Then there exists a Kiefer process $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$, associated with $F$ on $\mathbb{R}^{d}$, such that

$$
\sup _{0 \leq t \leq 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|n^{1 / 2} \zeta_{n}(\mathbf{x}, t)-K_{F}(\mathbf{x}, n t)\right| \stackrel{\text { a.s. }}{=} O\left(n^{1 / 2-1 /(4 d)}(\log n)^{3 / 2}\right)
$$

Here we give characterizations of the asymptotics of weighted multi-time parameter empirical processes and their tied-down at $t=1$ versions, in supremum and $L_{p}$-metrics. Our weighted asymptotics in supremum metrics are based on Theorem 8.A and the following integral test which follows immediately from Theorem 2.1 of Csörgő, Horváth and Szyszkowicz (1994).

Lemma 8.A. Let $q \in \mathscr{Q}$ and $\left\{K_{F}(\mathbf{x}, t) ; x \in \mathbb{R}^{d}, t \geq 0\right\}$ be a Kiefer process. Then we have
(a) $\quad \lim \sup _{t \downarrow 0} \sup _{\mathbf{x} \in \mathbb{R}^{d}}|K(\mathbf{x}, t)| / q(t)<\infty \quad$ a.s.
if and only if $I(q, c)<\infty$ for some $c>0$,
(b) $\quad \lim _{t \downarrow 0} \sup _{\mathbf{x} \in \mathbb{R}^{d}}|K(\mathbf{x}, t)| / q(t)=0 \quad$ a.s.
if and only if $I(q, c)<\infty$ for all $c>0$.
Theorem 8.1. Assume that $X_{1}, X_{2}, \ldots$ are independent random vectors with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$ and let $q \in \mathscr{Q}$. Then, there exists a Kiefer process $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$ associated with $F$ such that, as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\zeta_{n}(\mathbf{x}, t)-n^{-1 / 2} K_{F}(\mathbf{x}, n t)\right| / q(t)=o_{P}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,

$$
\begin{equation*}
\sup _{0<t \leq 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\zeta_{n}(\mathbf{x}, t)-n^{-1 / 2} K_{F}(\mathbf{x}, n t)\right| / q(t)=O_{P}(1) \tag{b}
\end{equation*}
$$

if and only if $I(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t \leq 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\zeta_{n}(\mathbf{x}, t)\right| / q(t) \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|K_{F}(\mathbf{x}, t)\right| / q(t)$,
if and only if $I(q, c)<\infty$ for some $c>0$, where $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ is a Kiefer process associated with $F$ on $\mathbb{R}^{d}$.

Theorem 8.1 was proved by Csörgő and Szyszkowicz (1994) under stronger conditions. Namely, (8.1) was obtained for weight functions $q$ which are positive on ( 0,1 ) and such that (2.A) holds or, equivalently, on assuming that

$$
\begin{equation*}
q \in C(0,1], q(t) / t^{1 / 2} \quad \text { is nonincreasing near zero } \tag{8.4}
\end{equation*}
$$

and such that for a given integer $d \geq 1$ and all $c>0$

$$
\begin{equation*}
I_{d}(q, c)<\infty \tag{8.5}
\end{equation*}
$$

where

$$
I_{d}(q, c):=\int_{0}^{1} \frac{q^{2 d}(t)}{t^{d+1}} \exp \left(-c \frac{q^{2}(t)}{t}\right) \mathrm{d} t
$$

Statements as in (8.2) and (8.3) were proved for positive weight functions $q$ and such that (2.B) holds, or equivalently, on assuming (8.4) and that for a given $d \geq 1$ and some $c>0$ we have (8.5). Conditions (2.A) and (2.B) resulted from the law of the iterated logarithm for the suprema of Kiefer processes, while those which involved the integral $I_{d}(q, c)$ were arrived at as a result of the Adler and Brown (1986) test for upper and lower functions for suprema of Kiefer processes (cf also the lines of discussion following Remark 2.2 in our Section 2). The proof of Theorem 8.1 is similar to that of Theorem 3.1 in Csörgő and Szyszkowicz (1994), when using Lemma 8.A in lieu of the just discussed conditions on weight functions. When $d=1$, Theorem 8.1 reduces to restating Theorem 2.1 with an arbitrary distribution function $F$ on $\mathbb{R}^{1}$.

When testing for the possibility of having a change in distribution of a sequence of chronologically ordered $d$-dimensional observations $X_{i}=$ $\left(X_{i}^{(1)}, \ldots, X_{i}^{(d)}\right), i=1, \ldots, n, d \geq 1$, at an unknown time $1 \leq k<n$, it is natural to compare the empirical distributions "before" to those "after" (for $d=1$, see (1.8) as well as our discussion in the Introduction and Section 3).

Thus, similarly, as in the case of $d=1$, we are led to considering "tied down" multi-time parameter empirical processes with weights which would continue emphasizing the possibility of having a change in distribution on the tails, but in a non-degenerate way (cf Csörgő and Szyszkowicz (1994) and Csörgő, Horváth and Szyszkowicz (1994)).

We define the "tied down in $t=1$ " multi-time -parameter empirical bridge process $\left\{\hat{\zeta}_{n}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}, n \geq 1$, by

$$
\hat{\zeta}_{n}(\mathbf{x}, t)=\left\{\begin{array}{l}
n^{-1 / 2}\left(\sum_{i=1}^{[(n+1) t]} \mathbf{1}\left\{X_{i} \leq \mathbf{x}\right\}-\frac{[(n+1) t]}{n} \sum_{i=1}^{n} \mathbf{1}\left\{X_{i} \leq \mathbf{x}\right\}\right) \\
\mathbf{x} \in \mathbb{R}^{d}, 0 \leq t<1 \\
0, \quad \mathbf{x} \in \mathbb{R}^{d}, t=1
\end{array}\right.
$$

Let $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$ be a Kiefer process associated with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$. Define the Gaussian process $\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ by

$$
\begin{equation*}
\Gamma_{F}(\mathbf{x}, t)=K_{F}(\mathbf{x}, t)-t K_{F}(\mathbf{x}, 1), \quad \mathbf{x} \in \mathbb{R}^{d}, \quad 0 \leq t \leq 1 . \tag{8.6}
\end{equation*}
$$

Consequently, $\Gamma_{F}(\cdot, \cdot)$ is a separable Gaussian process with mean zero and the covariance function

$$
\begin{equation*}
\mathrm{E} \Gamma_{F}\left(\mathbf{x}_{1}, t_{1}\right) \Gamma_{F}\left(\mathbf{x}_{2}, t_{2}\right)=\left(F\left(\mathbf{x}_{1} \wedge \mathbf{x}_{2}\right)-F\left(\mathbf{x}_{1}\right) F\left(\mathbf{x}_{2}\right)\right)\left(t_{1} \wedge t_{2}-t_{1} t_{2}\right) \tag{8.7}
\end{equation*}
$$

Along the lines of Theorem 8.1, we have the following result.
Theorem 8.2. Assume that $X_{1}, X_{2}, \ldots$ are independent random vectors with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$ and let $q \in \mathscr{Q}^{*}$. Then there exists a Kiefer process $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$, associated with $F$ on $\mathbb{R}^{d}$, such that with

$$
\begin{align*}
& \left\{\Gamma_{F, n}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1, n \geq 1\right\} \\
& \quad:=\left\{n^{-1 / 2}\left(K_{F}(\mathbf{x}, n t)-t K_{F}(\mathbf{x}, n)\right) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1, n \geq 1\right\}  \tag{8.8}\\
& \quad \stackrel{\mathscr{O}}{=}\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}
\end{align*}
$$

as $n \rightarrow \infty$, we have
(a)

$$
\sup _{0<t<1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\hat{\zeta}_{n}(\mathbf{x}, t)-\Gamma_{F, n}(\mathbf{x}, t)\right| / q(t)=o_{P}(1)
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$,
(b) $\quad \sup _{0<t<1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\hat{\zeta}_{n}(\mathbf{x}, t)-\Gamma_{F, n}(\mathbf{x}, t)\right| / q(t)=O_{P}(1)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t<1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\hat{\zeta}_{n}(\mathbf{x}, t)\right| / q(t) \xrightarrow{\mathscr{Z}} \sup _{0<t<1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right| / q(t)$
if and only if $I^{*}(q, c)<\infty$ for some $c>0$, where $\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ is a separable Gaussian process as in (8.7), associated with $F$.

Theorem 8.2 was proved by Csörgő and Szyszkowicz (1994) under stronger conditions that are parallel to those summarized after Theorem 8.1 here (cf also our discussion after Remark 3.1). Again, the proof of Theorem 8.2 under the
present optimal conditions on weight functions is similar to the proof of Theorem 3.2 in Csörgő and Szyszkowicz (1994) when making use now of the following integral test of Csörgő, Horváth and Szyszkowicz (1994).

Lemma 8.B. Let $q \in \mathscr{Q}^{*}$ and $\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ be a Gaussian process as in (8.7). Then we have
(a) $\quad \lim \sup _{t\rfloor 0} \sup _{x \in \mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right| / q(t)<\infty \quad$ a.s.
and

$$
\limsup _{t \uparrow 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right| / q(t)<\infty \quad \text { a.s. }
$$

if and only if $I^{*}(q, c)<\infty$ for some $c>0$,
(b) $\quad \lim _{t \downarrow 0} \sup _{\mathbf{x} \in \mathbb{R}^{\alpha}}\left|\Gamma_{F}(\mathbf{x}, t)\right| / q(t)=0 \quad$ a.s.
and

$$
\lim _{t \uparrow 1} \sup _{\mathbf{x} \in \mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right| / q(t)=0 \quad \text { a.s. }
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
Part (c) of Theorem 8.2 was proven by Csörgő, Horváth and Szyszkowicz (1994). When $d=1$, Theorem 8.2 reduces to restating Theorem 3.1 with an arbitrary distribution function $F$ on $\mathbb{R}^{1}$.

While it is true that appropriate weighted $L_{p}$-approximations for $\zeta_{n}(\mathbf{x}, t)$ and $\hat{\zeta}_{n}(\mathbf{x}, t)$ follow from (a) of Theorem 8.1 and (a) of Theorem 8.2 respectively, nevertheless, such approximations for a larger class of weight functions are of interest on their own. Indeed, the weighted $L_{p}$-approximations of empirical processes we state here are best possible in that they hold true for the optimal class of weight functions as characterized by (8.9).

Theorem 8.3. Assume that $X_{1}, X_{2}, \ldots$ are independent random vectors with an arbitrary distribution function $F$ on $\mathbb{R}^{d}, d \geq 1$. Assume also that $q$ is a positive weight function on $(0,1]$ and let $0<p<\infty$. Then the following statements are equivalent:
(a) We have

$$
\begin{equation*}
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty . \tag{8.9}
\end{equation*}
$$

(b) There exists a Kiefer process $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$, associated with $F$, such that, as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\zeta_{n}(\mathbf{x}, t)-n^{-1 / 2} K_{F}(\mathbf{x}, n t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$

$$
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\zeta_{n}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t \xrightarrow{\mathscr{Q}} \int_{0}^{1} \int_{\mathbb{R}^{d}}\left|K_{F}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t
$$

where $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ is a Kiefer process associated with $F$ on $\mathbb{R}^{d}$.
The $L_{p}$-version of Theorem 8.2 is also best possible. Namely we have the following optimal results.

Theorem 8.4. Assume that $X_{1}, X_{2}, \ldots$ are independent random vectors with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$. Assume also that $q$ is a positive weight function on $(0,1)$ and let $0<p<\infty$. Then the following statements are equivalent:
(a) We have

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) There exists a Kiefer process $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, t \geq 0\right\}$, associated with $F$, such that for the Gaussian process $\left\{\Gamma_{F, n}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1, n \geq 1\right\}$ as in (8.8), as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\hat{\zeta_{n}}(\mathbf{x}, t)-\Gamma_{F, n}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\begin{equation*}
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\hat{\zeta}_{n}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t \xrightarrow{\mathscr{P}} \int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t \tag{8.10}
\end{equation*}
$$

where $\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d} ; 0 \leq t \leq 1\right\}$ is a Gaussian process as in (8.7), associated with $F$.

It is of interest to note here that a first step towards the applicability of (8.10) in statistics is to replace $\mathrm{d} F(\mathbf{x})$ by $\mathrm{d} F_{n}(\mathbf{x})$ on the left hand side of $(8.10)$ for the sake of computability, and then prove that the same convergence in distribution remains true. This would also open the door for tackling the problem of tabulating critical values by bootstrap methods.

The proof of Theorem 8.3 is based on Theorem 8.A and the following result which is a consequence of Theorem 2.1 of Csörgö, Horváth and Shao (1993).

Lemma 8.C. Let $\left\{K_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq 1\right\}$ be a Kiefer process associated with an arbitrary distribution function $F$ on $\mathbb{R}^{d}$, and let $q$ be a positive function on $(0,1]$. Then, with $0<p<\infty$, we have

$$
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|K_{F}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t<\infty \quad \text { a.s. }
$$

if and only if

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

The proof of Theorem 8.4 is based on Theorem 8.3 and the following analogue of Lemma 8.C.

Lemma 8.D. Let $\left\{\Gamma_{F}(\mathbf{x}, t) ; \mathbf{x} \in \mathbb{R}^{d}, 0 \leq t \leq \mathbf{1}\right\}$ be a separable Gaussian process with mean zero and covariance function as in (8.7) and $q$ be a positive function on $(0,1)$. We assume that $0<p<\infty$. Then the statements

$$
\int_{0}^{1}(t(1-t))^{p / 2} / q(t) \mathrm{d} t<\infty
$$

and

$$
\int_{0}^{1} \int_{\mathbb{R}^{d}}\left|\Gamma_{F}(\mathbf{x}, t)\right|^{p} / q(t) \mathrm{d} F(\mathbf{x}) \mathrm{d} t<\infty \quad \text { a.s. }
$$

are equivalent.
For detailed proofs of Theorems 8.3 and 8.4 and those of Lemmas 8.C and 8.D respectively, we refer to Csörgő and Szyszkowicz (1994). When $d=1$, Theorems 8.3 and 8.4 reduce to restating Theorems $2.2,3.3$, and $3.2,3.4$, respectively, with an arbitrary distribution function $F$ on $\mathbb{R}^{1}$.

Remark 8.1. We note that, due to Theorem 8.1(a), we of course have also weak convergence of $\zeta_{n}(\mathbf{x}, t) / q(t)$ to $K_{F}(\mathbf{x}, t) / q(t)$ in $D\left(\mathbb{R}^{d} \times[0,1]\right)$ for $q \in \mathscr{Q}$ and such that $I(q, c)<\infty$ for all $c>0$. Consequently, for such a class of weight functions (arguing similarly as in Section 7), we obtain Theorem 7.1 of Csörgő and Szyszkowicz (1994) which gives weak convergence of $\zeta_{n}(\mathbf{x}, t) / q(t)$ under a sequence of contiguous measures. Also, weak convergence of $\hat{\zeta}_{n}(\mathbf{x}, t) / q(t)$ to $\Gamma_{F}(\mathbf{x}, t) / q(t)$ in $D\left(\mathbb{R}^{d} \times[0,1]\right)$ with $q \in \mathscr{Q}^{*}$ and such that $I^{*}(q, c)<\infty$ for all $c>0$, which follows from Theorem 8.2(a), allows one to improve Theorem 7.2 of Csörgő and Szyszkowicz (1994) in the very same way.
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# Sequential Quantile and Bahadur-Kiefer Processes 

Miklós Csörgő and Barbara Szyszkowicz

## 1. Introduction: Basic notions, definitions and some preliminary results

Our initial aim in writing this exposition was to develop a more or less complete theory of weighted asymptotics for sequential quantile processes along the lines of sequential empirical processes as in Szyszkowicz (1998) in this volume. We soon realized the inevitability, as well as the desirability, of having to deal simultaneously also with the Bahadur (1966) and $\operatorname{Kiefer}(1967,1970)$ theory of quantiles and that of their extensions, as initiated by Csörgö and Révész (1975, 1978), in the same sequential spirit. Though this made our work more enjoyable, it became also harder and slower as well. One of the outcomes of this effort is that, while in addition to Bahadur-Kiefer elements throughout, there are three full sections of this work that are entirely devoted to the "explanation" of the Bahadur-Kiefer theory of quantiles (cf Sections 4, 5 and 6), there is only one section, Section 3, that is on weighted asymptotics for sequential quantiles. The latter, of course, is not the "complete" theory we have hoped for initially. In our present Section 3 we state only a few immediate results of our forthcoming paper, Csörgö and Szyszkowicz (1995/96), on weighted sequential quantile and Bahadur-Kiefer processes and their applications, along lines that are similar to those of Szyskowicz (1998) in this volume on sequential empirical processes.

Our global approach to the Bahadur-Kiefer theory of quantiles and quantile processes is based on one unifying invariance principle, namely only on the notion, first expressed by Csörgő and Révész (1981, Theorem 4.5 .3 and Lemma 4.5.1), that the uniform Bahadur-Kiefer process is, essentially, a process of random increments of a Kiefer process that is iterated on the very empirical uniform quantiles (cf (1.13), (1.14), (1.18) and (1.19), as well as (1.26), (1.27) and (1.30) in this exposition) which, as well as their extensions to more general quantiles, we want to study via the better understood empirical distribution function as first proposed by Bahadur (1966). This approach evolves as our major guideline throughout, first mainly for uniform quantiles (cf. Sections 1 and 4) and then, when combined with the Csörgő and Révész (1978) study of deviations between the general and uniform quantile processes (cf. Sections 2 and 3), it leads also to an appropriate extension of the Bahadur-Kiefer approach to studying quantiles via empiricals (cf. Sections 5 and 6).

The theory and practice of quantiles, and quantile and Bahadur-Kiefer processes are dispersed in a vast literature all over the world. This exposition is not concerned with the impossible task of reviewing this literature. We are guided mainly, if not only, by the above described unifying notion and the tools of strong approximations (invariance principles) in probability and statistics, as summarized, for example, in the books by Csörgő and Révész (1981), Csörgő (1983), Shorack and Wellner (1986), Csörgő and Horváth (1993), and in their references, as well as by similar advances since. The choice of material for inclusion and further development in this exposition reflects only our own predilections.

### 1.1. Sequential uniform empirical and quantile processes

Let $U_{1}, U_{2}, \ldots$ be independent identically distributed random variables (i.i.d.r.v.'s) that are uniformly distributed on $[0,1]$. Given a chronologically ordered random sample $U_{1}, U_{2}, \ldots, U_{n}, n \geq 1$, their sequential uniform empirical distribution function is defined by

$$
\hat{E}_{[n t]}(y)= \begin{cases}0, & 0 \leq t<1 / n  \tag{1.1}\\ \frac{1}{[n t]} \sum_{i=1}^{[n t]} \mathbf{1}\left\{U_{i} \leq y\right\}, & 0 \leq y \leq 1,1 / n \leq t \leq 1\end{cases}
$$

where $\mathbf{1}\{A\}$ is the indicator function of the set $A$, and $[x]$ denotes the integer part of the number $x$. In terms of the sequential uniform order statistics $U_{1,[n t]} \leq U_{2,[n t]} \leq \cdots \leq U_{[n t],[n t]}, 1 / n \leq t \leq 1$, of the random sample $U_{1}, U_{2}, \ldots, U_{n}$, $\hat{E}_{[n t]}$ reads as follows:

$$
\hat{E}_{[n t]}(y)= \begin{cases}0, & \text { if } 0 \leq y<U_{1,[n t]}, 0 \leq t \leq 1  \tag{1.2}\\ k /[n t], & \text { if } U_{k,[n t]} \leq y<U_{k+1,[n t]}, 1 \leq k \leq[n t]-1,0 \leq t \leq 1 \\ 1, & \text { if } U_{[n t],[n t]} \leq y \leq 1,0 \leq t \leq 1\end{cases}
$$

with $U_{1,[n t]}=U_{[n t],[n t]} \equiv 0$ for $0 \leq t<1 / n$. Now the sequential uniform empirical process is defined by

$$
\begin{align*}
\alpha_{n}(y, t) & =n^{-1 / 2} \sum_{i=1}^{[n t]}\left(\mathbf{1}\left\{U_{i} \leq y\right\}-y\right)  \tag{1.3}\\
& =n^{-1 / 2}[n t]\left(\hat{E}_{[n t}(y)-y\right), 0 \leq y \leq 1,0 \leq t \leq 1
\end{align*}
$$

This is the so-called two-time parameter empirical process in Szyszkowicz (1998) in this volume.

Next we define the sequential uniform empirical quantile function

$$
\hat{U}_{[n t]}(y)=\left\{\begin{array}{lll}
U_{1,[n t]}, & \text { if } y=0,0 \leq t \leq 1, &  \tag{1.4}\\
U_{k,[n t]}, & \text { if }(k-1) /[n t]<y \leq k /[n t], & 1 \leq k \leq[n t] \\
& & 0 \leq \mathrm{t} \leq 1
\end{array}\right.
$$

with $\hat{U}_{[n t]}(y)=0$ for $0 \leq t<1 / n$, that is to say, we have

$$
\begin{align*}
& \hat{U}_{[n t]}(y)=\inf \left\{s: \hat{E}_{[n t]}(s) \geq y\right\}, \quad 0 \leq y \leq 1, \\
& \hat{U}_{[n t]}(0)=\hat{U}_{[n t]}(0+), \quad 0 \leq t \leq 1 . \tag{1.5}
\end{align*}
$$

The sequential uniform quantile process is defined by

$$
\begin{equation*}
u_{n}(y, t)=n^{-1 / 2}[n t]\left(y-\hat{U}_{[n t]}(y)\right), \quad 0 \leq y \leq 1, \quad 0 \leq t \leq 1 \tag{1.6}
\end{equation*}
$$

which, in the vein of Szyszkowicz (1998) in this volume, could be called the twotime parameter uniform quantile process.

We note that, by definition, $\alpha_{n}(y, t)=u_{n}(y, t)=0$ for $0 \leq t<1 / n$.
A Kiefer process $\{K(y, x) ; 0 \leq y \leq 1,0 \leq x<\infty\}$ is a separable 2-time parameter real-valued Gaussian process with $K(y, 0)=0, \mathrm{E} K(y, x)=0$ and

$$
\begin{equation*}
\mathrm{E} K\left(y_{1}, x_{1}\right) K\left(y_{2}, x_{2}\right)=\left(x_{1} \wedge x_{1}\right)\left(y_{1} \wedge y_{2}-y_{1} y_{2}\right) \tag{1.7}
\end{equation*}
$$

for all $\left(y_{i}, x_{i}\right) \in[0,1] \times[0, \infty), i=1,2$, where, and throughout, the symbol $\wedge$ means minimum and, for later use, $\vee$ means maximum. For the existence and properties of a Kiefer process we refer to Csörgő and Révész (1981, Section 1.15).

Komlós, Major and Tusnády (1975) proved the following important embedding inequality for the sequential empirical process $\alpha_{n}(y, t)$.

Theorem 1.A. There exists a Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ such that we have

$$
\begin{align*}
& P\left\{\sup _{0 \leq \leq \leq 1} \sup _{0 \leq y \leq 1}\left|n^{1 / 2} \alpha_{n}(y, t)-K(y, n t)\right|>\left(C_{1} \log n+x\right) \log n\right\}  \tag{1.8}\\
& \quad \leq C_{2} \exp \left(-C_{3} x\right)
\end{align*}
$$

for all $x>0$, where $C_{1}, C_{2}$ and $C_{3}$ are positive constants.
Bonvalot and Castelle (1991) gave a more detailed proof of this theorem than that of Komlós, Major and Tusnády (1975), and established this result with $C_{1}=76, C_{2}=2.028$ and $C_{3}=1 / 41$. This and the Borel-Cantelli lemma give that, on the probability space of Theorem 1.A, we have with any $\epsilon>0$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{n^{1 / 2}}{(\log n)^{2}} \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| \leq 117+\epsilon \quad \text { a.s. } \tag{1.9}
\end{equation*}
$$

Extending the Skorohod embedding scheme to multivariate random variables, Kiefer (1972) obtained the first similar strong approximation of $n^{1 / 2} \alpha_{n}(\cdot, \cdot)$ at the rate of $\mathcal{O}\left(n^{1 / 3}(\log n)^{2 / 3}\right)$.

The very same Kiefer process that was constructed for approximating $\alpha_{n}(y, t)$ in Theorem 1.A can be used also to approximate the sequential uniform quantile process $u_{n}(y, t)$ on the same probability space. Namely we have

Theorem 1.B. On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8) and an absolute positive constant $C$, we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{n^{1 / 4}}{(\log n)^{1 / 2}(\log \log n)^{1 / 4}}  \tag{1.10}\\
& \quad \times \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| \leq C \quad \text { a.s. }
\end{align*}
$$

Theorem 1.B. is an immediate corollary to Theorem 3 of Csörgó and Révész (1975) (cf Theorem 4.5 .3 of Csörgő and Révész (1981)) where (1.10) is established with $t=1$. Our outline of the proof of Theorem 1.B first concludes the latter theorem (cf (1.20)) and then (1.10) follows as a consequence.

An Outline of the Proof of Theorem 1.B. The two sequential processes $\alpha_{n}(y, t)$ and $u_{n}(y, t)$ live on the same probability space. Hence, both of them can be viewed as living on that of Theorem 1.A as well, on which $\alpha_{n}(y, t)$ lives almost surely as near to $K(y, n t)$ as given in (1.9). The essence of this outline is to show that $u_{n}(y, t)$ can, at best, live only as near to the same Kiefer process as given in (1.10). In order to see this, we write $\|\cdot\|$ for $\sup _{0 \leq y \leq 1}|\cdot|$, and consider

$$
\begin{align*}
& \left\|u_{n}(y, 1)-\alpha_{n}(y, 1)\right\|-\left\|\alpha_{n}(y, 1)-n^{-1 / 2} K(y, n)\right\| \\
& \quad \leq\left\|u_{n}(y, 1)-n^{-1 / 2} K(y, n)\right\|  \tag{1.11}\\
& \quad \leq\left\|u_{n}(y, 1)-\alpha_{n}(y, 1)\right\|+\left\|\alpha_{n}(y, 1)-n^{-1 / 2} K(y, n)\right\| .
\end{align*}
$$

By (1.9) we have

$$
\begin{equation*}
\left\|\alpha_{n}(y, 1)-n^{-1 / 2} K(y, n)\right\|=\mathcal{O}\left(n^{-1 / 2}(\log n)^{2}\right) \quad \text { a.s. } \tag{1.12}
\end{equation*}
$$

and, on account of $\alpha_{n}\left(U_{k, n}, 1\right)=u_{n}\left(\frac{k}{n}, 1\right)$, we have

$$
\begin{equation*}
\left\|u_{n}(y, 1)-\alpha_{n}(y, 1)\right\|=\left\|\alpha_{n}\left(\hat{U}_{n}(y), 1\right)-\alpha_{n}(y, 1)\right\|+\mathcal{O}\left(n^{-1 / 2}\right) \tag{1.13}
\end{equation*}
$$

Applying (1.9) again, estimating the right hand side of (1.13) we obtain

$$
\begin{align*}
& \left\|\alpha_{n}\left(\hat{U}_{n}(y), 1\right)-\alpha_{n}(y, 1)\right\| \\
& \quad=n^{-1 / 2}\left\|K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right\|+\mathscr{O}\left(n^{-1 / 2}(\log n)^{2}\right) \quad \text { a.s. } \tag{1.14}
\end{align*}
$$

Consequently, we now need to know only the size of the indicated random increments of a Kiefer process. Let $a_{n}$ be a sequence of positive numbers for which we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{\log 1 / a_{n}}{\log \log n}=\infty \tag{1.15}
\end{equation*}
$$

Then (cf Theorem 1.15.2 in Csörgő and Révész (1981))

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \sup _{0 \leq y \leq 1-a_{n}} \sup _{0 \leq s \leq a_{n}} \gamma(n)|K(y+s, n)-K(y, n)|=1 \quad \text { a.s. } \tag{1.16}
\end{equation*}
$$

where $\gamma(n)=\left(2 n a_{n} \log 1 / a_{n}\right)^{-1 / 2}$. The latter combined with the law of the iterated logarithm

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\|u_{n}(y, 1)\right\| /(\log \log n)^{1 / 2}=2^{-1 / 2} \quad \text { a.s. } \tag{1.17}
\end{equation*}
$$

yields (cf Lemma 4.5.1 of Csörgő and Révész (1981) and (3.1.10) of Csörgő (1983))

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4}  \tag{1.18}\\
& \quad \times\left\|K\left(y-u_{n}(y, 1) / n^{1 / 2}, n\right)-K(y, n)\right\| \leq 2^{-1 / 4} \quad \text { a.s. }
\end{align*}
$$

Hence by (1.13), (1.14) and (1.18) we arrive at

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4}\left\|u_{n}(y, 1)-\alpha_{n}(y, 1)\right\| \leq 2^{-1 / 4} \quad \text { a.s. } \tag{1.19}
\end{equation*}
$$

Consequently, by (1.19) via (1.11) and (1.12), we have as well

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4}| | u_{n}(y, 1)-n^{-1 / 2} K(y, n) \|  \tag{1.20}\\
& \quad \leq 2^{-1 / 4} \text { a.s. }
\end{align*}
$$

The latter, in turn, implies that, with $t \in(0,1]$ and $(n t) \rightarrow \infty$ as $n \rightarrow \infty$, for $n$ large we have

$$
\begin{align*}
& \left\|n^{1 / 2} u_{n}(y, t)-K(y, n t)\right\| \\
& \quad \leq\left(2^{-1 / 4}+o(1)\right)(n t)^{1 / 4}(\log (n t))^{1 / 2}(\log \log (n t))^{1 / 4} \quad \text { a.s. }, \tag{1.21}
\end{align*}
$$

and hence, on dividing both sides by $n^{1 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}$ and then taking $\sup _{0 \leq t \leq 1}$ on both sides, we obtain (1.10) as well, as $n \rightarrow \infty$.

Corollary 1.A. Let $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ be a Kiefer process. As $n \rightarrow \infty$, we have
(a) $\alpha_{n}(y, t) \xrightarrow{\mathscr{B}} K(y, t)$ in $D[0,1]^{2}$.
(b) $u_{n}(y, t) \xrightarrow{\mathscr{Z}} K(y, t)$ in $D[0,1]^{2}$.

Proof. The statement (a) follows from (1.9) and (b) is a consequence of (1.10), both on account of having

$$
\left\{n^{-1 / 2} K(y, n t), 0 \leq y \leq 1,0 \leq t \leq 1\right\} \stackrel{\mathscr{D}}{=}\{K(y, t) ; 0 \leq y \leq 1,0 \leq t \leq 1\}
$$

for each $n \geq 1$, which in turn implies that, as $n \rightarrow \infty$,

$$
n^{-1 / 2} K(y, n t) \xrightarrow{\mathscr{D}} K(y, t) \text { in } D[0,1]^{2} .
$$

Remark 1.1. Müller (1970) was first to prove (a) of Corollary 1.A. The covariance function of the Gaussian process $\{K(y, 1), 0 \leq y \leq 1\}$ (cf (1.7)) is equal to that of a Brownian bridge $\{B(y), 0 \leq y \leq 1\}$, a Gaussian process with $\mathrm{E} B(y)=0$ and $\mathrm{E} B\left(y_{1}\right) B\left(y_{2}\right)=y_{1} \wedge y_{2}-y_{1} y_{2}$. Hence, (a) and (b) of Corollary 1.A in this case reduce to
(a) $\alpha_{n}(y, 1) \xrightarrow{\mathscr{Q}} B(y)$ in $D[0,1]$,
(b) $u_{n}(y, 1) \xrightarrow{\mathscr{Z}} B(y)$ in $D[0,1]$,
respectively, as $n \rightarrow \infty$. The latter (a) statement is one of the famous theorems of Donsker (cf Donsker (1952)). For some historical notes we refer to Csörgö (1987).

### 1.2. The classical uniform Bahadur-Kiefer process and its strong approximation

 Consider$$
\begin{equation*}
\left\{K(y, x) /(2 x \log \log x)^{1 / 2}, 0 \leq y \leq 1, x \geq 3\right\} \tag{1.22}
\end{equation*}
$$

a net of functions in $x$, taking values in $C[0,1]$. This net of functions is relatively compact in $C[0,1]$ with probability one, and the set of its limit points (as $x \rightarrow \infty$ ) is $\mathscr{F}$, where $\mathscr{F} \subset C[0,1]$ is the set of absolutely continuous functions $f$ for which

$$
\begin{equation*}
f(0)=f(1)=0 \quad \text { and } \quad \int_{0}^{1}\left(f^{\prime}(t)\right)^{2} \mathrm{~d} t \leq 1 \tag{1.23}
\end{equation*}
$$

(cf Theorem 1.15.1 of Csörgő and Révész (1981)). This, on account of (1.20), implies that the sequence of functions

$$
\begin{equation*}
\left\{u_{n}(y, 1) /(2 \log \log n)^{1 / 2}, 0 \leq y \leq 1, n \geq 3\right\} \tag{1.24}
\end{equation*}
$$

must be also relatively compact with probability one and the set of its limit points must be $\mathscr{F}$ as well. Consequently, following Shorack (1982), as in proving Theorem 3.3.1 in Csörgő and Horvath (1993) for example, we obtain that, on the probability space of Theorem 1.A we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4}\left\|K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right\|  \tag{1.25}\\
& \quad \geq 2^{-1 / 4} \quad \text { a.s. }
\end{align*}
$$

Now a combination of (1.18) and (1.25) yields
Proposition 1.A. On the probability space of Theorem 1.A we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq y \leq 1}\left|K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right|=2^{-1 / 4} \quad \text { a.s. } \tag{1.26}
\end{align*}
$$

This, in turn, by (1.13) and (1.14), leads to (cf Kiefer (1970))
Proposition 1.B. We have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq y \leq 1}\left|n^{1 / 2} \alpha_{n}(y, 1)-n^{1 / 2} u_{n}(y, 1)\right|=2^{-1 / 4} \quad \text { a.s. } \tag{1.27}
\end{align*}
$$

This result is Kiefer's celebrated exact rate uniform distance version of the Bahadur (1966) representation of quantiles in the uniform-[0, 1] case, which initiated the study of uniform distance, asymptotically exact rate Bahadur-Kiefer representations of general quantiles (cf Kiefer (1970), Csörgö and Révész (1978)). Now (1.27), in turn, via (1.11) and (1.12) yields

Proposition 1.C. On the probability space of Theorem 1.A we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq y \leq 1}\left|u_{n}(y, 1)-n^{-1 / 2} K(y, n)\right|=2^{-1 / 4} \quad \text { a.s. } \tag{1.28}
\end{align*}
$$

Kiefer (1970) used a direct method of proof for proving the result of (1.27). Whichever way, it implies that the best possible rate for the joint approximation of $u_{n}(y, t)$ and $\alpha_{n}(y, t)$ by the same Kiefer process is that given in (1.10) of Theorem 1.B. The exact rate and notion of (1.27) is frequently called the BahadurKiefer principle. For summaries and further results along these lines we refer to Csörgő and Révész (1981), Csörgő (1983), Shorack and Wellner (1986), and Csörgő and Horváth (1993).

Remark 1.2. Due to the so-called Erdős-Rényi (1970) law of large numbers, the almost sure $\mathcal{O}\left((\log n)^{2} / n^{1 / 2}\right)$ rate of convergence in (1.9) is at most $\mathcal{O}(\log n)$ away from the best possible $\mathcal{O}\left((\log n) / n^{1 / 2}\right)$ rate of convergence, i.e., it cannot be improved beyond the latter rate (cf Komlós, Major and Tusnády (1975), and/or Theorem 4.4.2 in Csörgő and Révész (1981)). Via constructing a different Kiefer process than that of (1.9) for approximating the sequential uniform quantile process directly, the rate of convergence of such an approximation is much improvable as compared to that of (1.10). Indeed, in principle, up to being as good as $\mathcal{O}\left((\log n) / n^{1 / 2}\right)$, again the best possible rate of convergence for such a construction. This has been an open problem since posed in Csörgő and Révész (1975), where the first version of (1.20) was proved. Should one succeed in carrying out this new construction of a Kiefer process directly for approximating
$u_{n}(y, t)$, it is clear from the above proof of the Bahadur-Kiefer principle of (1.27) or, equivalently, from that of (1.26) that, as a consequence, one would have also an exact analogue of (1.28) for $\alpha_{n}(y, 1)$ in terms of this Kiefer process, a manifestation, again, of the Bahadur-Kiefer principle.

The stochastic process

$$
\begin{align*}
& \left\{R_{n}^{*}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\} \\
& \quad:=\left\{n^{1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right), 0 \leq y \leq 1, n=1,2, \ldots\right\} \tag{1.29}
\end{align*}
$$

is called the uniform Bahadur-Kiefer process. A direct application of (1.12) and (1.13) leads to (cf Remark 6.2.3 of Csörgő (1983))

Corollary 1.B. On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8), we have, as $n \rightarrow \infty$,

$$
\begin{align*}
& \sup _{0 \leq y \leq 1} n^{-1 / 2}\left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(\hat{U}_{n}(y), n\right)\right)\right| \\
& \quad=\sup _{0 \leq y \leq 1}\left|\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right)-n^{-1 / 2}\left(K(y, n)-K\left(\hat{U}_{n}(y), n\right)\right)\right|  \tag{1.30}\\
& \quad=\mathcal{O}\left((\log n)^{2} / n^{1 / 2}\right) \quad \text { a.s. }
\end{align*}
$$

Corollary 1.B shows the equivalence of (1.26) and (1.27). The statement of (1.30) is a strong invariance principle for the Bahadur-Kiefer process $R_{n}^{*}(y, 1)$. Namely from (1.30) we conclude again that via (1.26) we have (1.27) as well. That is to say, the sup-distance of $\alpha_{n}(y, 1)$ from $u_{n}(y, 1)$ is exactly the same as that of $n^{-1 / 2} K(y, n)$ from $n^{-1 / 2} K\left(\hat{U}_{n}(y), n\right)$, which is now seen to be just another way of putting again the Bahadur-Kiefer principle. For further discussions along these lines we refer to Csörgő and Révész (1978, 1981), Csörgő (1983, Chapter 6), Deheuvels and Mason (1990), and Csörgö and Horváth (1993, Section 3.3).

### 1.3. The sequential uniform Bahadur-Kiefer process and its strong approximation

It is now natural to define the sequential uniform Bahadur-Kiefer process $R_{n}^{*}(y, t)$ (cf (1.29)) by

$$
\begin{align*}
& \left\{R_{n}^{*}(y, t), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \\
& \quad:=\left\{n^{1 / 2}\left(\alpha_{n}(y, t)-u_{n}(y, t)\right), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} . \tag{1.31}
\end{align*}
$$

Due to (1.26) we have, as (nt) $\rightarrow \infty$,

$$
\begin{align*}
& \sup _{0 \leq y \leq 1}\left|K\left(\hat{U}_{[n t]}(y), n t\right)-K(y, n t)\right|  \tag{1.32}\\
& \quad \leq\left(2^{-1 / 4}+o(1)\right)(n t)^{1 / 4}(\log (n t))^{1 / 2}(\log \log (n t))^{1 / 4} \quad \text { a.s. }
\end{align*}
$$

and hence, on dividing both sides by $n^{1 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}$ and then taking $\sup _{0 \leq t \leq 1}$ on both sides, with an absolute positive constant $C$ we obtain

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|K\left(\hat{U}_{[n t]}(y), n t\right)-K(y, n t)\right| \leq C \quad \text { a.s. } \tag{1.33}
\end{align*}
$$

By definition, $\alpha_{n}\left(U_{k,[n t]}, t\right)=u_{n}\left(\frac{k}{[n t]}, t\right)$ and

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{1 \leq k \leq[n t]} \sup _{(k-1) /[n t]<y \leq k /[n t]}\left|u_{n}(y, t)-u_{n}\left(\frac{k}{[n t]}, t\right)\right|=\mathcal{O}\left(n^{-1 / 2}\right) \tag{1.34}
\end{equation*}
$$

Consequently, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)-\alpha_{n}(y, t)\right| \\
& \quad=\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\alpha_{n}\left(\hat{U}_{[n t \mid}(y), t\right)-\alpha_{n}(y, t)\right|+\mathcal{O}\left(n^{-1 / 2}\right) \tag{1.35}
\end{align*}
$$

and now, an application of (1.9) and (1.35) yields
Proposition 1.1. On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8) we have, as $n \rightarrow \infty$,

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1} n^{-1 / 2}\left|R_{n}^{*}(y, t)-\left(K(y, n t)-K\left(\hat{U}_{[n t]}(y), n t\right)\right)\right| \\
& \quad=\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\left(\alpha_{n}(y, t)-u_{n}(y, t)\right)-n^{-1 / 2}\left(K(y, n t)-K\left(\hat{U}_{[n t]}(y), n t\right)\right)\right| \\
& \quad=\mathcal{O}\left((\log n)^{2} / n^{1 / 2}\right) \text { a.s. } \tag{1.36}
\end{align*}
$$

Proposition 1.1 is a strong invariance principle for the sequential uniform Bahadur-Kiefer process $R_{n}^{*}(y, n t)$ of (1.31). Namely, on account of (1.33) and (1.36) we conclude the following sequential uniform Bahadur-Kiefer principle.

Proposition 1.2. With an absolute positive constant C we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, t)\right| \\
& \quad=\limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4}  \tag{1.37}\\
& \quad \times \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|n^{1 / 2} \alpha_{n}(y, t)-n^{1 / 2} u_{n}(y, t)\right| \\
& \leq C \text { a.s. }
\end{align*}
$$

### 1.4. Definitions of sequential general empirical and quantile processes

Now we are to study sequential processes in terms of more general distributions than the uniform one. Let $X_{1}, X_{2}, \ldots$ be i.i.d.r.v.'s with distribution function $F$
that is defined to be right continuous. Given a chronologically ordered random sample $X_{1}, X_{2}, \ldots, X_{n}, n \geq 1$, their sequential empirical distribution function is defined by

$$
\hat{F}_{[n t]}(x)= \begin{cases}0, & 0 \leq t<1 / n  \tag{1.38}\\ \frac{1}{[n t]} \sum_{i=1}^{\mid n t]} \mathbf{1}\left\{X_{i} \leq x\right\}, & -\infty<x<\infty, \quad 1 / n \leq t \leq 1\end{cases}
$$

which in terms of the sequential order statistics $X_{1,[n t]} \leq X_{2,[n t]} \leq \cdots \leq X_{[n t],[n t]}$, $1 / n \leq t \leq 1$, of the random sample $X_{1}, X_{2}, \ldots, X_{n}$, reads as follows:

$$
\hat{F}_{[n t]}(x)= \begin{cases}0, & \text { if }-\infty<x<X_{1,[n t}, 0 \leq t \leq 1  \tag{1.39}\\ k /[n t], & \text { if } X_{k,[n t]} \leq x<X_{k+1,[n t]}, 1 \leq k \leq[n t]-1,0 \leq t \leq 1 \\ 1, & \text { if } X_{[n t], n t]} \leq x<\infty, 0 \leq t \leq 1\end{cases}
$$

with $X_{1,[n t]}=X_{[n t],[n t]} \equiv 0$ for $0 \leq t<1 / n$. The sequential empirical process is defined by

$$
\begin{align*}
\beta_{n}(x, t) & =n^{-1 / 2} \sum_{i=1}^{[n t]}\left(1\left\{X_{i} \leq x\right\}-F(x)\right)  \tag{1.40}\\
& =n^{-1 / 2}[n t]\left(\hat{F}_{[n t]}(x)-F(x)\right),-\infty<x<\infty, 0 \leq t \leq 1
\end{align*}
$$

Let $Q$ be the quantile function of $F$, defined by

$$
\begin{equation*}
Q(y)=F^{-1}(y)=\inf \{x: F(x) \geq y\}, 0<y \leq 1, Q(0)=Q(0+) \tag{1.41}
\end{equation*}
$$

i.e., $Q$ is defined to be the left continuous inverse of the right continuously defined distribution function $F$. Thus, for any right continuous distribution function $G$ on the real line we have for any $0<y<1$

$$
\begin{equation*}
G(x) \geq y \quad \text { if and only if } \quad G^{-1}(y) \leq x \tag{1.42}
\end{equation*}
$$

and

$$
\begin{equation*}
G(x)<y \text { if and only if } G^{-1}(y)>x \tag{1.43}
\end{equation*}
$$

Consequently, a random variable $X$ with distribution function $F$ has the same distribution as the random variable $Q(U)$, i.e.

$$
\begin{equation*}
X \stackrel{\mathscr{\mathscr { U }}}{=} Q(U) \tag{1.44}
\end{equation*}
$$

where $U$ is a uniform- $[0,1]$ random variable, since by (1.42) we have $P\{Q(U) \leq x\}=P\{U \leq F(x)\}=F(x)$.
$\dot{A}$ la (1.5), the sequential empirical quantile function $\hat{Q}_{[n t]}$ of $\hat{F}_{[n t]}$ is defined by

$$
\begin{align*}
& \hat{Q}_{[n t]}(y)=\hat{F}_{[n t]}^{-1}(y)=\inf \left\{x: \hat{F}_{[n t]}(x) \geq y\right\}, 0<y \leq 1, \\
& \hat{Q}_{[n t]}(0)=\hat{Q}_{[n t]}(0+), 0 \leq t \leq 1, \tag{1.45}
\end{align*}
$$

i.e., we have

$$
\hat{Q}_{[n t]}(y)=\hat{F}_{[n t]}^{-1}(y)= \begin{cases}X_{1,[n t]} & \text { if } y=0,0 \leq t \leq 1  \tag{1.46}\\ X_{k,[n t]} & \text { if }(k-1) /[n t]<y \leq k /[n t], \\ & 1 \leq k \leq[n t], 0 \leq t \leq 1\end{cases}
$$

with $\hat{Q}_{[n t]}(y)=0$ for $0 \leq t<1 / n$. Imitating (1.40), and the definition of the sequential uniform quantile process (cf (1.6)), it seems that a reasonable definition of the sequential general quantile process should be

$$
\begin{equation*}
\gamma_{n}(y, t)=n^{-1 / 2}[n t]\left(Q(y)-\hat{Q}_{[n t]}(y)\right), \quad 0<y<1, \quad 0 \leq t \leq 1 \tag{1.47}
\end{equation*}
$$

By the Dvoretzky, Kiefer and Wolfowitz (1956) inequality there is a constant $C$ such that

$$
\begin{equation*}
P\left\{\sup _{x \in \boldsymbol{R}}\left|\beta_{n}(x, 1)\right|>z\right\} \leq C \exp \left(-2 z^{2}\right) \tag{1.48}
\end{equation*}
$$

for all $z>0$. Massart (1990) obtained the optimal choice of $C=2$. In passing, for a short history of (1.48) we refer to Proof of Lemma 3.1.4 on p. 119 of Csörgö and Horváth (1993). By (1.48) we have

$$
\begin{equation*}
P\left\{\sup _{0 \leq t \leq 1} \sup _{x \in \mathbb{R}}\left|\beta_{n}(x, t)\right|>\epsilon n^{1 / 2}\right\} \leq 2 n \exp \left(-2 \epsilon^{2} n\right) \tag{1.49}
\end{equation*}
$$

for all $\epsilon>0$ and $n \geq 1$ and, on account of

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\beta_{n}(Q(y), t)\right|=\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, t)\right|=\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)\right| \tag{1.50}
\end{equation*}
$$

if $F$ is continuous, the same inequality holds true also for the sequential uniform quantile process $u_{n}(y, t)$. Hence, by the Borel-Cantelli Lemma, as $n \rightarrow \infty$, we have also the Glivenko-Cantelli theorems

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1} \frac{[n t]}{n}\left|y-F\left(\hat{Q}_{[n t]}(y)\right)\right| \rightarrow 0 \quad \text { a.s. } \tag{1.51}
\end{equation*}
$$

if $F$ is continuous, and

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{x \in \mathbb{R}} \frac{[n t]}{n}\left|\hat{F}_{[n t]}(x)-F(x)\right| \rightarrow 0 \quad \text { a.s. } \tag{1.52}
\end{equation*}
$$

with any $F$. While (1.51) "justifies" the definition of the sequential uniform quantile process (cf (1.6)), we note that, in contrast to (1.51), we have

$$
\begin{equation*}
P\left\{\lim _{n \rightarrow \infty} \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1} \frac{[n t]}{n}\left|Q(y)-\hat{Q}_{[n t]}(y)\right|=\infty\right\}=1 \tag{1.53}
\end{equation*}
$$

unless $F$ has finite support. Also, only if $Q$ is continuous at $y=y_{0}$, do we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} Q_{n}\left(y_{0}\right)=Q\left(y_{0}\right) \quad \text { a.s. } \tag{1.54}
\end{equation*}
$$

Otherwise this statement cannot be true. For further results along these lines we refer to Parzen (1980). These remarks already show that, at best, the process $\gamma_{n}(y, t)$ can be well behaved only at its points of continuity.

From now on we assume that $F$ is a continuous distribution function. Then $Q$ satisfies

$$
\begin{equation*}
Q(y)=\inf \{x: F(x)=y\}, \quad F(Q(y))=y, \quad 0 \leq y \leq 1 \tag{1.55}
\end{equation*}
$$

Consequently, if $X$ is a random variable with a continuous distribution function $F$, then, on account of $P\{F(X) \geq y\}=P\{X \geq Q(y)\}=1-F(Q(y))=1-y$, we have that

$$
\begin{equation*}
F(X) \stackrel{\mathscr{Q}}{=} U \tag{1.56}
\end{equation*}
$$

where $U$ is a uniform-[0,1] random variable. Hence, in this case, $U_{1}=F\left(X_{1}\right)$, $U_{2}=F\left(X_{2}\right), \ldots$ are independent uniform- $[0,1]$ random variables, and the sequential order statistics $X_{1,[n t]} \leq X_{2,[n t]} \leq \cdots \leq X_{[n t],[n t}, 1 / n \leq t \leq 1$, of the random sample $X_{1}, X_{2}, \ldots, X_{n}$ induce the sequential uniform order statistics $U_{1,[n t]}=$ $F\left(X_{1,[n t]}\right) \leq U_{2,[n t]}=F\left(U_{2,[n t]}\right) \leq \cdots \leq U_{[n t],[n t]}=F\left(X_{[n t],[n t]}\right)$ of the induced uniform[ 0,1$]$ random sample $U_{1}=F\left(X_{1}\right), U_{2}=F\left(X_{2}\right), \ldots, U_{n}=F\left(X_{n}\right)$, with $U_{1,[n t]}=$ $U_{[n t],[n t]} \equiv 0$ for $0 \leq t<1 / n$. Then, the thus induced sequential uniform empirical distribution function $\hat{E}_{[n t]}$ of this uniform random sample is given by

$$
\begin{align*}
\hat{E}_{[n t]}(y) & = \begin{cases}0, & \text { if } 0 \leq y<F\left(X_{1,[n t]}\right), 0 \leq t \leq 1 \\
k /[n t], & \text { if } F\left(X_{k,[n t]}\right) \leq y<F\left(X_{k+1,[n t]}\right) \\
1 \leq k \leq[n t]-1,0 \leq t \leq 1, \\
1, & \text { if } F\left(X_{[n t], n t]}\right) \leq y \leq 1\end{cases}  \tag{1.57}\\
= & \hat{F}_{[n t]}(Q(y)), \quad 0 \leq y \leq 1,0 \leq t \leq 1
\end{align*}
$$

or, equivalently, by

$$
\begin{align*}
\hat{E}_{[n t]}(y) & = \begin{cases}0, & \text { if } 0 \leq t \leq 1 / n, \\
(1 /[n t]) \sum_{i=1}^{[n t]} \mathbf{1}\left\{F\left(X_{i}\right) \leq y\right\}, & \text { if } 0 \leq y \leq 1,1 / n \leq t \leq 1\end{cases} \\
& =\hat{F}_{[n t]}(Q(y)), \quad 0 \leq y \leq 1,0 \leq t \leq 1 \tag{1.58}
\end{align*}
$$

The similarly induced sequential uniform empirical quantile function is given by

$$
\begin{align*}
\hat{U}_{[n t]}(y) & =\left\{\begin{aligned}
F\left(X_{1,[n t]}\right), & \text { if } y=0,0 \leq t \leq 1, \\
F\left(X_{k,[n t]}\right), & \text { if }(k-1) /[n t]<y \leq k /[n t], \\
& 1 \leq k \leq[n t], 0 \leq t \leq 1,
\end{aligned}\right.  \tag{1.59}\\
& =F\left(\hat{Q}_{[n t]}(y)\right), \quad 0 \leq y \leq 1,0 \leq t \leq 1 .
\end{align*}
$$

Thus, in terms of $U_{i}=F\left(X_{i}\right), i=1, \ldots, n$, we have for any continuous distribution function $F$

$$
\begin{equation*}
\beta_{n}(Q(y), t)=\alpha_{n}(y, t), \quad 0 \leq y \leq 1, \quad 0 \leq t \leq 1, \tag{1.60}
\end{equation*}
$$

where $\alpha_{n}(y, t)$ is now the $F$ induced version of the sequential uniform empirical process, defined in (1.3). Hence, all theorems proved for $\alpha_{n}(y, t)$ will hold automatically for $\beta_{n}(x, t)$ as well, simply by letting $y=F(x)$ in (1.60). In particular, Theorem 1.A and (1.9) hold true automatically for $\beta_{n}(x, t)=\alpha_{n}(F(x), t)$ with any continuous distribution function $F$. We note in passing that, implicitly, we already used (1.60) in stating (1.50) and, similarly, the notion of (1.59) in turn was already utilized in (1.51).

Unfortunately, there is no such immediate simple route as that of (1.60) for transforming $\gamma_{n}(y, t)$ of (1.47) into its own corresponding sequential uniform quantile process

$$
\begin{align*}
u_{n}(y, t) & =n^{-1 / 2}[n t]\left(y-\hat{U}_{[n t]}(y)\right) \\
& =n^{-1 / 2}[n t]\left(y-F\left(\hat{Q}_{[n t]}(y)\right)\right), \quad 0 \leq y \leq 1, \quad 0 \leq t \leq 1 \tag{1.61}
\end{align*}
$$

The transformation $y \rightarrow F(x)$ does not work directly for tying up $u_{n}(y, t)$ with $\gamma_{n}(y, t)$. Using, however, the mean value theorem, we can write

$$
\begin{align*}
\gamma_{n}(y, t) & =n^{-1 / 2}[n t]\left(Q(y)-\hat{Q}_{[n t]}(y)\right) \\
& =n^{-1 / 2}[n t]\left(Q(y)-Q\left(F\left(\hat{Q}_{[n t]}(y)\right)\right)\right)  \tag{1.62}\\
& =n^{-1 / 2}[n t]\left(y-F\left(\hat{Q}_{[n t]}(y)\right)\right) / f\left(Q\left(\theta_{n}(y, t)\right)\right) \\
& =u_{n}(y, t) / f\left(Q\left(\theta_{n}(y, t)\right)\right), 0<y<1,0 \leq t \leq 1,
\end{align*}
$$

where $\hat{U}_{[n t]}(y) \wedge y<\theta_{n}(y, t)<\hat{U}_{[n t]}(y) \vee y, y \in(0,1), t \in[0,1], n=1,2, \ldots$, provided of course that we have $Q^{\prime}(y)=1 / f(Q(y))<\infty$ for $y \in(0,1)$, i.e., provided that $F$ is an absolutely continuous distribution function (with respect to Lebesgue measure) with a strictly positive density function $f=F^{\prime}$ on the real line. The function $f(Q(y))$ is called the density-quantile function, and $Q^{\prime}(y)=1 / f(Q(y))$ the quantile density function by Parzen (1979a,b).

The relationship (1.62) shows that, for the sake of comparing $\gamma_{n}(y, t)$ with $u_{n}(y, t)$, one should first of all multiply the former by $f(Q(y))$. Hence we assume that $f=F^{\prime}$ exists on the real line, and define the general sequential quantile process $\rho_{n}(y, t)$ by

$$
\begin{align*}
\rho_{n}(y, t) & =f(Q(y)) \gamma_{n}(y, t) \\
& =n^{-1 / 2}[n t] f(Q(y))\left(Q(y)-\hat{Q}_{[n t]}(y)\right), \quad 0 \leq y \leq 1, \quad 0 \leq t \leq 1 . \tag{1.63}
\end{align*}
$$

We wish to emphasize that the introduction of the density quantile function $f(Q(y))$ into the definition of the general sequential quantile process $\left\{\rho_{n}(y, t)\right.$, $0 \leq y \leq 1,0 \leq t \leq 1, n=1,2, \ldots\}$ is for the sake of making it 'look like' the process $\left\{u_{n}(y, t), \quad 0 \leq y \leq 1, \quad 0 \leq t \leq 1, \quad n=1,2, \ldots\right\} \quad$ of (1.61), or like $\left\{\alpha_{n}(y, t)=\beta_{n}(Q(y), t), 0 \leq y \leq 1,0 \leq t \leq 1, n=1,2, \ldots\right\}$, asymptotically. In the rest of this section we will see that the idea of studying $\rho_{n}(y, t)$ via its own uniform version $u_{n}(y, t)$ of (1.61) is a fruitful one that will also lead to conveniently comparing $\rho_{n}(y, t)$ with $\alpha_{n}(y, t)$ of (1.60) as well. On the other hand, owing to the presence of the density-quantile function in its definition, the form of $\rho_{n}$ does not lend itself easily to constructing confidence bands for the quantile function $Q(y)$ (cf Csörgő and Révész (1984), and Chapter 4 of Csörgő (1983)). Indeed, having confidence bands for $Q$ in mind, it is better to start with the weak convergence of $\alpha_{n}(y, 1)$ of (1.60) to a Brownian bridge $\{B(y), 0 \leq y \leq 1\}$ (cf (a) of Remark 1.1). Assuming only that $F$ is continuous, via $\alpha_{n}(y, 1)$ of (1.60) one can easily arrive, for example, at (cf Csörgő and Horváth (1989))

$$
\begin{align*}
& \lim _{n \rightarrow \infty} P\left\{Q_{n}\left(y-n^{-1 / 2} c(\alpha)\right) \leq Q(y)<Q_{n}\left(y+n^{-1 / 2} c(\alpha)\right), \epsilon_{n} \leq y \leq 1-\epsilon_{n}\right\} \\
& \quad=P\left\{\sup _{0 \leq y \leq 1}|B(y)| \leq c(\alpha)\right\}=1-\alpha \tag{1.64}
\end{align*}
$$

where $B(\cdot)$ is a Brownian bridge, $c(\alpha)$ is a positive real number for which we have the latter equality holding true for a given $\alpha \in(0,1)$, and $\left\{\epsilon_{n}, n \geq 1\right\}$ is any sequence of positive real numbers such that $\epsilon_{n} \rightarrow 0$ and $n^{1 / 2} \epsilon_{n} \rightarrow \infty$ as $n \rightarrow \infty$.

### 1.5. Comparing the general sequential quantile process to its uniform version: <br> Preliminary notions

Returning now to the problem of comparing the general sequential quantile process $\rho_{n}(y, t)$ of (1.63) to its uniform version of (1.61), with $\theta_{n}(y, t)$ as in (1.62), we have

$$
\begin{equation*}
\rho_{n}(y, t)=u_{n}(y, t)\left(f(Q(y)) / f\left(Q\left(\theta_{n}(y, t)\right)\right)\right), \quad 0<y<1, \quad 0 \leq t \leq 1 . \tag{1.65}
\end{equation*}
$$

Hence one would expect $\rho_{n}(y, t)$ to have an asymptotic theory like that of $u_{n}(y, t)$, provided only that we could 'regulate' the ratio $f(Q(y)) / f\left(Q\left(\theta_{n}(y, t)\right)\right)$ uniformly in $y$ and $t$ over the unit interval. The following lemma and its conditions constitute a sufficient background for achieving this goal.

Lemma 1.A. Let F be a continuous distribution function F and assume
(i) $F$ is twice differentiable on $(a, b)$, where

$$
\begin{equation*}
a=\sup \{x: F(x)=0\}, \quad b=\inf \{x: F(x)=1\}, \quad-\infty \leq a<b \leq \infty \tag{1.66}
\end{equation*}
$$

(ii) $F^{\prime}(x)=f(x)>0, x \in(a, b)$,
(iii) for some $\gamma>0$ we have

$$
\sup _{0<y<1} y(1-y)\left|f^{\prime}(Q(y))\right| / f^{2}(Q(y)) \leq \gamma
$$

Then we have

$$
\begin{equation*}
\frac{f\left(Q\left(y_{1}\right)\right)}{f\left(Q\left(y_{2}\right)\right)} \leq\left\{\frac{y_{1} \vee y_{2}}{y_{1} \wedge y_{2}} \frac{1-\left(y_{1} \wedge y_{2}\right)}{1-\left(y_{1} \vee y_{2}\right)}\right\}^{\gamma} \tag{1.67}
\end{equation*}
$$

for every pair $y_{1}, y_{2} \in(0,1)$.
This is Lemma 1 of Csörgő and Révész (1978). Proof can be also found in Csörgő and Révész (1981, Lemma 4.5.2), Csörgő (1983, Lemma 1.4.1), and Csörgő and Horváth (1993, Lemma 6.1.1).

In the literature on non-parametric statistics, it is customary to define the socalled score function (cf for example, Hájek and Šidák (1967, p. 19)):

$$
\begin{equation*}
J(y)=-\frac{\mathrm{d}}{\mathrm{~d} y} f(Q(y))=-f^{\prime}(Q(y)) / f(Q(y)) \tag{1.68}
\end{equation*}
$$

Thus, our condition (1.66) (iii) can be written as

$$
\begin{equation*}
\sup _{0<y<1} y(1-y)|J(y)| / f(Q(y)) \leq \gamma \tag{1.69}
\end{equation*}
$$

For example,

$$
\begin{array}{ll}
J(y)=-1, & \text { if } F(x)=1-\exp (-x), x \geq 0 \\
J(y)=1, & \text { if } F(x)=1-\exp (x), x \leq 0
\end{array}
$$

and

$$
\begin{array}{ll}
f(Q(y))=1-y, & \text { if } F(x)=1-\exp (-x), \quad x \geq 0 \\
f(Q(y))=y, & \text { if } F(x)=1-\exp (x), \quad x \leq 0
\end{array}
$$

Hence, in these two cases of exponential distributions, $\gamma$ of (1.66) (iii) is equal to 1 . For further examples, and a discussion of tail monotonicity assumptions of extreme value theory as related to (1.69), we refer to Parzen (1979a, 1980).

We note in passing that the score function $J$ of (1.68) plays an important role in non-parametric and robust statistical analysis (cf, for example, Hájek and Šidák (1967) and Huber (1981)). Owing to its importance, and because of our lack of knowledge of $f$ in most practical situations, it is desirable to estimate $J$, given a
random sample $X_{1}, \ldots, X_{n}$ on $F$. For results on estimating $J$, and for further discussions along these lines, we refer to Hájek and Šidák (1967, p. 259), Parzen (1979a), Csörgő (1983, Chapter 10), Csörgő and Révész (1986) and Burke and Horváth (1989), as well as to references in these works.

Back to the problem of the general sequential quantile process $\rho_{n}(y, t)$ versus its uniform version $u_{n}(y, t)$, by (a) of Remark 1.1 we have

$$
\begin{equation*}
\alpha_{n}(y, 1) \xrightarrow{\mathscr{B}} N(0, y(1-y)) \quad \text { for every fixed } y \in(0,1) \tag{1.70}
\end{equation*}
$$

and one has also (cf, e.g., Rényi (1970, p. 490))

$$
\begin{equation*}
\gamma_{n}(y, 1) \xrightarrow{\mathscr{Q}} N\left(0, y(1-y) / f^{2}(Q(y))\right), \quad y \text { fixed in }(0,1) \tag{1.71}
\end{equation*}
$$

provided that $F$ is absolutely continuous in an interval around $Q(y)$ and $f(Q(y))$ is positive and continuous at $y$. (Continuity of the latter at $y$ can be dropped).

### 1.6. Preliminary notions on the weak convergence of the general sequential quantile process

Given the conditions of (1.71), an equivalent way of putting it is to write

$$
\begin{equation*}
\rho_{n}(y, 1)=f(Q(y)) \gamma_{n}(y, 1) \xrightarrow{\mathscr{Q}} N(0, y(1-y)), \quad y \text { fixed in }(0,1) \tag{1.72}
\end{equation*}
$$

The latter (1.72)-version of (1.71) underlines again the rationale behind defining the general sequential quantile process $\rho_{n}(y, t)$ the way we did in (1.63). In the light of (1.72) and (b) of Corollary 1.A, it is only natural to ask for a similar result for $\rho_{n}(y, t)$. The next result (cf Theorem 1.5 .1 of Csörgö (1983)) will illustrate the immediate usefulness of Lemma 1.A in this direction.

Theorem 1.C. Given the conditions of Lemma 1.A on F , we have for all $\epsilon>0$, $0<c<1$ and all $n \geq 1$

$$
\begin{align*}
& P\left\{\sup _{c \leq y \leq 1-c}\left|\frac{f(Q(y))}{f\left(Q\left(\theta_{n}(y, 1)\right)\right)}-1\right|>\epsilon\right\} \\
& \leq 4([\gamma]+1)\left\{\exp \left(-n c h\left((1+\epsilon)^{(1 / 2)([\gamma]+1)}\right)\right)\right.  \tag{1.73}\\
& \left.\quad+\exp \left(-n c h\left(1 /(1+\epsilon)^{(1 / 2)([\gamma]+1)}\right)\right)\right\} \\
& =: H_{n}(\gamma, c, h, \epsilon)
\end{align*}
$$

where $\theta_{n}(y, 1)$ is as in (1.62), $\gamma>0$ is as in Lemma 1.A, and $h(x)=$ $x+\log (1 / x)-1, x \geq 1$.

As a consequence of (1.73), we have also

$$
\begin{align*}
& P\left\{\sup _{0 \leq t \leq 1} \sup _{c \leq y \leq 1-c}\left|\frac{f(Q(y))}{f\left(Q\left(\theta_{n}(y, t)\right)\right)}-1\right|>\epsilon\right\}  \tag{1.74}\\
& \quad \leq n H_{n}(\gamma, c, h, \epsilon)
\end{align*}
$$

for all $\epsilon>0,0<c<1$ and all $n \geq 1$, where $\theta_{n}(y, t)$ is as in (1.62).
Corollary 1.1. With $h(\cdot)$ as in Theorem 1.C, let

$$
\begin{equation*}
c_{n}:=2(\log n) /\left(n\left(h\left((1+\epsilon)^{(1 / 2)([\gamma]+1)}\right) \wedge h\left((1+\epsilon)^{-(1 / 2)([\gamma]+1)}\right)\right)\right) \tag{1.75}
\end{equation*}
$$

Assume that F satisfies the conditions of Lemma 1.A on F. Then, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)-u_{n}(y, t)\right|=o_{P}(1) \tag{1.76}
\end{equation*}
$$

where $\rho_{n}(\cdot, \cdot)$ and $u_{n}(\cdot, \cdot)$ are as $\operatorname{in}(1.63)$ and (1.61) respectively.
Proof. By (1.65) we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)-u_{n}(y, t)\right| \\
& \quad \leq \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)\right| \sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\frac{f(Q(y))}{f\left(Q\left(\theta_{n}(y, t)\right)\right)}-1\right|  \tag{1.77}\\
& \quad=O_{P}(1) o_{P}(1)
\end{align*}
$$

where $O_{P}(1)$ is on account of (b) of Corollary 1.A, and $o_{P}(1)$ is via (1.74) on noting that $h(\cdot)$ and $h(1 / \cdot)$ are positive.

Combining Theorem 1.B with Corollary 1.1, we conclude also
Corollary 1.2. Assume that F satisfies the conditions of Lemma 1.A on F. Let $c_{n}$ be as in (1.75). Then, on the probability space of Theorem 1.A we have, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|=o_{P}(1) \tag{1.78}
\end{equation*}
$$

where $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ is the Kiefer process of Theorem 1.A.

Proof. We have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| \\
& \quad \leq \sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)-u_{n}(y, t)\right|  \tag{1.79}\\
& \quad+\sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| \\
& = \\
& o_{P}(1)+o_{P}(1) \text {, as } n \rightarrow \infty,
\end{align*}
$$

by (1.76) and (1.10) respectively.
Let $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ be a Kiefer process. Then

$$
\begin{equation*}
\left\{n^{-1 / 2} K(y, n t), 0 \leq y \leq 1,0 \leq t \leq 1\right\} \stackrel{\mathscr{O}}{=}\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\} \tag{1.80}
\end{equation*}
$$

for each $n \geq 1$. Also, on account of almost sure continuity of a Kiefer process $K(\cdot, \cdot)$ (cf, e.g., Theorem 1.13.1 in Csörgö and Révész (1981)), as $n \rightarrow \infty$ we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}|K(y, t)| \longrightarrow \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| \text { a.s. } \tag{1.81}
\end{equation*}
$$

Consequently, by combining (1.78), (1.80) and (1.81), we obtain that, under the conditions of Lemma 1.A on F, as $n \rightarrow \infty$

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{c_{n} \leq y \leq 1-c_{n}}\left|\rho_{n}(y, t)\right| \xrightarrow{\mathscr{O}} \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| . \tag{1.82}
\end{equation*}
$$

Convergence in distribution of some other functionals of interest of the truncated sequential quantile process $\left\{\rho_{n}(y, t) \mathbf{1}\left\{c_{n} \leq y \leq 1-c_{n}\right\}, 0 \leq t \leq 1\right\}$ can be similarly established. Our eventual aim, however, is to study the weak convergence of $\rho_{n}(\cdot, \cdot)$ of (1.63) in $D[0,1]^{2}$. Hence, we are to extend the respective results of (1.76) and (1.78) with such a goal in mind. We note in passing that, under the conditions of Lemma 1.A, Csörgő (1983, Chapter 2) proved that, as $n \rightarrow \infty$,

$$
\begin{equation*}
\sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|=o_{P}(1) \tag{1.83}
\end{equation*}
$$

and that, with an appropriately constructed sequence of Brownian bridges $\left\{B_{n}(y), 0 \leq y \leq 1\right\}$, we have as well

$$
\begin{equation*}
\sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|o_{n}(y, 1)-B_{n}(y)\right|=o_{P}(1) \tag{1.84}
\end{equation*}
$$

where $\rho_{n}(y, 1)$ and $u_{n}(y, 1)$ are as in (1.63) and (1.61) respectively.
Indeed, (1.83) is an immediate consequence of Theorem 1.C (cf Chapter 2 of Csörgő (1983)), and then there we can have (1.84) as well, via the triangular inequality and (1.10) of Theorem 1.B. While (1.84) just about takes care of the weak convergence of the general quantile process $\rho_{n}(y, 1)$ to a Brownian bridge in
$D[0,1]$, it is not strong enough for what one has to do for establishing the weak convergence of $\rho_{n}(y, t)$ to a Kiefer process $K(y, t)$ in $D[0,1]^{2}$.

## 2. Deviations between the general and uniform quantile processes and their sequential versions

In this section we quote, and outline the proofs of, some known results on the deviations between the general and uniform quantile processes (cf Csörgő and Révész (1978)) that have led to an extension of the Bahadur (1966) and Kiefer (1970) theory of deviations between sample quantiles and the empirical distribution function (cf Csörgő and Révész (1978; 1981, Sections 5.2 and 5.3) and Csörgő (1983, Chapter 6), as well as Sections 4 and 5 of this exposition). The results to be quoted here will also play a fundamental role in what we intend to say about the sup-norm distance of $\rho_{n}(y, t)$ and its uniform version $u_{n}(y, t)$ (cf (1.63), (1.61) respectively and Propositions 2.1, 2.2 below), about the approximations of the general sequential quantile process by a Kiefer process (cf Section 3 below), and about the corresponding sequential versions of the BahadurKiefer deviations of Section 6.

Csörgő and Révész $(1975,1978)$ initiated the study of the general quantile process $\rho_{n}(y, 1)$ via its own uniform quantile process $u_{n}(y, 1)$. It has turned out (cf e.g., Csörgő and Révész (1981), Csörgő (1983), Csörgő and Horváth (1993), and the related references in these works) that the assumptions (1.66) (i), (ii) and (iii) of Lemma 1.A are frequently convenient in dealing with problems that are inherently based on joint distributions of empirical quantiles (cf, e.g., Rao and Zhao (1995)). In particular, Lemma 1.A plays a crucial role, in combination with a Csáki-type law of the iterated logarithm for the uniform quantile process, in comparing the two processes $\rho_{n}(y, 1)$ and $u_{n}(y, 1)$.

Csáki (1977) investigated the almost sure behaviour of the upper limits of the sequence

$$
\sup _{\epsilon_{n} \leq y \leq 1-\epsilon_{n}}(y(1-y) \log \log n)^{-1 / 2}\left|\alpha_{n}(y, 1)\right|
$$

for a wide class of sequences $\left\{\epsilon_{n}\right\}, \epsilon_{n} \downarrow 0$. One special case of his many results reads as follows:

Theorem 2.A. With $\epsilon_{n}=d n^{-1} \log \log n$ and $d \geq 0.236 \ldots$, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\epsilon_{n} \leq y \leq 1-\epsilon_{n}}(y(1-y) \log \log n)^{-1 / 2}\left|\alpha_{n}(y, 1)\right|=2 \quad \text { a.s. } \tag{2.1}
\end{equation*}
$$

For further details on this theorem we refer to Theorem 5.1.6 and Remark 5.1.1 in Csörgő and Révesz (1981). In the theory of quantiles we use an analogue of this theorem for $u_{n}(y, 1)$ (cf Csörgö and Révész (1978, Theorem 2) and/or (1981, Theorem 4.5.5)).

Theorem 2.B. With $\delta_{n}=25 n^{-1} \log \log n$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \sup _{\delta_{n} \leq y \leq 1-\delta_{n}}(y(1-y) \log \log n)^{-1 / 2}\left|u_{n}(y, 1)\right| \leq 4 \quad \text { a.s. } \tag{2.2}
\end{equation*}
$$

The basic results of Theorems 2.C and 2.D below on the distance between $\rho_{n}(y, 1)$ (cf (1.63)) and $u_{n}(y, 1)$ (cf (1.61)) are essentially due to Csörgö and Révész (1978, Theorem 3). M. Csörgő, S. Csörgő, Horváth and Révész (1985), and Csörgő and Horváth (1993, Chapter 6) contain the present, somewhat modified versions, as well as the details of their proofs.

Theorem 2.C. Given the conditions (1.66)(i), (ii) and (iii) on $F$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right| \\
& \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{1+\gamma}\right) & \text { if } \gamma \leq 1 \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1\end{cases} \tag{2.3}
\end{align*}
$$

for all $\epsilon>0$.

An Outline of the Proof of Theorem 2.C. First, with $\delta_{n}$ as in Theorem 2.B, one shows that

$$
\begin{equation*}
\sup _{\delta_{n} \leq y \leq 1-\delta_{n}}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.4}
\end{equation*}
$$

This is accomplished along the following lines. A two-term Taylor expansion gives

$$
\begin{equation*}
\rho_{n}(y, 1)=u_{n}(y, 1)-\frac{n^{-1 / 2}}{2} u_{n}^{2}(y, 1) \frac{f^{\prime}(Q(\xi))}{f^{3}(Q(\xi))} f(Q(y)) \tag{2.5}
\end{equation*}
$$

where $\xi=\xi(y, n)$ and $|y-\xi| \leq n^{-1 / 2}\left|u_{n}(y, 1)\right|$. By Theorem 2.B

$$
\begin{equation*}
\sup _{\delta_{n} \leq y \leq 1-\delta_{n}}\left|u_{n}^{2}(y, 1)\right| /(y(1-y)) \mid=\mathcal{O}(\log \log n) \quad \text { a.s. } \tag{2.6}
\end{equation*}
$$

by (1.66) (iii) we have

$$
\begin{equation*}
\sup _{0<y<1} \xi(1-\xi) \frac{\left|f^{\prime}(Q(\xi))\right|}{f^{2}(Q(\xi))} \leq \gamma \tag{2.7}
\end{equation*}
$$

and by Lemma 1.A we obtain

$$
\begin{equation*}
\frac{f(Q(y))}{f(Q(\xi))} \leq\left(\frac{y \vee \xi}{y \wedge \xi}\right)^{\gamma}\left(\frac{1-(y \wedge \xi)}{1-(y \vee \xi)}\right)^{\gamma} \tag{2.8}
\end{equation*}
$$

Now calculations over the interval $\delta_{n} \leq y \leq 1-\delta_{n}$ for estimating the right hand side of (2.8) combined with (2.5)-(2.7) yield (2.4).

Next, using again Theorem 2.B, one shows that, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sup _{0 \leq y \leq \delta_{n}}\left|u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.9}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\sup _{1-\delta_{n} \leq y \leq 1}\left|u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.10}
\end{equation*}
$$

Somewhat more difficult calculations yield also that, as $n \rightarrow \infty$,

$$
\begin{align*}
& \sup _{1 /(n+1) \leq y \leq \delta_{n}}\left|\rho_{n}(y, 1)\right| \\
& \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{1+\gamma}\right), & \text { if } \gamma \leq 1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right), & \text { if } \gamma>1,\end{cases} \tag{2.11}
\end{align*}
$$

as well as that $\sup _{1-\delta_{n} \leq y \leq 1}\left|\rho_{n}(y, 1)\right|$ can be estimated exactly the same way. Consequently, Theorem 2.C follows by (2.4), (2.9), (2.10), (2.11) and what we have just said right after, concerning the estimation of $\sup _{1-\delta_{n} \leq y \leq 1}\left|\rho_{n}(y, 1)\right|$.

In the light of Theorem 2.C it is natural to wonder what happens to (2.3) when taking sup over $[0,1]$ instead of $[1 /(n+1), 1-1 /(n+1)]$. Somewhat surprisingly, still as in Csörgő and Révész (1978), we need extra conditions for comparing $\rho_{n}(y, 1)$ and $u_{n}(y, 1)$ on the whole unit interval. Namely we have

Theorem 2.D. Assume that (1.66)(i)-(iii) hold true and that we have also
(i) $A=\lim _{y \downarrow 0} f(Q(y))<\infty, B=\lim _{y \uparrow 1} f(Q(y))<\infty$
and
(ii) $A \wedge B>0$,
or
(iii) if $\lim _{y \downarrow 0} f(Q(y))=0$, then $\mathbf{f}$ is non-decreasing in a right-neighbourhood of $Q(0)=Q(0+)$, and if $\lim _{y \dagger 1} f(Q(y))=0$, then $f$ is non-increasing in a leftneighbourhood of $Q(1)$.

Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right| \\
& \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2} \log \log n\right) & \text { if } \gamma<1 \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{2}\right) & \text { if } \gamma=1 \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1\end{cases} \tag{2.13}
\end{align*}
$$

for all $\epsilon>0$.
An Outline of the Proof of Theorem 2.D. Under the conditions (1.66) (i)-(iii) we have (2.4). Assuming now (2.12) (i) and (ii), the one term Taylor series expansion of (1.65) combined with (2.9) and (2.10) respectively, yields

$$
\begin{equation*}
\sup _{0 \leq y \leq \delta_{n}}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\sup _{1-\delta_{n} \leq y \leq 1}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.15}
\end{equation*}
$$

Consequently, under the conditions (1.66) (i)-(iii), and (2.12) (i), (ii) we have

$$
\begin{equation*}
\sup _{0 \leq y \leq 1}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.16}
\end{equation*}
$$

Next we assume (2.12) (i) and (iii), the latter with $\lim _{y \downarrow 0} f(Q(y))=0$ and $f(\cdot)$ non-decreasing on the right of $Q(0)=Q(0+)$. Restricting attention to the region $0<y \leq \delta_{n}$ and considering first the case of $\hat{U}_{n}(y) \geq y$, condition (2.12) (iii) gives the trivial estimate

$$
\begin{equation*}
\left|\rho_{n}(y, 1)\right|=n^{1 / 2} \int_{y}^{\hat{U}_{n}(y)} \frac{f(Q(y))}{f(Q(s))} \mathrm{d} s \leq-u_{n}(y, 1) . \tag{2.17}
\end{equation*}
$$

Hence, applying (2.9), we obtain

$$
\begin{equation*}
\sup _{0 \leq y \leq \delta_{n}}\left|\rho_{n}(y, 1) \mathbf{1}\left\{\hat{U}_{n}(y) \geq y\right\}\right|=\mathcal{O}\left(n^{-1 / 2} \log \log n\right) \quad \text { a.s. } \tag{2.18}
\end{equation*}
$$

Still in the region $0<y \leq \delta_{n}$, but assuming now that $\hat{U}_{n}(y)<y$, calculations yield (cf Csörgő and Révész (1978, Proof of Theorem 3, or 1981, Proof of Theorem 4.5.6))

$$
\begin{align*}
& \sup _{0 \leq y \leq \delta_{n}}\left|\rho_{n}(y, 1) \mathbf{1}\left\{\hat{U}_{n}(y)<y\right\}\right| \\
& \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2} \log \log n\right) & \text { if } \gamma<1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{2}\right) & \text { if } \gamma=1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1,\end{cases} \tag{2.19}
\end{align*}
$$

for all $\epsilon>0$. Combining now (2.9), (2.18) and (2.19) we obtain that $\sup _{0 \leq y \leq \delta_{n}}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|$ is estimated at the almost sure rate of (2.19). This combined with (2.4) yields that we now have the desired bounds for estimating $\sup _{0 \leq y \leq 1-\delta_{n}}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|$. Namely, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq y \leq 1-\delta_{n}}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right| \\
& \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2} \log \log n\right) & \text { if } \gamma<1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{2}\right) & \text { if } \gamma=1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1,\end{cases} \tag{2.20}
\end{align*}
$$

for all $\epsilon>0$.
Assuming now (2.12) (i) and (iii) with $\lim _{y \dagger 1} f(Q(y))=0$ and non-increasing $f$ on the left of $Q(1)$, by (2.10) and calculations over the region $1-\delta_{n} \leq y \leq 1$ that are similar to those yielding (2.18) and (2.19), we arrive at estimating $\sup _{1-\delta_{n} \leq y \leq 1}\left|\rho_{n}(y, 1)-u_{n}(y, 1)\right|$ at the almost sure rate of (2.20) as well. Hence we conclude also (2.13).

As an immediate consequence of Theorem 2.C, we get its sequential version which reads as follows.

Proposition 2.1. Given the conditions (1.66) (i), (ii) and (iii) on F, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)-u_{n}(y, t)\right| \\
& \quad \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{1+\gamma}\right) & \text { if } \gamma \leq 1, \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{y}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1,\end{cases} \tag{2.21}
\end{align*}
$$

for all $\epsilon>0$.
Proof. With $t \in(0,1]$ and $(n t) \rightarrow \infty$ as $n \rightarrow \infty$, by (2.3) for $n$ large we have

$$
\begin{equation*}
\sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|n^{1 / 2} \rho_{n}(y, t)-n^{1 / 2} u_{n}(y, t)\right| \leq(C+o(1)) r_{n}(t, \gamma, \epsilon) \quad \text { a.s. } \tag{2.22}
\end{equation*}
$$

where $C$ is an absolute constant, and

$$
r_{n}(t, \gamma, \epsilon)= \begin{cases}(\log \log (n t))^{1+\gamma} & \text { if } \gamma \leq 1  \tag{2.23}\\ \left((\log \log (n t))^{\gamma}(\log (n t))^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1\end{cases}
$$

Dividing both sides of (2.22) by $r_{n}(1, \gamma, \epsilon)$ and then taking $\sup _{0 \leq t \leq 1}$ on both sides, we obtain (2.21) as $n \rightarrow \infty$.

In a similar fashion, we also get the following sequential version of Theorem 2.D.

Proposition 2.2. Assume (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii). Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\rho_{n}(y, t)-u_{n}(y, t)\right| \\
& \quad \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left(n^{-1 / 2} \log \log n\right) & \text { if } \gamma<1 \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{2}\right) & \text { if } \gamma=1 \\
\mathcal{O}\left(n^{-1 / 2}(\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1\end{cases} \tag{2.24}
\end{align*}
$$

for all $\epsilon>0$.

## 3. Weighted sequential quantile processes in supremum and $L_{p}$-metrics

### 3.1. Some weighted asymptotics for sequential uniform quantile processes

We note and recall that the sequential uniform quantile process $u_{n}(y, t)$ is a sequential version of the usually considered uniform quantile process

$$
u_{n}(y):=u_{n}(y, 1)=n^{1 / 2}\left(y-\hat{U}_{n}(y)\right), \quad 0 \leq y \leq 1 .
$$

Starting with Rényi (1953), Chibisov (1964) and O'Reilly (1974), there has been considerable interest in the asymptotic behaviour of weighted uniform empirical and quantile processes. For an insightful treatize of this subject we refer to Csörgő, Csörgő, Horváth and Mason (1986), Shorack and Wellner (1986) and to Csörgő and Horváth (1993), as well as to the references in these works. There are now complete characterizations available for describing the asymptotic behaviour of the weighted uniform empirical and quantile processes in supremum and $L_{p}$-metrics.

Let $\mathscr{Q}^{*}$ be the class of positive functions $q$ on $(0,1)$, i.e., such that $\inf _{\delta \leq y \leq 1-\delta} q(y)>0$ for all $0<\delta<1$, which are nondecreasing near zero and nonincreasing near one. Let

$$
I^{*}(q, c)=\int_{0}^{1} \frac{1}{y(1-y)} \exp \left(-c q^{2}(y) /(y(1-y))\right) \mathrm{d} y, \quad c>0
$$

Let $U_{1, n} \leq U_{2, n} \leq \cdots \leq U_{n, n}$ denote the order statistics of a uniform-[0,1] random sample and define the modified uniform quantile function $\widetilde{U}_{n}(y)$ by

$$
\widetilde{U}_{n}(y)=U_{k, n}, k /(n+2)<y \leq(k+1) /(n+2), \quad k=0, \ldots, n+1
$$

where $U_{0, n}=0$ and $U_{n+1, n}=1$, and the modified uniform quantile process $\tilde{u}_{n}(y)$ by

$$
\tilde{u}_{n}(y)=n^{1 / 2}\left(y-\widetilde{U}_{n}(y)\right), \quad 0 \leq y \leq 1 .
$$

For the proof of the following theorem we refer to Csörgő, Csörgő, Horváth and Mason (1986).

Theorem 3.A. Let $q \in \mathscr{2}^{*}$.
(i) We can define a sequence of Brownian bridges $\left\{B_{n}(y), 0 \leq y \leq 1\right\}$ such that, as $n \rightarrow \infty$

$$
\sup _{0<y<1}\left|\tilde{u}_{n}(y)-B_{n}(y)\right| / q(y)=o_{P}(1)
$$

if and only if $I^{*}(q, c)<\infty$ for all $c>0$.
(ii) As $n \rightarrow \infty$ we have

$$
\sup _{0<y<1}\left|\tilde{u}_{n}(y)\right| / q(y) \xrightarrow{\mathscr{O}} \sup _{0<y<1}|B(y)| / q(y),
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge, if and only if $I^{*}(q, c)<\infty$ for some $c>0$.

Concerning the problem of various possible modifications of the uniform quantile process $u_{n}(y): u_{n}(y, 1)$ for the sake of a weighted approximation as in Theorem 3.A (i), and hence also for its weighted weak convergence in $D[0,1]$ with appropriate c.d.l.g. weight functions $q(y)$, we refer to O'Reilly (1974), Csörgő, Csörgö, Horváth and Mason (1986), and Csörgő and Horváth (1993, Chapters 4 and 5).

It is of interest to note that (i) of Theorem 3.A does not imply its statement (ii) for all possible weight functions $q(y)$ of interest. For example, choosing

$$
q(y)=\left(y(1-y) \log \log \frac{1}{y(1-y)}\right)^{1 / 2}
$$

we have (ii), but not (i), of Theorem 3.A. Thus, as $n \rightarrow \infty$, convergence in distribution of $\sup _{0<y<1}\left|\tilde{u}_{n}(y)\right| / q(y)$ to $\sup _{0<y<1}|B(y)| / q(y)$ holds for a larger subclass of functions $q \in \mathscr{2}^{*}$ than for having $\tilde{u}_{n}(\cdot) / q(\cdot) \xrightarrow{\mathscr{O}} B(\cdot) / q(\cdot)$ in $D[0, \mathbf{1}]$. Moreover, the class of functions $q$ for the convergence of $L_{p}$-functionals of $\tilde{u}_{n}(\cdot) / q(\cdot)$ is even larger than in the latter case, as demonstrated by the next trichotomy theorem of Csörgő, Horváth and Shao (1993).

Theorem 3.B. Let q be a positive function on ( 0,1 ), and assume that $0<p<\infty$. Then the following statements are equivalent:
(i) We have

$$
\int_{0}^{1}(y(1-y))^{p / 2} / q(y) \mathrm{d} y<\infty
$$

(ii) There is a sequence of Brownian bridges $\left\{B_{n}(y), 0 \leq y \leq 1\right\}$ such that

$$
\int_{0}^{1}\left|\tilde{u}_{n}(y)-B_{n}(y)\right|^{p} / q(y) \mathrm{d} y=o_{P}(1)
$$

(iii) As $n \rightarrow \infty$, we have

$$
\int_{0}^{1}\left|\tilde{u}_{n}(y)\right|^{p} / q(y) \mathrm{d} y \xrightarrow{D} \int_{0}^{1}|B(y)|^{p} / q(y) \mathrm{d} y,
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge.
We note in passing that, naturally, Theorems 3.A and 3.B hold true also for the uniform empirical process $\alpha_{n}(y):=\alpha_{n}(y, 1)$. We quoted these two versions, for here we are concentrating mainly on quantile processes.

In this subsection of Section 3 we are interested in studying asymptotics of weighted sequential uniform quantile process, namely $u_{n}(y, t) / q(t), 0 \leq y, t \leq 1$ with weights in the time parameter $t \in(0,1)$, instead of the "space" parameter $y \in[0,1]$, where $q(t)$ is a nonnegative function on $(0,1]$. For the complete and optimal characterization of sequential empirical processes of observations, their ranks and sequential ranks in weighted supremum and $L_{p}$-metrics we refer to Szyszkowicz (1996) in this volume.

Let 2 be the class of positive functions $q$ on $(0,1]$, i.e., such that $\inf _{\delta \leq t \leq 1} q(t)>0$ for all $0<\delta<1$, which are nondecreasing near zero. Let also

$$
I(q, c)=\int_{0}^{1} t^{-1} \exp \left(-c t^{-1} q^{2}(t)\right) \mathrm{d} t, \quad c>0
$$

Theorem 3.1. Let $q \in$ 2. Then, on the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=o_{P}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=O_{P}(1)$
if and only if $I(q, c)<\infty$ for some $c>0$, and
(c) $\sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)\right| / q(t) \xrightarrow{\mathscr{D}} \sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| / q(t)$
if and only if $I(q, c)<\infty$ for some $c>0$, where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.

The proof of Theorem 3.1 is similar to that of Theorem 2.1 of Szyszkowicz (1998) in this volume (cf also Szyszkowicz (1994)), and it is based on Theorem 1.B of this paper and on the integral test of Csörgö, Horváth and Szyszkowicz (1994) for suprema of Kiefer processes, spelled out as Lemma 2.A in Szyszkowicz (1998). The results of Theorem 3.1 themselves are exact analogues of those of Theorem 2.1 of Szyszkowicz (1998) for the sequential uniform empirical process $\alpha_{n}(y, t)$. Clearly, Theorem 3.1 is also parallel to Theorem 3.A, only here the weight function $q(t)$ relates to the question of finiteness of $\lim \sup _{t \downarrow 0} \sup _{0 \leq y \leq 1}|K(y, t)| / q(t)$, while in Theorem 3.A. $q(y)$ relates to those of $\lim \sup _{y \downarrow 0}|B(y)| / q(y)$ and $\lim \sup _{y \uparrow 1}|B(y)| / q(y)$.

On account of Theorem 3.1 (a) we obtain
Corollary 3.1. Let $q \in \mathscr{2}$. Then as $n \rightarrow \infty$, we have

$$
u_{n}(y, t) / q(t) \xrightarrow{\mathscr{D}} K(y, t) / q(t) \quad \text { in } \quad D[0,1]^{2}
$$

if and only if $I(q, c)<\infty$ for all $c>0$, where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.

Remark 3.1. Throughout this paper weak convergence statements on Skorohod spaces are stated as corollaries to approximations in probability. Naturally, when talking about weighted weak convergence on such spaces, we will always assume that the weights are c.d.l.g. functions.

Remark 3.2. Obviously Corollary 3.1 implies convergence in distribution of any continuous in sup-norm functional of $u_{n}(y, t) / q(t)$ to the corresponding functional of $K(y, t) / q(t)$ with $q \in \mathscr{2}$ and such that $I(q, c)<\infty$ for all $c>0$. However, for the sup-functional itself, by Theorem 3.1 (c), the class of possible weight functions is bigger. For example, as $n \rightarrow \infty$, we have

$$
\begin{aligned}
\sup _{0<t \leq 1} & \sup _{0 \leq y \leq 1}\left|u_{n}(y, t)\right| /(t \log \log ((1 / t) \vee 3))^{1 / 2} \\
& \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| /(t \log \log ((1 / t) \vee 3))^{1 / 2},
\end{aligned}
$$

while the weak convergence of the process $\left\{u_{n}(y, t) /(t \log \log ((1 / t) \vee 3))^{1 / 2}\right.$, $0 \leq y, t \leq 1\}$ is impossible.

Such a phenomenon was first noted and proved by Csörgő, Csörgő, Horváth and Mason (1986) for the uniform empirical and quantile processes (cf Theorem 3.A (ii) and our discussion that follows after, there with the example of $q(y)=\left(y(1-y) \log \log \frac{1}{y(1-y)}\right)^{1 / 2}$. We note also that statement (b) of Theorem 3.1 does not imply its statement (c).

Considering convergence of $L_{p}$-functionals, we obtain here that the optimal class of weight functions is even bigger than for convergence of supremum functionals.

Theorem 3.2. Let $0<p<\infty$ and $q$ be a positive function on $(0,1]$. Then the following three statements are equivalent:
(a) We have

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|u_{n}(y, t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|K(y, t)|^{p} / q(t) \mathrm{d} y \mathrm{~d} t
$$

where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.
The proof of Theorem 3.2 is similar to that of Theorem 2.2 of Szyszkowicz (1998) in this volume, and it is based on Theorem 1.B of this paper and on the integral test of Csörgő, Horváth and Shao (1993) for weighted $L_{p}$-functionals of a Kiefer process, spelled out as Lemma 2.B in Szyszkowicz (1998). The results of Theorem 3.2, which parallel those of Theorem 3.B for the modified uniform quantile process $\tilde{u}_{n}(y)$, are exact analogues of those of Theorem 2.2 of Szyszkowicz (1998) for the sequential uniform empirical process $\alpha_{n}(y, t)$.
3.2. Approximations of the sequential general quantile process by a Kiefer process A combination of Theorem 1.B with Proposition 2.1 yields the following result immediately.

Proposition 3.1. Assume the conditions (1.66) (i)-(iii) on $F$. Then, on the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1$, $0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|  \tag{3.1}\\
& =\mathcal{O}\left(n^{-1 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}\right) \quad \text { a.s. }
\end{align*}
$$

Proof. We have

$$
\begin{aligned}
& \sup _{0 \leq t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| \\
& \quad \leq \sup _{0 \leq t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)-u_{n}(y, t)\right| \\
& \quad+\sup _{0 \leq i \leq 1} \sup _{1 /(n+1) \leq p \leq n /(n+1)}\left|u_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|
\end{aligned}
$$

Now (3.1) follows by (2.21) and (1.10) combined.
Let

$$
\begin{equation*}
\hat{\rho}_{n}(y, t)=\rho_{n}(y, t) \mathbf{1}\{1 /(n+1) \leq y \leq n /(n+1)\}, 0 \leq t \leq 1 . \tag{3.2}
\end{equation*}
$$

We note that $\hat{\rho}_{n}$ is based on all the observations of a random sample of size $n$. Hence the following weak convergence of $\hat{\rho}_{n}(y, t)$ as a two-time parameter process is of interest.

Corollary 3.1. Assume the conditions (1.66) (i)-(iii) on F. Then, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\hat{\rho}_{n}(y, t) \xrightarrow{\mathscr{D}} K(y, t) \quad \text { in } D[0,1]^{2}, \tag{3.3}
\end{equation*}
$$

where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.
Proof. On account of (3.1) and the almost sure continuity of a Kiefer process (cf e.g., Theorem 1.13 .1 in Csörgő and Révész (1981) combined with their definition of a Kiefer process in their Section 1.15; cf also (4.28) below), as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\hat{\rho}_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|=o_{P}(1), \tag{3.4}
\end{equation*}
$$

which in turn implies (3.3) as $n \rightarrow \infty$ via having (cf (1.80))

$$
\begin{equation*}
n^{-1 / 2} K(y, n t) \stackrel{\mathscr{Q}}{\rightarrow} K(y, t) \text { in } D[0,1]^{2} . \tag{3.5}
\end{equation*}
$$

Corollary 3.1 practically takes care of the problem of weak convergence of the general sequential quantile process $\rho_{n}(y, t)$ via that of $\hat{\rho}_{n}(y, t)$. Nevertheless, the next two results are also of interest.

Proposition 3.2. Assume the conditions (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii) on F . Then, on the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of $(1.8)$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|  \tag{3.6}\\
& \quad=\mathcal{O}\left(n^{-1 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}\right) \text { a.s. }
\end{align*}
$$

Proof. Similarly to the proof of Proposition 3.1, (3.6) follows by (2.24) and (1.10) combined.

Corollary 3.2. Assume the conditions (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii). Then, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
\rho_{n}(y, t) \xrightarrow{\mathscr{Q}} K(y, t) \quad \text { in } D[0,1]^{2}, \tag{3.7}
\end{equation*}
$$

where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.
Proof. Immediate by (3.6).

### 3.3. Weighted general sequential quantile processes in supremum and $L_{p}$-metrics

There are many results available along the global lines of Theorems 3.A and 3.B also for the general quantile process $\rho_{n}(y):=\rho_{n}(y, 1)$, and for its appropriate modifications, under various conditions on the underlying distribution function $F$. For information on these - weighted in the "space" parameter $y \in(0,1)$ via $q(y)$ - type studies, we refer to Csörgő (1986), Csörgő and Horváth (1990a, b), and Csörgö and Horváth (1993, Chapter 6), and to the references in these works.

In this subsection of Section 3, we spell out some results along the lines of Theorems 3.1 and 3.2 , which can be immediately based on Propositions 3.1 and 3.2, and on the already hinted at methods of proof of Theorems 3.1 and 3.2 respectively.

Theorem 3.3. Assume the conditions (1.66) (i)-(iii) on F. Let $q \in$ 2. Then, on the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1$, $0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{1 /(n+1) \leq p \leq n /(n+1)}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=o_{P}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=O_{P}(1)$
if and only if $I(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\rho_{n}(y, t)\right| / q(t) \xrightarrow{\mathscr{O}} \sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| / q(t)$
if and only if $I(q, c)<\infty$ for some $c>0$, where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is Kiefer process.

Theorem 3.4. Assume the conditions (1.66) (i)-(iii) on F. Let $0<p<\infty$, and $q$ be a positive function on $(0,1]$. Then the following three statements are equivalent:
(a) We have

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$ we have

$$
\int_{0}^{1} \int_{1 /(n+1)}^{n /(n+1)}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{1 /(n+1)}^{n /(n+1)}\left|\rho_{n}(y, t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t \xrightarrow{\mathscr{B}} \int_{0}^{1} \int_{0}^{1}|K(y, t)|^{p} / q(t) \mathrm{d} y \mathrm{~d} t
$$

where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.
Theorem 3.5. Assume the conditions (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii) on F. Let $q \in \mathscr{2}$. Then, on the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of $(1.8)$, as $n \rightarrow \infty$, we have
(a) $\sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=o_{p}(1)$
if and only if $I(q, c)<\infty$ for all $c>0$,
(b) $\sup _{0<t \leq 1} \sup _{0 \leq p \leq 1}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right| / q(t)=O_{P}(1)$
if and only if $I(q, c)<\infty$ for some $c>0$,
(c) $\sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}\left|\rho_{n}(y, t)\right| / q(t) \xrightarrow{\mathscr{D}} \sup _{0<t \leq 1} \sup _{0 \leq y \leq 1}|K(y, t)| / q(t)$
if and only if $I(q, c)<\infty$ for some $c>0$, where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is Kiefer process.

Theorem 3.6. Assume the conditions (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii) on F . Let $0<p<\infty$, and q be a positive function on $(0,1]$. Then the following three statements are equivalent:
(a) We have

$$
\int_{0}^{1} t^{p / 2} / q(t) \mathrm{d} t<\infty
$$

(b) On the probability space of Theorem 1.A, with the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ of (1.8), as $n \rightarrow \infty$, we have

$$
\int_{0}^{1} \int_{0}^{1}\left|\rho_{n}(y, t)-n^{-1 / 2} K(y, n t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t=o_{P}(1)
$$

(c) We have, as $n \rightarrow \infty$,

$$
\int_{0}^{1} \int_{0}^{1}\left|\rho_{n}(y, t)\right|^{p} / q(t) \mathrm{d} y \mathrm{~d} t \xrightarrow{\mathscr{O}} \int_{0}^{1} \int_{0}^{1}|K(y, t)|^{p} / q(t) \mathrm{d} y \mathrm{~d} t
$$

where $\{K(y, t), 0 \leq y \leq 1,0 \leq t \leq 1\}$ is a Kiefer process.
We conclude this section by saying that Theorem 1.B, Propositions 2.1 and 2.2, as well as the results of this Section 3 constitute only the initial steps of our projected study of sequential quantile and Bahadur-Kiefer processes in weighted metrics in Csörgő and Szyszkowicz (1995/96), along the lines of Szyszkowicz (1998) in this volume.

## 4. A summary of the classical Bahadur-Kiefer process theory via strong invariance principles

The modern theory of sample quantiles was initiated by Bahadur (1966), who, in terms of our notations, studied the following representation of the $y^{\text {th }}$ sample quantile $\hat{Q}_{n}(y)(\mathrm{cf}(1.45))$ in terms of the empirical distribution function $\hat{F}_{n}(\cdot)(\mathrm{cf}$ (1.38)):

$$
\begin{equation*}
\hat{Q}_{n}(y)=Q(y)+\left(1-\hat{F}_{n}(Q(y))-(1-y)\right) / f(Q(y))+R_{n}(y) \tag{4.1}
\end{equation*}
$$

for $y \in(0,1)$ fixed and for the whole sequence in $n$, i.e., for the stochastic process $\left\{\hat{Q}_{n}(y), n=1,2, \ldots\right\}$ in $n$ for fixed $y \in(0,1)$. Using again our notations, we have (cf (1.40), (1.47), (1.60) and (1.63))

$$
\begin{align*}
R_{n}(y) & =\left(\hat{F}_{n}(Q(y))-y\right) / f(Q(y))+\hat{Q}_{n}(y)-Q(y) \\
& =\frac{\beta_{n}(Q(y), 1)}{n^{1 / 2} f(Q(y))}-\frac{\gamma_{n}(y, 1)}{n^{1 / 2}}  \tag{4.2}\\
& =\frac{\alpha_{n}(y, 1)}{n^{1 / 2} f(Q(y))}-\frac{\rho_{n}(y, 1)}{n^{1 / 2} f(Q(y))}
\end{align*}
$$

Bahadur (1966) proved
Theorem 4.A. For any distribution function F on the real line which, for $y \in(0,1)$ fixed and x such that $y=F(x)$, has the property that it is twice differentiable in a neighbourhood of our fixed $y$, and that $F^{\prime \prime}(x)=f^{\prime}(x)=f^{\prime}(Q(y))$ is bounded in that neighbourhood and $F^{\prime}(x)=f(x)=f(Q(y))>0$, we have, as $n \rightarrow \infty$

$$
\begin{equation*}
R_{n}(y)=\mathcal{O}\left(n^{-3 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}\right), \quad \text { a.s. } \tag{4.3}
\end{equation*}
$$

Consequently, via (4.2) and (4.3), under the conditions of Theorem 4.A, for $y \in(0,1)$ fixed the quantile process in $n$

$$
\begin{equation*}
\left\{\gamma_{n}(y, t), n=1,2, \ldots\right\}=\left\{\rho_{n}(y, 1) / f(Q(y)), n=1,2, \ldots\right\} \tag{4.4}
\end{equation*}
$$

behaves like the uniform empirical process

$$
\begin{equation*}
\left\{\beta_{n}(Q(y), 1) / f(Q(y)), n=1,2, \ldots\right\}=\left\{\alpha_{n}(y, 1) / f(Q(y)), n=1,2, \ldots,\right\} \tag{4.5}
\end{equation*}
$$

at least at the a.s. rate of convergence of (4.3). This amounts to saying that Bahadur's result of (4.3) is a pointwise (in $y \in(0,1)$ ), strong (almost sure) approximation (invariance principle) for $\rho_{n}(y, 1)$ in terms of the pointwise (in $y \in(0,1))$ much better known binomial process $\alpha_{n}(y, 1)$. Indeed, Bahadur (1966) notes that the above representation of sample quantiles in (4.1) gives new insight into the well known result that, for $y \in(0,1)$ fixed, $\gamma_{n}(y, 1)$ of (1.62) is asymptotically normally distributed with mean zero and variance $y(1-y) / f^{2}(Q(y))(\mathrm{cf}$
(1.71)) and that it gives easy access, via the multivariate central limit theorem for zero-one variables, to the asymptotic joint distribution of several quantiles in the same vein. Moreover, he mentions also that his representation shows that the following law of the iterated logarithm (LIL) holds for fixed sample quantiles

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|\gamma_{n}(y, 1)\right| /(2 \log \log n)^{1 / 2}=(y(1-y))^{1 / 2} / f(Q(y)) \quad \text { a.s. } \tag{4.6}
\end{equation*}
$$

due to the same LIL for the binomial random variables $\left\{n \hat{F}_{n}(Q(y)), n=1,2, \ldots\right\}$. He also raised the question of finding the exact order of $R_{n}(y)$, which was, in turn, established by Kiefer (1967) as follows.

Theorem 4.B. Under the conditions of Theorem 4.A on $F$ for $y \in(0,1)$ fixed, we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{3 / 4}\left|f(Q(y)) R_{n}(y)\right| /(\log \log n)^{3 / 4} \stackrel{\text { a.s. }}{=} \frac{2^{5 / 4}}{3^{3 / 4}} \sigma_{y}^{1 / 2} \tag{4.7}
\end{equation*}
$$

where $\sigma_{y}=(y(1-y))^{1 / 2}$.
Kiefer's proof of this particularly difficult result of (4.7) is based on showing that, under the conditions of Theorem 4.A on $F$ for fixed $y \in(0,1)$, we have (cf (1.9) of Kiefer (1967))

$$
\begin{equation*}
\left|\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1)\right| \stackrel{\text { a.s. }}{=} o\left(n^{1 / 4}\right), \tag{4.8}
\end{equation*}
$$

where $R_{n}^{*}(y, 1)$ is as defined in (1.29), and

$$
\begin{align*}
& \left\{\widetilde{R}_{n}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}  \tag{4.9}\\
& \quad:=\left\{n f(Q(y)) R_{n}(y), 0 \leq y \leq 1, n=1,2, \ldots\right\}
\end{align*}
$$

We note that in the case of the uniform-( 0,1 ) distribution, i.e., $F(y)=y$, we have (cf (4.2))

$$
\begin{equation*}
\widetilde{R}_{n}(y, 1)=R_{n}^{*}(y, 1)=n^{1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right) . \tag{4.10}
\end{equation*}
$$

In this case the conditions of Theorem 4.A on $F$ for fixed $y \in(0,1)$ are, of course, satisfied and (4.7) then reads as follows

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|R_{n}^{*}(y, 1)\right| /\left(n^{1 / 4}(\log \log n)^{3 / 4}\right) \stackrel{\text { a.s. }}{=} \frac{2^{5 / 4}}{3^{3 / 4}} \sigma_{y}^{1 / 2} \tag{4.11}
\end{equation*}
$$

Consequently, (4.8) is a strong invariance principle (an almost sure approximation) for the now exact order Bahadur result of (4.7), i.e., (4.11) implies (4.7) by (4.8), provided of course that one can establish (4.11). Indeed, Kiefer (1967, Lemma 1) observed the same and proved the exact a.s. rate of (4.7) via finding it first for $R_{n}^{*}(y, 1)$, as it is stated in (4.11). Kiefer's direct proof of the latter result is an example of true virtuosity.

Using the approach of Csörgő and Révész (1975, 1978, 1981, Section 4.5)), and Csörgő (1983, Chapter 6) to studying quantile processes, a further insight can be obtained into these theorems. By (4.2) and (4.9) we have

$$
\begin{align*}
\widetilde{R}_{n}(y, 1) & =n f(Q(y)) R_{n}(y) \\
& =n^{1 / 2} \alpha_{n}(y, 1)-n^{1 / 2} \rho_{n}(y, 1)  \tag{4.12}\\
& =n^{1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right)-n^{1 / 2}\left(\rho_{n}(y, 1)-u_{n}(y, 1)\right),
\end{align*}
$$

where $u_{n}(y, 1)$ is as defined in (1.61). Hence, using the notations of (1.29) and (4.9) respectively, we can write

$$
\begin{equation*}
\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1)=-n^{1 / 2}\left(\rho_{n}(y, 1)-u_{n}(y, 1)\right) \tag{4.13}
\end{equation*}
$$

and, consequently, the Bahadur-Kiefer deviations can be studied via those of the general quantile process and its corresponding uniform version. Indeed, on assuming the conditions of Theorem 4.A on $F$ for fixed $y \in(0,1)$, and expanding as in (2.5), from (4.13) we obtain

$$
\begin{equation*}
\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1)=\frac{1}{2} u_{n}^{2}(y, 1) \frac{f^{\prime}(Q(\xi))}{f^{3}(Q(\xi))} f(Q(y)) \tag{4.14}
\end{equation*}
$$

where $\xi=\xi(y, n)$ and $|y-\xi| \leq n^{-1 / 2}\left|u_{n}(y, 1)\right|$. Thus, under the conditions of Theorem 4.A on $F$ for fixed $y \in(0,1)$, we obtain

$$
\begin{align*}
& \left|\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1)\right|  \tag{4.15}\\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}(\log \log n)
\end{align*}
$$

where the latter a.s. $\mathcal{O}(\log \log n)$ rate is due to applying a pointwise version of the law of the iterated logarithm for $u_{n}(y, 1)$ (cf (1.17)). Thus (4.15) is a stronger version of (4.8) and, indeed, essentially this is also the very way Kiefer (1967) obtained the latter result.

The proof of (4.11) is more difficult. Kiefer (1967) obtained it by establishing direct upper and lower class estimates for $R_{n}^{*}(y, 1)$. A bit of insight into what is going on can be gained by looking at (1.30) again. Naturally the latter obtains for each fixed $y \in(0,1)$, namely, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
n^{-1 / 2}\left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(\hat{U}_{n}(y), n\right)\right)\right| \stackrel{\text { a.s. }}{=} \mathcal{O}\left((\log n)^{2} / n^{1 / 2}\right) . \tag{4.16}
\end{equation*}
$$

Hence, on account of (4.11), we have also

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left|K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right| /\left(n^{1 / 4}(\log \log n)^{3 / 4}\right) \stackrel{\text { a.s. }}{=} \frac{2^{5 / 4}}{3^{3 / 4}} \sigma_{y}^{1 / 2} \tag{4.17}
\end{equation*}
$$

This, of course, invites the question of proving (4.17) directly, and then deducing Kiefer's result of (4.11) via the strong invariance principle of (4.16).

In order to establish (4.17), we study now the stochastic process

$$
\begin{align*}
& \left\{K\left(\hat{U}_{n}(y), n\right)-K(y, n), n \geq 1\right\}  \tag{4.18}\\
& \quad=\left\{K\left(y-u_{n}(y, 1) / n^{1 / 2}, n\right)-K(y, n), n \geq 1\right\}
\end{align*}
$$

for $y \in(0,1)$ fixed, via first proving a strong invariance principle for the randomly perturbed Kiefer process $\left\{K\left(\hat{U}_{n}(y), n\right), n \geq 1\right\}$.

Proposition 4.1. The probability space of Theorem 1.A can be extended in such a way that, in addition to the original sequence of independent uniform- $[0,1]$ random variables and the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ as in (1.8), for any given $y \in(0,1)$ there lives also a Wiener process $\{W(x), 0 \leq x<\infty\}$ on it which is independent of $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ and, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \left|K\left(\hat{U}_{n}(y), n\right)-K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)\right| \\
& \quad \stackrel{\text { a.S. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) . \tag{4.19}
\end{align*}
$$

Proof. With any fixed value of $y \in(0,1)$ we have ( $\mathrm{cf}(1.3)$ )

$$
\begin{align*}
n^{-1 / 2} \alpha_{n}(y, 1) & =(y(1-y))^{1 / 2} n^{-1} \sum_{i=1}^{n}\left(\mathbf{1}\left\{U_{i} \leq y\right\}-y\right) /(y(1-y))^{1 / 2} \\
& :=(y(1-y))^{1 / 2} n^{-1} S(n) \tag{4.20}
\end{align*}
$$

where, by definition now, $\{S(n), n \geq 1\}$ is the partial sum process of independent standardized, i.e., mean 0 and variance 1 binomial random variables. Hence, by Komlós, Major and Tusnády $(1975,1976)$ (cf Theorems 2.6.1 and 2.6.2 in Csörgő and Révész (1981)), we can define the original sequence $\left\{U_{n}, n \geq 1\right\}$ of i.i.d. uniform-( 0,1 ) r.v.'s on a probability space together with a Wiener process $\{W(x), x \geq 0\}$ such that, almost surely, as $n \rightarrow \infty$

$$
\begin{equation*}
|S(n)-W(n)|=\mathcal{O}(\log n) \tag{4.21}
\end{equation*}
$$

Consequently, on extending the probability space of Theorem 1.A accordingly, we can define the original sequence $\left\{U_{n}, n \geq 1\right\}$, the Kiefer process of (1.8) and the Wiener process of (4.21) such that (1.8) and (4.21) hold true simultaneously, while the two approximating Gaussian processes are constructed independently from each other. On this probability space for $y \in(0,1)$ fixed we have

$$
\begin{align*}
K\left(\hat{U}_{n}(y), n\right)= & K\left(y-n^{-1 / 2} u_{n}(y, 1), n\right) \\
= & K\left(y+n^{-1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right)-n^{-1 / 2} \alpha_{n}(y, 1), n\right) \\
= & K\left(y+n^{-1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right)+(y(1-y))^{1 / 2}\right. \\
& \left.\times\left(\frac{W(n)}{n}-\frac{S(n)}{n}\right)-(y(1-y))^{1 / 2} \frac{W(n)}{n}, n\right) \tag{4.22}
\end{align*}
$$

where $S(\cdot)$ is defined in (4.20) and $W(\cdot)$ is as in (4.21).
Hence

$$
\begin{align*}
& \left|K\left(\hat{U}_{n}(y), n\right)-K\left(y-(y(1-y))^{1 / 2} \frac{W(n)}{n}, n\right)\right| \\
& \quad=\left\lvert\, K\left(y-(y(1-y))^{1 / 2} \frac{W(n)}{n}+\Delta_{n}(y), n\right)\right.  \tag{4.23}\\
& \left.\quad-K\left(y-(y(1-y))^{1 / 2} \frac{W(n)}{n}, n\right) \right\rvert\,
\end{align*}
$$

where

$$
\begin{equation*}
\Delta_{n}(y):=n^{-1 / 2}\left(\alpha_{n}(y, 1)-u_{n}(y, 1)\right)+(y(1-y))^{1 / 2}\left(\frac{W(n)}{n}-\frac{S(n)}{n}\right) \tag{4.24}
\end{equation*}
$$

By (1.27) and (4.21) combined, for $y \in(0,1)$ fixed and with some positive constant $C$, we have

$$
\begin{align*}
\left|\Delta_{n}(y)\right| & \leq\left(2^{-1 / 4}+o(1)\right) n^{-3 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}+(C+o(1)) n^{-1} \log n \\
& \leq\left(2^{-1 / 4}+o(1)\right) n^{-3 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4} \quad \text { a.s. } \tag{4.25}
\end{align*}
$$

if $n$ is large. Consequently, if $n$ is large and $y \in(0,1)$ is fixed, by (1.16) and (4.25) combined via (4.23), we obtain

$$
\begin{align*}
& \left|K\left(\hat{U}_{n}(y), n\right)-K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)\right| \\
& \quad \leq(1+o(1))\left(2 n\left(2^{-1 / 4}+o(1)\right) n^{-3 / 4}(\log n)^{1 / 2}(\log \log n)^{1 / 4}\right. \\
& \quad \times(\log n)(3 / 4+o(1)))^{1 / 2} \\
& \quad \leq(1+o(1))\left(2^{-5 / 4} 3+o(1)\right)^{1 / 2} n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8} \quad \text { a.s. } \tag{4.26}
\end{align*}
$$

This also concludes the proof of Proposition 4.1.
Since we study the stochastic process of (4.18) for the sake of proving (4.17), we now restate (4.19) accordingly.

Corollary 4.1. In the context of Proposition 4.1 we have, as $n \rightarrow \infty$,

$$
\begin{align*}
& \left|\left(K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right)-\left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right)\right| \\
& \quad=\mid\left(K\left(y-u_{n}(y, 1) / n^{1 / 2}, n\right)-K(y, n)\right) \\
& \quad-\left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right) \mid  \tag{4.27}\\
& \quad \text { a.s. } \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) .
\end{align*}
$$

By definition of a Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ we have

$$
\begin{align*}
K(y, n) & =W(y, n)-y W(1, n) \\
& =\sum_{i=1}^{n}(W(y, i)-W(y, i-1))-y \sum_{i=1}^{n}(W(1, i)-W(1, i-1)) \\
& :=\sum_{i=1}^{n} W_{i}(y)-y \sum_{i=1}^{n} W_{i}(1) \tag{4.28}
\end{align*}
$$

where $\{W(y, x), 0 \leq y<\infty, 0 \leq x<\infty\}$ is a two-parameter Wiener process, i.e., $W(y, x)$ is a Gaussian process with $\mathrm{E} W(y, x)=0$ and $\mathrm{E} W\left(y_{1}, x_{1}\right) W\left(y_{2}, x_{2}\right)=$ $\left(y_{1} \wedge y_{2}\right)\left(x_{1} \wedge x_{2}\right)$, and, consequently, the stochastic processes $\left\{W_{i}(y), 0 \leq y \leq 1\right\}$, $i=1,2, \ldots$, form a sequence of independent standard Wiener processes.

Conversely, let $\left\{r_{n}\right\}$ be the sequence of positive dyadic rational numbers and let $\left\{W_{r_{n}}(y), 0 \leq y<\infty\right\}$ be independent standard Wiener processes. Then, using these standard Wiener processes, we can construct a two-parameter Wiener process $\{W(y, x), 0 \leq y<\infty, 0 \leq x<\infty\}$ as in Section 1.11 of Csörgö and Révész (1981). Let $\left\{\widetilde{W}_{r_{n}}(u), 0 \leq u<\infty\right\}$ be another sequence of independent standard Wiener processes indexed by the sequence of positive dyadic rational numbers $\left\{r_{n}\right\}$ that is also independent of $\left\{W_{r_{n}}(y), 0 \leq y<\infty\right\}$. Then, in the above construction of $W(\cdot, \cdot)$, each of the Wiener processes $\left\{W_{r_{n}}(y), 0 \leq y<\infty\right\}$ can be extended to the real line $\mathbb{R}=(-\infty, \infty)$ by letting $W_{r_{n}}(y)=\widetilde{W}_{r_{n}}(-y)$ for $y<0$ for each $r_{n}$ of the sequence $\left\{r_{n}\right\}$. Doing this yields a construction of a two-parameter Wiener process $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ on $\mathbb{R} \times \mathbb{R}_{+}$. Consequently, given any Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$, we can extend its definition and write ( $\mathrm{cf}(4.28)$ ), without loss of generality,

$$
\begin{align*}
K(y, n) & =W(y, n)-y W(1, n) \\
& =\sum_{i=1}^{n} W_{i}(y)-y \sum_{i=1}^{n} W_{i}(1) \tag{4.29}
\end{align*}
$$

where $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ is an extended two-parameter Wiener process (Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$), and the thus resulting $\left\{W_{i}(y),-\infty<y<\infty\right\}=\{W(y, i)-W(y, i-1),-\infty<y<\infty\}, i=1,2, \ldots$, are independent Wiener processes that are now extended to the real line $\mathbb{R}=(-\infty, \infty)$.

Proposition 4.2. Let $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ be an extended two parameter Wiener process and let $\{W(x), 0 \leq x<\infty\}$ be a standard Wiener process that is independent of the given extended Wiener sheet. Then, almost surely as $x \rightarrow \infty$, the limit set of

$$
\begin{equation*}
\left(V_{1}(x), V_{2}(x)\right):=\left(\frac{W\left(x^{-1}|W(x)|, x\right)}{(2|W(x)| \log \log x)^{1 / 2}}, \frac{|W(x)|}{(2 x \log \log x)^{1 / 2}}\right) \tag{4.30}
\end{equation*}
$$

is the semicircle

$$
\begin{equation*}
D(u, v)=\left\{(u, v): u^{2}+v^{2} \leq 1, v>0\right\} \tag{4.31}
\end{equation*}
$$

Here and throughout, we will use the convention $0 / 0=1$.
An Outline of the Proof of Proposition 3.2. The set of limit points of $V_{1}(x)$ is the interval $[-1,1]$ a.s. The set of limit points of $V_{2}(x)$ is the interval $[0,1]$ a.s. The set of the limit points of $\left(V_{1}(x), V_{2}(x)\right)$ is the semicircle $D(u, v)$.

Remark 4.1. The details of the proof of Proposition 4.2 are somewhat lengthy. They can be constructed along the lines of Csáki, Csörgö, Földes and Révész (1989, 1994), and/or those of Deheuvels and Mason (1992).

Proposition 4.3. Let $V_{1}(x)$ and $V_{2}(x)$ be as in Proposition 4.2. Then, almost surely as $x \rightarrow \infty$, the set of limit points of

$$
\begin{equation*}
V_{1}(x)\left(V_{2}(x)\right)^{1 / 2}=\frac{W\left(x^{-1}|W(x)|, x\right)}{2^{3 / 4} x^{1 / 4}(\log \log x)^{3 / 4}} \tag{4.32}
\end{equation*}
$$

is the interval $\left[0,2^{1 / 2} 3^{-3 / 4}\right]$ and, consequently, we have

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{W\left(x^{-1}|W(x)|, x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} \stackrel{\text { a.s. }}{=} 2^{5 / 4} 3^{-3 / 4} \tag{4.33}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{W\left(x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} \stackrel{\text { a.s. }}{=} 2^{5 / 4} 3^{-3 / 4} \tag{4.34}
\end{equation*}
$$

Proof. In the light of Proposition 4.2 we are to maximize the function: $(u, v) \rightarrow u v^{1 / 2}$, subject to the constraint $u^{2}+v^{2}-1=0, v>0$. Using, for example, the method of Lagrange multipliers, we obtain

$$
\begin{equation*}
\sup _{(u, v) \in D(u, v)} u v^{1 / 2}=2^{1 / 2} 3^{-3 / 4}, \tag{4.35}
\end{equation*}
$$

and hence also (4.33).
For the sake of proving now (4.34), let

$$
\begin{align*}
& W^{+}(y, x)= \begin{cases}W(y, x) & \text { if } y \geq 0 \\
0 & \text { if } y \leq 0\end{cases}  \tag{4.36}\\
& W^{-}(y, x)= \begin{cases}W(y, x) & \text { if } y \leq 0 \\
0 & \text { if } y \geq 0\end{cases} \tag{4.37}
\end{align*}
$$

on recalling that $W(\cdot, \cdot)$ is a Wiener sheet on $\mathbb{R} \times \mathbb{R}_{+}$. Then, clearly,

$$
\begin{align*}
W(W(x), x) & =W^{+}(W(x), x)+W^{-}(W(x), x) \\
& = \begin{cases}W^{+}(W(x), x) & \text { if } W(x) \geq 0 \\
W^{-}(W(x), x) & \text { if } W(x) \leq 0\end{cases}  \tag{4.38}\\
W(|W(x)|, x) & =W^{+}(W(x), x)+W^{+}(-W(x), x) \\
& = \begin{cases}W^{+}(W(x), x) & \text { if } W(x) \geq 0 \\
W^{+}(-W(x), x) & \text { if } W(x) \leq 0\end{cases} \tag{4.39}
\end{align*}
$$

where $0 \leq x<\infty$. By (4.33) and (4.39) we have

$$
\begin{align*}
& 2^{5 / 4} 3^{-3 / 4} \stackrel{\text { a.s. }}{=} \lim _{x \rightarrow \infty} \sup \frac{W\left(x^{-1}|W(x)|, x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} \\
& \stackrel{\text { a.s. }}{=} \max \left(\limsup _{\substack{x \rightarrow \infty \\
x \in A}} \frac{W^{+}\left(x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}}, \lim \sup _{\substack{x \rightarrow \infty \\
x \in B}} \frac{W^{+}\left(-x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}}\right) \tag{4.40}
\end{align*}
$$

where

$$
A:=\{x: x \geq 0, W(x)>0\}, \quad B:=\{x: x \geq 0, W(x)<0\} .
$$

Since, due to symmetry, we have

$$
\begin{align*}
\limsup _{\substack{x \rightarrow \infty \\
x \in A}} \frac{W^{+}\left(x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} & =\limsup _{\substack{x \rightarrow \infty \\
x \in B}} \frac{W^{+}\left(-x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} \\
& =\limsup _{\substack{x \rightarrow \infty \\
x \in B}} \frac{W^{-}\left(x^{-1} W(x), x\right)}{x^{1 / 4}(\log \log x)^{3 / 4}} \tag{4.41}
\end{align*}
$$

on combining (4.38)-(4.41), we obtain (4.34) as well.
Proposition 4.4. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be a Kiefer process defined in terms of an extended two-parameter Wiener process $\{W(y, x)$, $-\infty<y<\infty, 0 \leq x<\infty\}$. Let $\{W(x), 0 \leq x<\infty\}$ be a standard Wiener process that is independent of the given Kiefer process $K(\cdot, \cdot)$. Then, for each fixed $0 \leq y \leq 1$, almost surely as $x \rightarrow \infty$, the limit set of

$$
\begin{equation*}
\left(K_{y}(x), V_{2}(x)\right):=\left(\frac{K\left(y+x^{-1}|W(x)|, x\right)-K(y, x)}{(2|W(x)| \log \log x)^{1 / 2}}, \frac{|W(x)|}{(2 x \log \log x)^{1 / 2}}\right) \tag{4.42}
\end{equation*}
$$

is the semicircle $D(u, v)$ of (4.31).
Proof. By definition of a Kiefer process $K(\cdot, \cdot)$, now in terms of an extended Wiener sheet $W(\cdot, \cdot)$ on $\mathbb{R} \times \mathbb{R}_{+}$, we have

$$
\begin{equation*}
K(y, x)=W(y, x)-y W(1, n) . \tag{4.43}
\end{equation*}
$$

Hence, and because of the independence of $W(\cdot)$ and $W(\cdot, \cdot)$, we obtain

$$
\begin{align*}
& K\left(y+x^{-1} W(x), x\right)-K(y, x) \\
& \quad=W\left(y+x^{-1} W(x), x\right)-\left(y+x^{-1} W(x)\right) W(1, x)-(W(y, x)-y W(1, x)) \\
& \quad=W\left(x^{-1} W(x), x\right)-x^{-1} W(x) W(1, x) . \tag{4.44}
\end{align*}
$$

Consequently, for each fixed $0 \leq y \leq 1$,

$$
\begin{align*}
\frac{\left|K\left(y+x^{-1}|W(x)|, x\right)-W\left(x^{-1}|W(x)|, x\right)\right|}{(2|W(x)| \log \log x)^{1 / 2}} & \leq \frac{|W(1, x)|}{x^{1 / 2}(2 x \log \log x)^{1 / 2}} \\
& =\mathcal{O}\left(1 / x^{1 / 2}\right) \quad \text { a.s. }, \tag{4.45}
\end{align*}
$$

by the law of the iterated logarithm, as $x \rightarrow \infty$. Hence, by Proposition 4.2 and (4.45) we conclude Proposition 4.4.

As a consequence of Proposition 4.4, along the lines of Proposition 4.3, the next corollary is immediate.

Corollary 4.2. Let $K_{y}(x)$ and $V_{2}(x)$ be as in Proposition 4.4. Then, for each fixed $0 \leq y \leq 1$, almost surely as $x \rightarrow \infty$, the set of limit points of

$$
\begin{equation*}
K_{y}(x)\left(V_{2}(x)\right)^{1 / 2}=\frac{K\left(y+x^{-1}|W(x)|, x\right)-K(y, x)}{2^{3 / 4} x^{1 / 4}(\log \log x)^{3 / 4}} \tag{4.46}
\end{equation*}
$$

is the interval $\left[0,2^{1 / 2} 3^{-3 / 4}\right]$ and, consequently, we have also

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{K\left(y+x^{-1}|W(x)|, x\right)-K(y, x)}{x^{1 / 4}(\log \log x)^{3 / 4}} \stackrel{\text { a.s. }}{=} 2^{5 / 4} 3^{-3 / 4} \tag{4.47}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\limsup _{x \rightarrow \infty} \frac{K\left(y+x^{-1} W(x), x\right)-K(y, x)}{x^{1 / 4}(\log \log x)^{3 / 4}} \stackrel{\text { a.s }}{=} 2^{5 / 4} 3^{-3 / 4} \tag{4.48}
\end{equation*}
$$

Remark 4.2. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A. We write, without loss of generality,

$$
\begin{equation*}
K(y, x)=W(y, x)-y W(1, x) \tag{4.49}
\end{equation*}
$$

where $\{W(y, x), 0 \leq y<\infty, 0 \leq x<\infty\} \quad$ is a Wiener sheet. Let $\{\widetilde{W}(u, x), 0 \leq u<\infty, 0 \leq x<\infty\}$ be another Wiener sheet that is independent of $W(\cdot, \cdot)$, and extend the latter to $\mathbb{R} \times \mathbb{R}_{+}$by letting $W(y, x)=\widetilde{W}(-y, x)$ for $y<0$. Thus, the probability space of Theorem 1.A is also extended accordingly, and (1.8) remains true, of course. Also, given the latter Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$, we can and, indeed, do write whenever needed from now on, without loss of generality,

$$
\begin{equation*}
K(y, x)=W(y, x)-y W(1, x) \tag{4.50}
\end{equation*}
$$

where $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ is the Wiener sheet of (4.49) extended to $\mathbb{R} \times \mathbb{R}_{+}$.

We are now ready to establish (4.17) that will now be concluded in Corollary 4.4 below. First we are to revisit Corollary 4.1 in the context of Remark 4.2 (cf Proposition 4.6 below) via Proposition 4.5 as follows.

Proposition 4.5. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A, and let $\{W(x), 0 \leq x<\infty\}$ be the Wiener process defined in Proposition 4.1 that is independent of $K(\cdot, \cdot)$. Then, for each fixed $0<y<1$, as $n \rightarrow \infty$ we have

$$
\begin{align*}
& \mid\left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right) \\
& \quad-(y(1-y))^{1 / 4} W\left(-n^{-1} W(n), n\right) \mid \\
& \quad \leq(y(1-y))^{1 / 2}\left(n^{-1}|W(n)|\right)|W(1, n)|  \tag{4.51}\\
& \quad \leq(y(1-y))^{1 / 2}(2+o(1))(\log \log n) \quad \text { a.s. } \\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}(\log \log n)
\end{align*}
$$

where $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ is the extended Wiener sheet of (4.50).

Proof. Via (4.50), and because of the independence of $W(\cdot)$ and $W(\cdot, \cdot)$, we have for each fixed $0<y<1$

$$
\begin{align*}
& K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n) \\
& \quad=W\left(-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)+(y(1-y))^{1 / 2} n^{-1} W(n) W(1, n) \\
& \quad=(y(1-y))^{1 / 4} W\left(-n^{-1} W(n), n\right)+(y(1-y))^{1 / 2} n^{-1} W(n) W(1, n), \tag{4.52}
\end{align*}
$$

which, in turn, implies (4.51).
Corollary 4.3. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A, and let $\{W(x), 0 \leq x<\infty\}$ be the Wiener process defined in Proposition 4.1 that is independent of $K(\cdot, \cdot)$. Then, for each fixed $0<y<1$, we have

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} \frac{K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)}{(y(1-y))^{1 / 4} n^{1 / 4}(\log \log n)^{3 / 4}}  \tag{4.53}\\
& \stackrel{\text { a.s. }}{=} \limsup _{n \rightarrow \infty} \frac{W\left(-n^{-1} W(n), n\right)}{n^{1 / 4}(\log \log n)^{3 / 4}} \stackrel{\text { a.s. }}{=} 2^{5 / 4} 3^{-3 / 4}
\end{align*}
$$

Proof. The first almost sure equality follows by (4.51), while the second one is implied by (4.34), due to symmetry of $W(\cdot)$.

In the light of Proposition 4.5, Proposition 4.1 á la Corollary 4.1 can be rewritten as follows.

Proposition 4.6. The probability space of Theorem 1.A can be extended in such a way that, in addition to the original sequence of independent uniform- $[0,1]$ random variables and the Kiefer process $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ as in (1.8) and written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$, for each fixed $0<y<1$ there lives also a Wiener process $\{W(x), 0 \leq x<\infty\}$ on it which is independent of $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$, and hence also from the extended Wiener sheet $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ of (4.50), and, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \left|\left(K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right)-(y(1-y))^{1 / 4} W\left(-n^{-1} W(n), n\right)\right| \\
& \quad \stackrel{\text { a.s. }}{=} \mid\left(K\left(y-u_{n}(y, 1) / n^{1 / 2}, n\right)-K(y, n)\right) \\
& \quad-\left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right) \mid+\mathcal{O}(\log \log n) \\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) . \tag{4.54}
\end{align*}
$$

Proof. A combination of (4.51) with (4.57) yields (4.54).
Corollary 4.4. On the probability space of Theorem 1.A extended as in Proposition 4.6, we have for each fixed $0<y<1$

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{K\left(\hat{U}_{n}(y), n\right)-K(y, n)}{n^{1 / 4}(\log \log n)^{3 / 4}} \stackrel{\text { a.s. }}{=} 2^{5 / 4} 3^{-3 / 4}(y(1-y))^{1 / 4} \tag{4.55}
\end{equation*}
$$

Proof. A combination of (4.53) with (4.54) gives (4.55).
Remark 4.3. Corollary 4.4 amounts to saying that (4.17) is now proven directly. Hence Kiefer's original result of (4.11) now follows also from (4.16), which, in turn, via (4.15) and (4.9), implies Theorem 4.B as well. For related details on, and the first explanation of, (4.11) along somewhat similar lines, we refer to Deheuvels and Mason (1992) and their references. The aim and essence of our approach here to proving (1.27) and (4.11) in a unified way amount to saying that we have demonstrated that both these results follow from the same invariance principle (cf (1.30) and (4.16)) for the uniform Bahadur-Kiefer process (cf (1.29)) in terms of the randomly perturbed increments $\left\{K\left(\hat{U}_{n}(y), n\right)-K(y, n), n \geq 1\right\}$, of a Kiefer process, via establishing (1.26) and (4.55), respectively, for the latter randomly stopped approximating Gaussian process.

Kiefer also studied the asymptotic distribution of $R_{n}^{*}(y, 1)$ for $y \in(0,1)$ fixed (cf Kiefer (1967)), as well as that of $\sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right|$ (cf Kiefer (1970)). We summarize these results of Kiefer in the following theorem (cf Kiefer (1967, 1970)).

Theorem 3.C. For every fixed $0<y<1$ we have

$$
\begin{align*}
\lim _{n \rightarrow \infty} P\left\{R_{n}^{*}(y, 1) / n^{1 / 4} \leq x\right\} & =2 \int_{0}^{\infty} \Phi\left(x / v^{1 / 2}\right) \mathrm{d}_{v} \Phi\left(v / \sigma_{y}\right)  \tag{4.56}\\
\lim _{n \rightarrow \infty} P\left\{\left|R_{n}^{*}(y, 1)\right| / n^{1 / 4} \leq x\right\} & =2 \int_{0}^{\infty}\left(2 \Phi\left(x / v^{1 / 2}\right)-1\right) \mathrm{d}_{v} \Phi\left(v / \sigma_{y}\right) \tag{4.57}
\end{align*}
$$

where $\Phi$ is the standard normal distribution function, $\sigma_{y}=(y(1-y))^{1 / 2}$, and, as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| \xrightarrow{\mathscr{O}}\left(\sup _{0 \leq y \leq 1}|B(y)|\right)^{1 / 2}, \tag{4.58}
\end{equation*}
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge.
We are to show now that (4.56) and (4.57) follow via (4.16), while (4.58) can be established via (1.30), that is to say we show that, just like (1.27) and (4.11), these results also follow from the same invariance principle.

Observation 4.1. Let $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ be an extended Wiener sheet, and let $\{W(x), 0 \leq x<\infty\}$ be a standard Wiener process that is independent of the given Wiener sheet. Then, for each $x \in(0, \infty)$, we have

$$
\begin{equation*}
W\left(-x^{-1} W(x), x\right) / x^{1 / 4} \stackrel{\mathscr{R}}{=} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.59}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ are independent standard normal random variables.
Proof. We have (cf (4.36)-(4.38))

$$
\begin{align*}
& W\left(-x^{-1} W(x), x\right)= W^{+}\left(-x^{-1} W(x), x\right)+W^{-}\left(-x^{-1} W(x), x\right) \\
&= \frac{W^{+}\left(-x^{-1} W(x), x\right)}{(x(-W(x)) / x)^{1 / 2}}(-W(x))^{1 / 2} \mathbf{1}\{W(x) \leq 0\} \\
&+\frac{W^{-}\left(-x^{-1} W(x), x\right)}{(x W(x) / x)^{1 / 2}}(W(x))^{1 / 2} \mathbf{1}\{W(x) \geq 0\}  \tag{4.60}\\
& \stackrel{\mathscr{Q}}{=} W^{+}(1,1)(-W(x))^{1 / 2} \mathbf{1}\{W(x) \leq 0\} \\
&+W^{-}(-1,1)(W(x))^{1 / 2} \mathbf{1}\{W(x) \geq 0\} \\
& \stackrel{\mathscr{O}}{=} N_{1}(|W(x)|)^{1 / 2},
\end{align*}
$$

where $N_{1}$ is a standard normal random variable that is independent of $W(\cdot)$. Hence we have also (4.59).

As a consequence of this observation, we have
Proposition 4.7. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A, $\{W(y, x),-\infty<y<\infty, 0 \leq x<\infty\}$ be the extended Wiener sheet of (4.50) and let $\{W(x), 0 \leq x<\infty\}$ be the Wiener process defined in Proposition 4.1 that is independent of $K(\cdot, \cdot)$. Then, for each fixed $0<y<1$ and $n \geq 1$, we have

$$
\begin{align*}
& \left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right) / n^{1 / 4} \\
& \quad \stackrel{\mathscr{Q}}{=}(y(1-y))^{1 / 4} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2}+(y(1-y))^{1 / 2} N_{1} N_{2} / n^{1 / 4} \tag{4.61}
\end{align*}
$$

where $N_{1}$ and $N_{2}$ are independent standard normal random variables.
Proof. A combination of (4.52) with (4.59) yields (4.61).
Proof of (4.56) and (4.57). Due to (4.61), as $n \rightarrow \infty$, we have for each fixed $0<y<1$

$$
\begin{align*}
& \left(K\left(y-(y(1-y))^{1 / 2} n^{-1} W(n), n\right)-K(y, n)\right) / n^{1 / 4} \\
& \quad \xrightarrow{\mathscr{P}}(y(1-y))^{1 / 4} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.62}
\end{align*}
$$

Consequently, by (4.27), as $n \rightarrow \infty$ we have also

$$
\begin{equation*}
\left(K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right) / n^{1 / 4} \xrightarrow{\mathscr{O}}(y(1-y))^{1 / 4} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.63}
\end{equation*}
$$

for every fixed $0<y<1$. Now, as $n \rightarrow \infty$, (4.16) yields

$$
\begin{equation*}
R_{n}^{*}(y, 1) / n^{1 / 4} \xrightarrow{\mathscr{O}}(y(1-y))^{1 / 4} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.64}
\end{equation*}
$$

for each fixed $0<y<1$, which coincides with (4.56). On repeating the same proof for absolute values, we arrive at

$$
\begin{equation*}
\left|R_{n}^{*}(y, 1)\right| / n^{1 / 4} \xrightarrow{\mathscr{O}}(y(1-y))^{1 / 4}\left|N_{1}\right|\left(\left|N_{2}\right|\right)^{1 / 2}, \tag{4.65}
\end{equation*}
$$

i.e., (4.57) is proved as well.

Corollary 4.5. Under the conditions of Theorem 4.A on F for $y \in(0,1)$ fixed, as $n \rightarrow \infty$ we have

$$
\begin{equation*}
\widetilde{R}_{n}(y, 1) / n^{1 / 4} \xrightarrow{\mathscr{Q}}(y(1-y))^{1 / 4} N_{1}\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.66}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\widetilde{R}_{n}(y, 1)\right| / n^{1 / 4} \xrightarrow{\mathscr{O}}(y(1-y))^{1 / 4}\left|N_{1}\right|\left(\left|N_{2}\right|\right)^{1 / 2} \tag{4.67}
\end{equation*}
$$

where $N_{1}$ and $N_{2}$ are independent standard normal random variables.

Proof. On account of (4.15), we have (4.66) and (4.67) via (4.64) and (4.65) respectively.

We note in passing that Kiefer (1967) proved (4.66) and (4.67) via (4.8), by establishing (4.56) and (4.57) directly.

Remark 4.4. The distribution function appearing in (4.56) is the same as that in Dobrushin's theorem (1955). In Csáki, Csörgő, Földes and Révész (1992, p. 681) it appears as the asymptotic distribution of certain additive functionals. The connection of these additive functionals and the distribution of the random variable $N_{1}\left(\left|N_{2}\right|\right)^{1 / 2}$ is explained in the same paper. For further connections along these lines we refer to Csáki, Csörgö, Földes and Révész (1989), where Brownian local time is studied as a two-time parameter stochastic process via approximating it almost surely by a randomly perturbed Wiener sheet. When viewed via strong invariance principles, the very nature of the Kiefer theorems we have studied so far in this section, as well as that of the ones coming $u p$, is very much like that of the results concluded in 4. Applications of the latter paper.

Kiefer (1970) deduces the uniform version (4.58) of (4.57) from proving directly the following convergence in probability, as $n \rightarrow \infty$ :

$$
\begin{equation*}
n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| /\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2} \xrightarrow{P} 1 . \tag{4.68}
\end{equation*}
$$

Kiefer (1970) noted also that (4.68) was actually true with probability one, and hence also that not only (4.58), but (1.27) as well followed at once from it and the law of the iterated logarithm for $\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|$. Namely, Kiefer (1970) announced

Theorem 4.D. We have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| /\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 . \tag{4.69}
\end{equation*}
$$

He, however, proved (4.68) and (1.27) directly and did not publish his proof of (4.69) due to its length and tediousness at that time. Deheuvels and Mason (1990) gave the first published proof of (4.69). Here we prove Theorem 4.D via streamlining the proof of Theorem 3.3.3 for (4.69) in Csörgó and Horváth (1993). The proof is based on the strong invariance principle of (1.30) and on the following randomized version of (1.16) (cf (A.1.11) of Csörgő and Horvath (1993)).

Theorem 4.E. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be a Kiefer process written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$. Then

$$
\begin{align*}
& \lim _{n \rightarrow \infty}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1} \mid K\left(y-n^{-1} K(y, n), n\right) \\
& \quad-K(y, n) \mid /\left(\sup _{0 \leq y \leq 1}|K(y, n)|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 . \tag{4.70}
\end{align*}
$$

Thinking via Theorem 4.E instead of (1.16), the original approach of Csörgő and Révész $(1975,1978,1981)$ to quantile and Bahadur-Kiefer processes as formulated in Proposition 1.1 can now be reformulated as follows.

Theorem 4.1. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A as in (1.8), written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$, and let $\left\{R_{n}^{*}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}$ be the uniform BahadurKiefer process as in (1.29). Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
\sup _{0 \leq y \leq 1} & \left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right)\right|  \tag{4.71}\\
& \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) .
\end{align*}
$$

Proof. On the probability space of Theorem 1.A, we have (1.10) of Theorem 1.B as well. Hence, along the lines of the proof of Proposition 4.1, by (1.10) and (1.16) combined, as $n \rightarrow \infty$, we obtain

$$
\begin{align*}
\sup _{0 \leq y \leq 1} & \left|\left(K\left(\hat{U}_{n}(y), n\right)-K(y, n)\right)-\left(K\left(y-n^{-1} K(y, n), n\right)-K(y, n)\right)\right| \\
= & \sup _{0 \leq y \leq 1} \mid\left(K\left(y-n^{-1}\left(n^{1 / 2} u_{n}(y, 1)\right), n\right)-K(y, n)\right) \\
& -\left(K\left(y-n^{-1} K(y, n), n\right)-K(y, n)\right) \mid  \tag{4.72}\\
\stackrel{\text { a.s. }}{=} & O\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8} .\right.
\end{align*}
$$

As a consequence of (1.30) and (4.72), we conclude (4.71).
Proof of Theorem 4.D. We assume, without loss of generality, that we are on the probability space of Theorem 1.A, as described in Theorem 4.1. Mogul'skii (1980) (cf Theorem 5.1.7 in Csörgő and Révész (1981)) proved

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}(\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} \pi / 8^{1 / 2} \tag{4.73}
\end{equation*}
$$

the so-called other law of the iterated logarithm for the uniform empirical process $\left\{\alpha_{n}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}$ (cf Chung (1948) for the first such law, and Chapter 3 of Csörgő and Révész (1981) for some further related material). Naturally, via (1.12), the scaled Kiefer process $\left\{n^{-1 / 2} K(y, n), 0 \leq y \leq 1, n=\right.$ $1,2, \ldots\}$ inherits the same law. Namely we have

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}(\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)| / n^{1 / 2} \stackrel{\text { a.s. }}{=} \pi / 8^{1 / 2}, \tag{4.74}
\end{equation*}
$$

on account of

$$
\begin{align*}
& \#\left(\liminf _{n \rightarrow \infty}(\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right. \\
& \left.\quad-\liminf _{n \rightarrow \infty}(\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)| / n^{1 / 2}\right) \\
& \quad \leq \limsup _{n \rightarrow \infty}(\log \log n)^{1 / 2} \#\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|-\sup _{0 \leq y \leq 1}|K(y, n)| / n^{1 / 2}\right) \\
& \quad \leq \limsup _{n \rightarrow \infty} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)-K(y, n) / n^{1 / 2}\right|(\log \log n)^{1 / 2} \\
& \quad \stackrel{\text { a.s. }}{=} \limsup _{n \rightarrow \infty} \mathcal{O}\left(n^{-1 / 2}(\log n)^{2}\right)(\log \log n)^{1 / 2}=0, \tag{4.75}
\end{align*}
$$

where $\#=+$ or - , and in the last line we utilized (1.12).
Combining now (4.73) with (4.71), we obtain

$$
\begin{align*}
& \lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \frac{\sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right)\right|}{\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2}} \\
& \leq \frac{\lim \sup _{n \rightarrow \infty} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right)\right|}{\liminf _{n \rightarrow \infty}\left((\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2}} \\
& \quad \times \frac{(\log \log n)^{1 / 4}}{n^{1 / 4}(\log n)^{1 / 2}}=0 \quad \text { a.s. } \tag{4.76}
\end{align*}
$$

and, note in passing that, using (4.74) instead of (4.73), we obtain similarly that we have

$$
\begin{align*}
& \lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \frac{\sup _{0 \leq y \leq 1} \mid R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right) \mid\right.}{\left(n^{-1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)|\right)^{1 / 2}} \\
& \stackrel{\text { a.s. }}{=} 0 \tag{4.77}
\end{align*}
$$

as well. On account of (1.26) combined with (4.72), we have also

$$
\begin{align*}
& \limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq y \leq 1}\left|K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right| \stackrel{\text { a.s. }}{=} 2^{-1 / 4}, \tag{4.78}
\end{align*}
$$

yet another manifestation of Kiefer's result in (1.27). Hence

$$
\begin{align*}
& \lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right| \\
& \times\left|\frac{1}{\left(n^{-1 / 2} \sup _{0 \leq y \leq 1} \mid K(y, n)\right)^{1 / 2}}-\frac{1}{\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2}}\right| \\
& \leq \lim _{n \rightarrow \infty} \frac{\left(\sup _{0 \leq y \leq 1}\left|K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right|\right)\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)-n^{-1 / 2} K(y, n)\right|\right)}{\left(a_{n}\right)^{1 / 2}\left(b_{n}\right)^{1 / 2}\left(\left(a_{n}\right)^{1 / 2}+\left(b_{n}\right)^{1 / 2}\right)} \\
& \quad \times \frac{1}{n^{1 / 4}(\log n)^{1 / 2}} \\
& \leq \frac{\lim _{n \rightarrow \infty} \sup \left(\sup _{0 \leq y \leq 1}\left|K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right|\right)\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)-n^{-1 / 2} K(y, n)\right|\right)}{\liminf _{n \rightarrow \infty}\left((\log \log n)^{1 / 2} a_{n}\right)^{1 / 2}\left((\log \log n)^{1 / 2} b_{n}\right)^{1 / 2}\left(\left((\log \log n)^{1 / 2} a_{n}\right)^{1 / 2}+\left((\log \log n)^{1 / 2} b_{n}\right)^{1 / 2}\right)} \\
& \times \frac{(\log \log n)^{3 / 4}}{n^{1 / 4}(\log n)^{1 / 2}} \\
&=0 \quad \text { a.s. }, \tag{4.79}
\end{align*}
$$

where $a_{n}:=n^{-1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)|, b_{n}:=\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|$ and, in deducing the latter conclusion, in addition to (4.78), we also made use of (1.12), (4.73) and (4.74). Now Theorem 4.E combined with (4.79) yields
$\lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|K\left(y-n^{-1} K(y, n), n\right)-K(y, n)\right| /\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1$
which, in turn via (4.76), also completes the proof of Theorem 4.D.
Remark 4.5. In the light of (4.70) and (4.77) we have also

$$
\begin{equation*}
\lim _{n \rightarrow \infty}(\log n)^{-1 / 2} n^{-1 / 4} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| /\left(n^{-1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 \tag{4.81}
\end{equation*}
$$

Since, for each $n \geq 1$ and elementary outcome $\omega \in \Omega$, we have

$$
\begin{equation*}
\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|=\sup _{0 \leq y \leq 1}\left|u_{n}(y, 1)\right| \tag{4.82}
\end{equation*}
$$

by (4.73) we conclude

$$
\begin{equation*}
\liminf _{n \rightarrow \infty}(\log \log n)^{1 / 2} \sup _{0 \leq y \leq 1}\left|u_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} \pi / 8^{1 / 2} \tag{4.83}
\end{equation*}
$$

as well as

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| /\left(\sup _{0 \leq y \leq 1}\left|u_{n}(y, 1)\right|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 . \tag{4.84}
\end{equation*}
$$

Corollary 4.A. We have, as $n \rightarrow \infty$,

$$
\begin{equation*}
n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| \xrightarrow{\mathscr{B}}\left(\sup _{0 \leq y \leq 1}|B(y)|\right)^{1 / 2}, \tag{4.85}
\end{equation*}
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge, as well as

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| \stackrel{\text { a.s. }}{=} 2^{-1 / 4} \tag{4.86}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{1 / 4} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)\right| \stackrel{\text { a.s. }}{=} 8^{-1 / 4} \pi^{1 / 2} \tag{4.87}
\end{equation*}
$$

Proof. (4.85) is a restatement of (4.58) of Theorem 4.C whose proof now follows from any one of the respective statements of (4.69), (4.81) and (4.84).

As to (4.86), it is a restatement of (1.27), which we have already proved via (1.26), (1.13) and (1.14). This time around we can deduce it again from (4.78) via (4.71), or from any one of the respective statements of (4.69), (4.81) and (4.84), each combined with the corresponding law of the iterated logarithm for $\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|, n^{-1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)|$ and $\sup _{0 \leq y \leq 1}\left|u_{n}(y, 1)\right|$, respectively.

Concerning (4.87), it follows from any one of the respective statements of (4.69), (4.81) and (4.84), each combined with the corresponding other law of the iterated logarithm for $\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|, n^{-1 / 2} \sup _{0 \leq y \leq 1}|K(y, n)|$ and $\sup _{0 \leq y \leq 1}$ $\left|u_{n}(y, 1)\right|$ as in (4.73), (4.74) and (4.83), respectively. This also completes the proof of Corollary 4.A.

For further results along these lines we refer to Section 3.3 of Csörgő and Horváth (1993) and references therein.

Another route to take to having (4.87) is via
Corollary 4.6. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be a Kiefer process written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$. Then

$$
\begin{align*}
& \liminf _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{1 / 4} \sup _{0 \leq y \leq 1}\left|K\left(y-n^{-1} K(y, n), n\right)-K(y, n)\right| \\
& \quad=8^{-1 / 4} \pi^{1 / 2} \text { a.s. } \tag{4.88}
\end{align*}
$$

Proof. A combination of Theorem 4.E with (4.74) yields the result.
REMARK 4.6. An alternative proof of (4.87) now follows from (4.88) via (4.71) on the probability space of Theorem 1.A.

## 5. An extension of the classical Bahadur-Kiefer process theory via strong invariance principles

Kiefer (1970), in addition to proving (1.27) directly, as well as (4.58) via (4.68), actually carried out his ingenious calculations in terms of a random sample with a common, twice differentiable distribution function $F$, having finite support on $\mathbb{R}$, and assuming that $\inf _{0 \leq y \leq 1} f(Q(y))>0$ and $\sup _{0 \leq y \leq 1}\left|f^{\prime}(Q(y))\right|<\infty$. Naturally, he noted also the desirability of extending his results for $F$ not necessarily satisfying the just mentioned assumptions. A glance at the relationship of (4.13) clearly indicates that the results we have summarized and proved in Section 2 can be immediately restated as strong invariance principles for the general BahadurKiefer process (cf (4.2) and (4.9))

$$
\begin{align*}
& \left\{\widetilde{R}_{n}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}:=\left\{n ^ { 1 / 2 } \left(\alpha_{n}(y, 1)\right.\right.  \tag{5.1}\\
& \left.\left.\quad-\rho_{n}(y, 1)\right), 0 \leq y \leq 1, n=1,2 \ldots\right\}
\end{align*}
$$

in terms of the uniform Bahadur-Kiefer process (cf (1.29))

$$
\begin{align*}
& \left\{R_{n}^{*}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}:=\left\{n ^ { 1 / 2 } \left(\alpha_{n}(y, 1)\right.\right.  \tag{5.2}\\
& \left.\left.\quad-u_{n}(y, 1)\right), 0 \leq y \leq 1, n=1,2 \ldots\right\}
\end{align*}
$$

where $\alpha_{n}(y, 1)=\beta_{n}(Q(y), 1)$ and $u_{n}(y, 1)=n^{1 / 2}\left(y-F\left(\hat{Q}_{n}(y)\right)\right)(\mathrm{cf}(1.60)$ and (1.61) respectively). As a consequence of doing this, we obtain an extension of Kiefer's theory of uniform deviations for $\widetilde{R}_{n}(\cdot, \cdot)$ under the milder conditions on $F$ of Csörgő and Révész (1978) as spelled out and summarized also in Section 2 above. For related details of these extensions we refer to Csörgő and Révész (1978; 1981, Sections 5.2 and 5.3), Csörgö (1983, Chapter 6), and Csörgö and Horváth (1993, Section 6.5). For immediate use in stating some of the consequent extensions of the results of Kiefer (1970) here, we restate (4.13): for each elementary outcome $\omega \in \Omega$, we have (cf (5.1) and (5.2))

$$
\begin{align*}
& \left\{\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\} \\
& \quad=\left\{-n^{1 / 2}\left(\rho_{n}(y, 1)-u_{n}(y, 1)\right), 0 \leq y \leq 1, n=1,2, \ldots\right\} \tag{5.3}
\end{align*}
$$

where $u_{n}(y, 1)=n^{1 / 2}\left(y-F\left(\hat{Q}_{n}(y)\right)\right)$.
Theorem 5.1. Given the conditions (1.66) (i), (ii) and (iii) on $F$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, 1)\right| /\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 \tag{5.4}
\end{equation*}
$$

Proof. The result follows immediately via (5.3) by Theorem 2.C, (4.73) and Theorem 4.D.

Corollary 5.A. Given the conditions (1.66) (i), (ii) and (iii) on F, as $n \rightarrow \infty$, we have

$$
\begin{equation*}
n^{-1 / 4}(\log n)^{-1 / 2} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, 1)\right| \xrightarrow{\mathscr{P}}\left(\sup _{0 \leq y \leq 1}|B(y)|\right)^{1 / 2} \tag{5.5}
\end{equation*}
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge, as well as

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} 2^{-1 / 4} \tag{5.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{1 / 4} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} 8^{-1 / 4} \pi^{1 / 2} \tag{5.7}
\end{equation*}
$$

Proof. (5.5) follows immediately from (5.4). So does also (5.6), if we combine (5.4) with the law of the iterated logarithm for $\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|$. We note also that (5.6) also follows via (5.3) from Theorem 2.C and (4.86). As to (5.7), it follows from (5.4) and (4.73), as well as via (5.3) from Theorem 2.C and (4.87).

A more direct approach to studying the general Bahadur-Kiefer process $\widetilde{R}_{n}(y, 1)$ is in terms of the iterated Kiefer process increments of Theorem 4.E.

Theorem 5.2. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A as in (1.8), written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$, and let $\left\{\widetilde{R}_{n}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}$ be the general BahadurKiefer process as in (5.1). Given the conditions (1.66) (i), (ii) and (iii) on $F$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
\sup _{0 \leq y \leq 1} & \mid \widetilde{R}_{n}(y, 1) \mathbf{1}\{1 /(n+1) \leq y \leq n /(n+1)\}-(K(y, n)  \tag{5.8}\\
& \left.\quad-K\left(y-n^{-i} K(y, n), n\right)\right) \mid \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) .
\end{align*}
$$

Proof. We have

$$
\begin{align*}
& \sup _{0 \leq y \leq 1} \mid \widetilde{R}_{n}(y, 1) 1\{1 /(n+1) \leq y \leq n /(n+1)\} \\
& \quad-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right) \mid \\
& \leq \\
& \leq \sup _{0 \leq y \leq 1}\left|\left(\widetilde{R}_{n}(y, 1)-R_{n}^{*}(y, 1)\right) \mathbf{1}\{1 /(n+1) \leq y \leq n /(n+1)\}\right|  \tag{5.9}\\
& \quad+\sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right)\right| \\
& \stackrel{\text { a.s. }}{=} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|n^{1 / 2}\left(\rho_{n}(y, 1)-u_{n}(y, 1)\right)\right| \\
& \quad+\mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) \\
& \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right),
\end{align*}
$$

where, just before the last line of (5.9), we utilized (5.3) and (4.71), and then applied Theorem 2.C as well.

Another Proof of Theorem 5.1 and Corollary 5.A. Clearly, Theorem 5.1 and Corollary 5.A are corollaries of Theorem 5.1. Indeed, (5.4) is implied by (5.8), (4.80) and (4.73). Also, (5.6) and (5.7) follow from (5.8) combined with (4.78) and (4.88) respectively.

Our next result is along the lines of Theorem 5.2.
Theorem 5.3. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A as in (1.8), written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$, and let $\left\{\widetilde{R}_{n}(y, 1), 0 \leq y \leq 1, n=1,2, \ldots\right\}$ be the general BahadurKiefer process as in (5.1). Given the conditions (1.66) (i), (ii) and (iii), as well as (2.12) (i) and (ii) or (2.12) (iii) on $F$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
\sup _{0 \leq y \leq 1} & \left|\widetilde{R}_{n}(y, 1)-\left(K(y, n)-K\left(y-n^{-1} K(y, n), n\right)\right)\right|  \tag{5.10}\\
& \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right)
\end{align*}
$$

Proof. We follow the lines of the proof of Theorem 5.1, only now use Theorem 2.D instead of Theorem 2.C.

Corollary 5.B. Given the conditions (1.66) (i),(ii) and (iii), as well as (2.12) (i) and (ii) or (2.12) (iii) on $F$, we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, 1)\right| /\left(\sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, 1)\right|\right)^{1 / 2} \stackrel{\text { a.s. }}{=} 1 \tag{5.11}
\end{equation*}
$$

$$
\begin{equation*}
n^{-1 / 4}(\log n)^{-1 / 2} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, 1)\right| \xrightarrow{\mathscr{O}}\left(\sup _{0 \leq y \leq 1}|B(y)|\right)^{1 / 2}, \quad(n \rightarrow \infty) \tag{5.12}
\end{equation*}
$$

where $\{B(y), 0 \leq y \leq 1\}$ is a Brownian bridge,

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} 2^{-1 / 4} \tag{5.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\liminf _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{1 / 4} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, 1)\right| \stackrel{\text { a.s. }}{=} 8^{-1 / 4} \pi^{1 / 2} \tag{5.14}
\end{equation*}
$$

Proof. (5.11) is implied by (5.10), (4.80) and (4.73). Now (5.12) follows from (5.11), while (5.13) and (5.14) follow from (5.10) combined with (4.78) and (4.88), respectively.

In concluding this section we underline again that Corollaries 5.A and 5.B essentially come from Csörgő and Révész $(1975,1978)$ as augmented somewhat in Csörgő and Révész (1981, Section 5.2), Csörgő (1983, Chapter 6), Csörgő and Horváth (1993, Section 6.5), and as stated herewith. Theorems 5.1, 5.2 and 5.3 constitute new convenient formulations of these extensions of the Bahadur-Kiefer process theory of quantiles.

## 6. An outline of a sequential version of the extended Bahadur-Kiefer process theory via strong invariance principles

This section is built on many of our results so far. In the light of (1.31) and (5.1), it is natural to define the sequential general Bahadur-Kiefer process $\widetilde{R}_{n}(y, t)$ by

$$
\begin{align*}
& \left\{\widetilde{R}_{n}(y, t), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \\
& \quad:=\left\{n^{1 / 2}\left(\alpha_{n}(y, t)-\rho_{n}(y, t)\right), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \\
& \quad=\left\{n^{1 / 2}\left(\beta_{n}(Q(y), t)-\rho_{n}(y, t)\right), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \tag{6.1}
\end{align*}
$$

Consequently, the sequential version of (5.3) is

$$
\begin{align*}
&\left\{\widetilde{R}_{n}(y, t)-R_{n}^{*}(y, t), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \\
& \quad=\left\{-n^{1 / 2}\left(\rho_{n}(y, t)-u_{n}(y, t)\right), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\} \\
&=\left\{-n^{1 / 2}\left(\rho_{n}(y, t)-n^{-1 / 2}[n t]\left(y-F\left(\hat{Q}_{[n t]}(y)\right)\right)\right)\right. \\
&0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\} \tag{6.2}
\end{align*}
$$

As an immediate consequence of (6.2) and Proposition 2.1, we have
Proposition 6.1. Given the conditions (1.66) (i), (ii) and (iii) on $F$, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq i \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, t)-R_{n}^{*}(y, t)\right| \\
& \quad \stackrel{\text { a.s. }}{=} \begin{cases}\mathcal{O}\left((\log \log n)^{1+\gamma}\right) & \text { if } \gamma \leq 1, \\
\mathcal{O}\left((\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1,\end{cases} \tag{6.3}
\end{align*}
$$

for all $\epsilon>0$.
Similarly, (6.2) and Proposition 2.2 yield
Proposition 6.2. Assume (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii). Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, t)-R_{n}^{*}(y, t)\right| \\
& \stackrel{\text { ass }}{=} \begin{cases}\mathcal{O}(\log \log n) & \text { if } \gamma<1 \\
\mathcal{O}\left((\log \log n)^{2}\right) & \text { if } \gamma=1 \\
\mathcal{O}\left((\log \log n)^{\gamma}(\log n)^{(1+\epsilon)(\gamma-1)}\right) & \text { if } \gamma>1,\end{cases} \tag{6.4}
\end{align*}
$$

for all $\epsilon>0$.
Combining now Proposition 1.2 with Proposition 6.1, we obtain
Proposition 6.3. Given the conditions (1.66) (i), (ii) and (iii) on $F$, with an absolute positive constant C we have

$$
\begin{align*}
& \limsup n_{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \\
& \quad \times \sup _{0 \leq t \leq 1} \sup _{1 /(n+1) \leq y \leq n /(n+1)}\left|\widetilde{R}_{n}(y, t)\right| \leq C \text { a.s. } \tag{6.5}
\end{align*}
$$

Similarly, Proposition 1.2 combined with Proposition 6.2 implies
Proposition 6.4. Assume (1.66) (i)-(iii), (2.12) (i) and (2.12) (ii) or (iii). Then, with an absolute positive constant $C$ we have

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2}(\log \log n)^{-1 / 4} \sup _{0 \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\widetilde{R}_{n}(y, t)\right| \leq C \text { a.s. } \tag{6.6}
\end{equation*}
$$

Proposition 1.1 itself can be reformulated along the lines of Theorem 4.1. First we prove

Theorem 6.1. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A as in (1.8), written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$. Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1} \mid\left(K\left(\hat{U}_{[n t]}(y), n t\right)-K(y, n t)\right) \\
& \quad-\left(K\left(y-[n t]^{-1} K(y, n t), n t\right)-K(y, n t)\right) \mid \\
& =\sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1} \mid\left(K\left(y-[n t]^{-1}\left(n^{1 / 2} u_{n}(y, t)\right), n t\right)-K(y, n t)\right)  \tag{6.7}\\
& \quad-\left(K\left(y-[n t]^{-1} K(y, n t), n t\right)-K(y, n t)\right) \mid \\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right) .
\end{align*}
$$

Proof. We first recall that, by definition, $u_{n}(y, t)=0$ for $0 \leq t<1 / n(\operatorname{cf}(1.6))$. On the probability space of Theorem 1.A, we have (1.10) of Theorem 1.B as well. With $t \in(1 / n, 1]$ and $(n t) \rightarrow \infty$ as $n \rightarrow \infty$, by (4.72) with some positive constant $C>0$ and for $n$ large we have that the left hand side of (6.7) is almost surely bounded above by

$$
\begin{equation*}
(C+o(1))\left((n t)^{1 / 8}(\log (n t))^{3 / 4}(\log \log (n t))^{1 / 8}\right) \tag{6.8}
\end{equation*}
$$

Hence, on dividing the left hand side of (6.7), as well as the expression in (6.8), by $n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}$ and then taking sup $1 / n \leq t \leq 1$ of both expressions, we arrive at (6.7).

Now the promised reformulation of Proposition 1.1 a la Theorem 4.1 reads as follows.

Theorem 6.2. Let $\{K(y, x), 0 \leq y \leq 1,0 \leq x<\infty\}$ be the Kiefer process of Theorem 1.A as in (1.8), written as in (4.50) in terms of a Wiener sheet extended to $\mathbb{R} \times \mathbb{R}_{+}$, and let $\left\{R_{n}^{*}(y, t), 0 \leq y \leq 1,0 \leq n t \leq n, n=1,2, \ldots\right\}$ be the sequential uniform Bahadur-Kiefer process as in (1.31). Then, as $n \rightarrow \infty$, we have

$$
\begin{align*}
& \sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, t)-\left(K(y, n t)-K\left(y-[n t]^{-1} K(y, n t), n t\right)\right)\right|  \tag{6.9}\\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right)
\end{align*}
$$

Proof. The left hand side of (6.9) is bounded above by

$$
\begin{align*}
& \sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, t)-\left(K(y, n t)-K\left(\hat{U}_{[n t]}(y), n t\right)\right)\right| \\
& +\sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|K\left(y-[n t]^{-1} K(y, n t), n t\right)-K\left(\hat{U}_{[n t]}(y), n t\right)\right| \\
& \quad \stackrel{\text { a.s. }}{=} \mathcal{O}\left(n^{1 / 8}(\log n)^{3 / 4}(\log \log n)^{1 / 8}\right), \tag{6.10}
\end{align*}
$$

where the latter almost sure upper bound results follow from (1.36) and (6.7) combined.

If at this stage we had an exact analogue of (4.70) of Theorem 4.E for the stochastic process

$$
\begin{align*}
& \left\{K(y, n t)-K\left(y-[n t]^{-1} K(y, n t), n t\right), 0 \leq y \leq 1\right.  \tag{6.11}\\
& \quad 1 \leq n t \leq n, n=1,2, \ldots\}
\end{align*}
$$

then Theorem 6.2 would, of course, imply the same for $R_{n}^{*}(y, t)$ that would amount to an appropriate version of (4.69), which should read as follows:

$$
\begin{align*}
& \lim _{n \rightarrow \infty} n^{-1 / 4}(\log n)^{-1 / 2} \sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|R_{n}^{*}(y, t)\right| /\left(\sup _{1 / n \leq t \leq 1} \sup _{0 \leq y \leq 1}\left|\alpha_{n}(y, t)\right|\right)^{1 / 2} \\
& \stackrel{\text { a.s. }}{=} 1 \tag{6.12}
\end{align*}
$$

an analogue of Theorem 4.D. As a consequence of such a result we would also have appropriate analogues of (4.85), (4.86) and (4.87) as well. Naturally, (6.12) along with the just mentioned analogues for $R_{n}^{*}(y, t)$ would be inherited by $\widetilde{R}_{n}(y, t)$ via the strong invariance principles of Proposition 6.1 and Proposition 6.2, respectively. The thus inherited results by $\widetilde{R}_{n}(y, t)$ would, of course, also include the exact versions of Propositions 6.3 and 6.4 , respectively. For now we can say that we have here Propositions 6.1 and 6.2 , as well as Theorem 6.2, for future considerations. (cf our discussion at the end of Section 3.) We note also that, using Proposition 6.1 (respectively, Proposition 6.2) in combination with Theorem 6.2, one can also formulate a sequential analogue of Theorem 5.2 (respectively that of Theorem 5.3) for similar future considerations.

As to the exact analogue of (4.70) of Theorem 4.E we seek for the stochastic process of (6.12), it can be obtained via using Theorem S.1.15.1 in Csörgö and Révész (1981) in combination with an argument like that of Proposition 1 of Deheuvels and Mason (1990).
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- IFRA 26, 367
- IMRL 260, 261, 367
- inverse multinomial 185
- inverse normal 476
- J-shaped $131,132,135,137,139$
- k-dimensional extremal 442, 443
- Laplace (or Double exponential) 26, 29, 152, 153, 172, 276, 279
- left-truncated Pareto 415
- life 325
- linear-exponential 32,200
- $\ell_{1}$-normal symmetric 261
- location-scale family $13,343,350$
- logarithmic 300
- logistic $8,26,32,138,152,153,177,216{ }^{-}$ $218,268,269,272,275,277-279,297-301$, 404, 442, 532
- log-logistic $32,153,204,205,208,210,218$
- lognormal 26,272,273,442
- log-Weibull 31
- Lomax 153, 203, 210, 216-218, 532
- mixture $100,130,134,543$
- mixture of exponential 153,212
- mixture of normal 554
- modified geometric type 285
- multinomial 26,70
- multivariate beta 370
- multivariate exponential 261
- multivariate normal $42,45,47,341,342$, 351, 490, 491, 507
- NBRUE 367-369
- NBU 27, 260, 264, 267, 269, 275, 282, 304, 366
- NBUE 367, 368
- negative binomial 4, 26,541
- negative Pareto 136
- noncentral 389
-- non-lattice 278
- normal $17,26,28,30-32,37-39,41,43-45$, $99,137,138,151-153,155,173,174,272-$ $274,292,297,305-307,321-323,325,348$, $354,362,388,394,442,444,447,449,453-$ $-459,467,468,470,472-474,479,489,493$, $495,498,503,505,506,509,510,518,524$, $532,537,547,554,555,595,600,661,672$, 673
- NWRUE 367
- NWU 27, 260, 264, 267, 269, 270, 275, 282, 304, 366, 368
- NWUE 367
- parabolic 153,211
- Pareto $8,13,14,18,26,32,79,82,84,86$, [36, 152, 153, 193, 194, 198, 217-221, 259, $268-270,297-301,307,403,404,406,411-$ $413,415,416,421,426,442$
- Poisson 26, 284
- power function
- Rayleigh 199-201,218-221,532
- reflected Weibull 276, 300
- restricted family 105,106
- right truncated exponential 132,190,403
- right-truncated Pareto 415
- scaled $F 400$
- scale-family 13
- shifted exponential $243,244,250$
- shifted geometric 243,245
- singular Gaussian 394
- skewed 153,211
- Snedecor-Fisher 387
- stable 45
- symmetric 105
- symmetric unimodal 105
- symmetric $U$-shaped 138,141
$-t 26$
- truncated 32,153
- truncated Burr 209
- truncated Cauchy 175
- truncated normal 307
- truncated Pareto 403,413,414
- type I Gumbel $441,442,447,448,450$
- type II Gumbel 442,448
- uniform $8,10,13,14,17,26,29,30,39,41$, $45,65-69,77,78,84,86,91,97,107,110$, $112,123,130,133,138,248,252,253,258$, 269-272, 275, 278-280, 284, 295, 297, 299, $302,303,306,339,343,382,464,468,470$, $492,510,559,574,581,584,607,617,636$, 653, 662, 664, 671
- U-shaped 133, 134
- Weibull $8,12,26,31,40,83,86,92,190$, 218-221, 247, 259, 268-270, 272, 274, 276, $277,300,321,328,329,442,453-457,459$, 532
- Weibull-exponential 210
- Weibull-gamma 210

Distribution-free 25, 149, 357
Distribution-free tolerance procedures 33
Distributions closed under maxima 413
Domain of (maximal) attraction $12,318,319$, $322,323,327,441,442,448,494,528$
Donsker's theorem 617, 635
Double exponential (see Laplace) distribution
Double sampling 488,500
Double Weibull distribution 172
Doubly stochastic matrix 17
Doubly truncated Burr distribution 209
Doubly truncated Cauchy distribution 301
Doubly truncated exponential distribution 188, 190, 404
Doubly truncated Laplace distribution 212, 213, 216
Doubly truncated linear-exponential distribution 201
Doubly truncated logistic distribution 180, 183, 184
Doubly truncated log-logistic distribution 205
Doubly truncated parabolic distribution 211
Doubly truncated Pareto distribution 194, 404, 413, 414, 421
Doubly truncated power function distribution 191, 192
Doubly truncated skewed distribution 211
Duality result 9,21, 46
Duncan's multiple range test 37
Duration of human life 39

Econometrics 25
Edge set 330
Edgeworth approximate inference 6
Edgeworth-type expansion 33,474476,479
Efficient estimation 336

Ellipsoid 400
Elliptically contoured distributions 47
Empirical distribution function $18,25,43$, $327,335,336,339,342,344,349,354,362$, $448,454,508,509,577,579,581,648,661$
Empirical mean residual life 447
Empirical process $362,380,574-576,579,580$, $582,584,585,590,591,599,605,614,625$
Empirical process of normalized ranks 578
Empirical process of ranks 574
Empirical process of sequential ranks 605
Empirical quantile function 578
Empirical quantiles 648
Employment problems of a professional couple 504
Energy levels in nuclear spectra 42
Engineering applications 40
Environmental issues 441
Error mean square 392
Estimable parameter 338
Estimation theory 253
Euclidean $k$-space 388
Euler's constant 524,536
Exchangeability 232, 235, 248
Exchangeable variables 46,111, 151, 261 , $291,330,340,348,490,543$
Expected residual life 320
Exponential distribution $8,13,14,16,26,31$ -$33,38,43,45,46,67,70,77-80,82,86,91$, $92,95-97,99,101,102,128,130,134,152$, 153, 188, 201, 216-221, 231, 233, 234, 236242, 249, 251, 253, 258-272, 274, 275, 277279, 282, 284, 295-299, 302, 304, 306, 307, 321-325, 327, 337, 338, 369, 403, 413, 442-
$447,454,458,460,476,494,516,518-520$, 527, 531, 534, 538, 545, 556, 559, 561, 644
Exponential family 339,367
Exponential spacings 66
Exponential tilting 476
Exponential trend 547
Exposure to radioactivity 441
Extended Bahadur-Kiefer process 682
Extended normal distribution 307
Extended Wiener sheet $666,668,671,673$
Extinction times for bacteria 39
Extrapolation-type bounds 531
Extremal- $F$ process 557,560
Extremal processes 516,560
Extreme concomitants 495
Extreme order statistics 4, 17
Extreme quantiles 443, 445
Extreme value theory 4, 39, 261, 315-317, 319, 320, 323, 325, 329, 644

Extreme value distribution 8, 12, 26, 317, 318, $325,444,449,458,493,494,499,553,561$
Extreme values 337
$F$ distribution 388, 396-398, 400, 401
$F^{\alpha}$-scheme 548,556
$F$-scheme 548-551, 553, 554, 557
$F$ test 36
Factorial moment generating function 184, 190, 216
Factorial moments 524,535
Failure rate $89,101,259,260,264,267,320$
Fatigue failure 315
File-matching procedures 488,510
Financial asset pricing models 488
Finite intersection test 42
First-order asymptotic distributional representation (FOADR) 347, 348
Floods and droughts 39, 515
Folded distribution 151, 171, 172
Fourier inversion formula 477
Fractiles 463
Fréchet differentiability 345
Fréchet distribution 12, 39
Functional jackknifing 336, 345, 347
G-dependence 329
$g$-ordering 488
Galton's problem 39
Gamma distribution $26,31,32,38,70,184$ $186,278,321,442,492$
Gamma function 194, 205
Gauss-Markov theorem 30, 149
Gaussian function 342
Gaussian process $356,575,584,589,591,592$, $594,598,599,601,602,610,616-622,624-$ $626,632,635,664,666,671$
General linear models 351
Generalized beta function 153
Generalized distance 387
Generalized extreme value distributions 442, 532, 543, 547
Generalized gamma distribution 186, 187
Generalized half logistic distribution 32, 183
Generalized inverse $351,355,401$
Generalized $L$-estimators 363
Generalized least squares 343
Generalized logistic distribution 32
Generalized order statistics $20,258,293,298$, 304, 488
Generalized Pareto distributions 442, 447, $456,459,532$
Generating function approach 21

Generating functions 521
Generating sequences 466
Genetic selection problems 506, 507
Geometric distribution 26, 231, 234, 236-242, $249,251,253,259,264,280,282-285,516$, 529, 548, 559
Gini correlation 497
Gini statistic 446, 454, 458, 460
Gini's mean difference 497
Glivenko-Cantelli theorem 640
Glivenko-Cantelli type convergence 363
Gompertz 442
Goodness-of-fit tests $18,25,43,45,150,261$, 272, 274
Graph dependent models 330
Greatest convex function 106,120
Greatest convex minorant principle 531
Grouping method 41,70
Gumbel distributions 441, 442, 453, 532, 547
Gumbel probability paper 327
Gumbel's bivariate exponential distribution 490,494
Gust loads 39

Hadamard derivative 345
Hadamard differentiability $345,347,348$, 350, 361
Hàjek's projection lemma 471
Half logistic distribution $32,178,179,184$
Half normal (chi) distribution 173
Harmonic New Better than Used in Expectation (HNBUE) 368
Hartley-David-Gumbel bounds 33
Hazard function 321, 354, 355, 365, 366, 527
Hazard measure 558
Hazard rate $89,90,95,96,101,102,320$
Hazard rate ordering $90,91,94,95,98,101$, 102
High level exceedances 442
High leverage 387
Hilbert spaces 126
Hoeffding-decomposition 363
Hoeffding's inequality 471
Hölder's inequality $33,112,113,119,123,303$
Homogeneous Poisson process 545, 560
Homoscedasticity 336
Hybrid censoring 15
Hydrology 25, 40, 327, 328, 490
Hypergeometric function 192, 197
Hypothesis of randomness 588
Idempotent matrix 390
Identity 8, 32, 149-228, 291

Ignatov's theorem 540,560
Imputational-type bounds 33
Incomplete beta function 464
Incomplete beta ratio 154, 208
Increasing binary functions 94
Increasing Failure Rate (IFR) 26, 91, 92, 131, $132,136,137,140,200,260,261,264,265$, 267, 282, 304, 367, 561
Increasing Failure Rate on Average (IFRA) 26, 92, 367
Increasing Mean Residual Life (IMRL) 260, 261, 267
Indicator function 341, 509
Indicator method 21,46
Indifference-zone approach 38
Induced linear order statistics 357
Induced order statistics 47, 336, 340, 353, 354, 487
Induced selection differential 488,506,507
Induced sequential uniform empirical distribution function 641
Induced sequential uniform empirical process 642
Induced sequential uniform empirical quantile function 641
Inference 253
Infinitely often 375
Influential 387, 397
Inliers 388, 416, 421
Insurance mathematics 559
Integrated Cauchy functional equation 231, 259, 262, 283
Integrated regression function 506
Inter-accident times 458
Inter-record times 516,517, 525, 526, 533, $545,546,552,559$
Interval estimation 31
Invariance principle 672
Inverse distribution function 75, 77
Inverse multinomial distribution 185
Inverse normal distribution 476
Inverse transformation method 65
Inversion method 41, 70
ISD test 37
Iterated Kiefer process 680
$J$-shaped distributions $131,132,135,137,139$
Jackknifed variance estimator 346, 348
Jackknifing 336, 345, 347, 348, 362, 365, 368
Jensen's inequality $105,135,267,282,304$
Joint survival function 495
$k$-dimensional extremal distribution 442,443
$k$-out of- $K$ multicomponent system 364
$K$-component system-in parallel 361,364
$K$-component system-in series 361
$K$-record times 541
$K$-record values 541
$k_{\mathrm{n}}$-records $293,519,541,543,546$
$k_{\mathrm{n}}$-record times 541-543, 551
$k^{\text {th }}$ inter-record times 537,538
$k^{\text {th }}$ record values
$k^{\text {th }}$ lower record times 517
$k^{\text {th }}$ lower record values 517
$k^{\text {th }}$ order rank weighted average 348
$k^{\text {th }}$ record times $516,517,524,534-537,539$, 540, 541, 543, 544, 551
Kernel 338, 344, 364, 474, 482
Kernel density estimator 475
Kernel function 466
Kernel method 466
Kernel quantile estimators $466,467,470,472$, 474, 482
Kernel smoothing method 353
Kiefer process $575,578,584-591,593,594$, $596,597,600,602-604,606-609,611,612$, $615,618,619,622-627,632-634,636-638$, 646-648, 655-660, 664, 666, 668-671, 673$675,678,680,681,684$
Kolmogorov-Smirnov test 43, 44

- $\delta$-corrected 44

Kolmogorov-Smirnov type statistics 342, 577, 581
Kuiper test 43
Kurtosis 132
$\ell_{1}$-norm symmetric distributions 261
$\ell_{2}$-projection 106
$L$-estimates $105,106,111,112,114,116-118$, 122, 126-129, 131, 133-135, 138, 140, 142, $344,350,360,363,465,466,467,480$
$L$-functionals $345,348,349,354,358,361$
$L$-statistic $336,338,339,344,348,358,368$
$L_{1}$-functional 578,594,598
$L_{p}$ approximation 593
$L_{p}$ functional $583,589,593-595,654,656$
$L_{p}$-metric $\quad 574,578,579,582,585,606,609$. 622, 653, 659
$L_{p}$-norm $577,605,655$
Lack of memory 78
Lagrange multipliers 667
Laplace transform 260, 556
Large deviation rate function 475
Large deviation theory 479
Lau-Rao theorem 235
Law of large numbers $525,528,636$

Law of the iterated logarithm $525,528,607$, $623,634,662,663,669,674,675,678,680$
Le Cam's third lemma 619, 620
Least significant difference (LSD) test 36, 37
Least squares $25,28,30,41,149,328,392,393$
Least-squares estimator 387
Lebesgue measure 232, 234, 642
Left tail increasing 94
Left-truncated Pareto distribution 415
Legendre orthonormal basis 122
Legendre-Fenchel transformation 449
Leverage 395
Life distributions 325
Life-testing experiments $14,15,30,150,337$, 338, 355, 361
Life-time distributions 3
Lightly trimmed mean 168
Likelihood ratio ordering $89,91,95,96,98$, 99, 102
Likelihood function 16
Linear discriminant analysis 42
Linear-exponential distribution 32, 200
Linear estimators 149, 499
Linear functional 344, 369, 448
Linear invariant estimation 31
Linear models $350,360,387,401,500$
Linear programming $28,107,350$
Linear regression model 488, 505, 508
Linear trend 547, 548
Linkage 510
Lipschitz condition 472
Location parameter $30,105,112,115,149,179$, $295,404,416,419,426,441,449,499,518$
Location-scale family $13,336,343,350$
Location-scale transformation 135
Log concave density 95,97
Log-concavity 7, 21, 46, 91, 92
Log-gamma function 451
Log-logistic distribution 32, 153, 204, 205, 208, 210, 218
Log-Weibull distribution 31
Logarithmic moments 524,526, 536
Logarithmic distributions 300
Logistic distribution $8,26,32,138,152,153$, 177, 216-218, 268, 269, 272, 275, 277-279, 297-301, 404, 442, 532
Loglikelihood function 325
Lognormal distribution 26, 29, 152, 153, 172, 276, 279
Lomax distribution 153, 203, 210, 216-218, 532
Lorenz ordering $75,76,78,79-83,85,86$
Lower record times 517

Lower records 19, 77, 78, 81, 82, 493-495, 517, 559
Lower bounds 109
Lower-case probability $375,376,379,382$
$m$-component mixed random variable 215
$M$-estimates $18,448,464,465,479$
$M$-statistics 279
Major flood 441
Majorization 100, 101
Maple program 11
Markov chain 7, 26, 522, 529, 533, 535, 539, $542,545,546,550$
Markov process 47
Markov property $522,529,544$
Markov sequences 534, 544, 545
Markov structure 522, 527
Markov times 551
Markovian relationship 445
Martingale 355, 492, 524, 536, 542
Martingale argument 380
Martingale properties 551
Martingale sequences 551
Maximal deviation 508
Maximal order statistics 529
Maximum likelihood estimates 16, 25, 28-31, $404,415,416,426,447,547$
Maximum sequence 375
Mean range 39
Mean absolute deviation from median 29
Mean remaining life function 236
Mean residual life $248,365,367$
Mean square error $18,345,354,362,416-$ 419, 421-426, 460
Mean value theorem 471, 642
Measures of central tendency 27, 28, 348, 358
Measures of dispersion 27, 28
Median 27, 29, 79, 150, 155, 203, 204, 279, 348, 463, 468
Median filter 45
Meteorology 25, 39
Method of induction 21
Midrange 27, 29, 279
Minimal sufficient statistic 339
Minimax method 28
Minimum mean-square-error estimators 31
Minimum variance unbiased estimator 416, 443
Mismatches 510
Mixed-effects models 336, 357, 359
Mixed-rank statistics 352, 357, 487
Mixture 86, 122, 151, 543
Mixture distribution $100,130,134$

Mixture of two exponential distributions 153, 212
Mixture of normal distributions 554
Mixture of $F^{\alpha}$-schemes 549,554
Model building 253
Modified geometric type distributions 285
Modified signed log likelihood ratio 476
Modified uniform quantile function 653
Modified uniform quantile process 653,657
Moment generating function $184,190,445$
Monitoring sequences 380
Monotone failure probability 105
Monotone failure rate 105,329
Monotone likelihood ratio property 91, 100
Monotonic stochastic process 248
Monotonicity hypotheses 380
Monte Carlo approximation 454
Monte Carlo simulation 65,443, 448
Moving medians 45
Moving averages 45
Moving maxima 45
Moving minima 45
Moving order statistics 45,46
Multi-time parameter empirical bridge process 623
Multidimensional concomitant model 507
Multinomial distribution 26,70
Multiple analysis of variance 42
Multiple comparison 25, 36, 37
Multiple decision procedure 38
Multiple factor analysis 41
Multiple outlier model $18,404,412,413,415$, 416, 421, 426
Multiple range procedure 38
Multiple shape outliers $416,417,419,422,424$
Multiplicative model 492
Multivariate beta distribution 370
Multivariate central limit theorem 662
Multivariate exponential distributions 261
Multivariate normal distribution $42,45,47$, $341,342,351,490,491,507$
Multivariate order statistics 47
Multivariate records 558
Multivariate tolerance regions 35
Multivariate total positivity of order $2\left(\mathbf{M T P}_{2}\right)$ 492
Müntz's theorem 266
Müntz-Szász lemma 294, 299, 306

Nearest neighbor (NN) method 353
Nearly best linear unbiased estimation 31,149
Negative binomial distribution 26, 541
Negative binomial form 4

Negative Pareto distribution 136
New Better than Used (NBU) 27, 93, 260, 264, 267, 269, 275, 282, 304, 366
New Worse than Used (NWU) 27, 260, 264, 267, 269, 270, 275, 282, 304, 366, 368
New Better than Renewal Used in Expectation (NBRUE) 367-369
New Better than Used in Expectation (NBUE) 367, 368
New Worse than Renewal Used in Expectation (NWRUE) 367
New Worse than Used in Expectation (NWUE) 367
Newman-Keuls test 37
Neyman-Pearson theory 326
Non-lattice distribution 278
Non-linear regression 28
Non-overlapping mixture model 214
Noncentral distributions 389
Nonclassical records 517,534
Nonhomogeneous Poisson process 545, 560
Nonparametric bootstrap 443, 444
Nonparametric estimator 354
Nonparametric procedures 576
Nonparametric regression function 353
Nonparametric regression 336,358
Nonparametric statistics $25,149,336,644$
Nonstationary records 545
Normal distribution 17, 26, 28, 30-32, 37-39, $41,43-45,99,137,138,151-153,155,173$, $174,272-274,292,297,305-307,321-323$, $325,348,354,362,388,394,442,447,449$, 453- $-459,467,468,470,472-474,479$, $489,493,495,498,503,505,506,509,510$, $518,524,525,532,537,543,547,554,555$, $595,600,661,672,673$
Normalized extremes 329
Normalized moments 151
Normalized ranks 573,574, 599
Normalized sequential ranks 573, 574, 604, 606, 607, 609
Normalized spacings $16,337,366,442,444$ 446
Nuisance functionals 336
Numerical error propagation 151
$O$-statistics 467
Olympic games 548
Operator method 21
Optimum quantiles 31
Ordered roots 42
Orthogonal designs 397
Orthogonal inverse expansion 33,530

Orthogonal matrices 388,390
Orthogonal transformation 273
Outliers 4,17,18, 25, 28, 29, 39, 41, 46, 150, $168,316,325,343,387,388,395-398,401$, 413, 416, 421
Outlier tests 44
p-norm bounds 33, 124
Paired $t$-test 488
Parabolic distribution 153
Parallel system 329
Pareto distribution $8,13,14,18,26,32,79$, $82,86,136,152,153,193,194,197,198$, 217-221, 259, 268-270, 297-301, 307, 403, 404, 406, 411-413, 415, 416, 421, 426, 442
Partial likelihood function 355, 356
Partial likelihood score test statistics 356
Partial sum processes $577,578,619,664$
Partial sums 353
Partitioning method 69
Penalty function 510
Percentile 442, 509
Percentile estimator 44
Percentile points 349
Permanent 20, 21, 46, 403
Permutation 116, 561
Perturbed sample quantile 472,474
Pfeifer's records 293,546
Pinned Brownian sheet 591
Pivot 358
Plotting positions 40,41
Point process 47
Point prediction 25, 35
Poisson distribution 26, 284
Poisson process 251-253, 274, 537, 545
Pólya frequency function of order $2\left(\mathrm{PF}_{2}\right) 492$
Positive dependence 93,97
Positively quadrant dependent 94,492
Positively regression dependent 94
Power function distribution $8,13,14,32,79$, $82,84,86,123,135,152,153,190,216-$ $218,259,268-271,298,300-302,304,307$, 404
Prediction intervals 25,35,36
Prediction of records 559
Principal components 41,42
Probabilistic approach 21
Probability generating function 521,522
Probability paper $25,31,40,44,327,328$
Product-limit (PL) estimator 349, 368
Progressive censoring 15, 16, 356
Progressive Type-I censoring 16
Progressive Type-II censoring $16,41,68,69$

Projection method 126, 127
Proportional hazard model (PHM) 354
Pseudo-samples 444
Pseudovariables 354
Public health issues 441
Q-Q plots 18,41
Quadratic forms 395, 398
Quadratic trend 547
Quality control 25, 36, 39
Quantile density function 642
Quantile estimation 443
Quantile function $75,106,113,116,125,127$, $338,341,358,463,639,643$
Quantile process $575,575,582,631,638,647$, $648,653,655,656,659,661,663,675$
Quantile transformation 470
Quantiles $33,91,97,105,106,126,127,135$, $136,326,337,339,341,342,344,347,350$, 442, 463-469, 472, 475, 478-480, 482, 495, $505,508,636,662$
Quartile deviation 27
Quasi-median 27
Quasi-midrange 27
Quasi-parametric model 359
Quasi-range $33,124,125,161$
Quasidiagonal forms 390
Queuing theory 253
$R$-estimators 352
$r$-ordering 134
Radioactive decay 39
Rainfall 515
Random censoring $15,349,350,368$
Random records 545
Random trees 559
Randomly disturbed Wiener sheet 674
Randomly perturbed Kiefer process 664
Range $25,27,33,36,39,113,119,120,124$, $125,161,203,204,273,504$
Rank order statistics 25
Rank sequence 376, 382, 383
Rank-weighted mean 348
Ranked-set sampling 488, 499, 500
Ranking and selection $25,38,39$
Ranks 339, 340, 375, 376, 553, 579, 599, 605, 655
Rao-Shanbhag result 249
Rate of cancer 441
Rayleigh distribution 199-201, 218-221, 532
Reach statistic 174
Record indicators $532,537,543,548,549$, 554, 556, 560

Record spacings 519
Record times 249, 516, 518, 520-525, 532-$534,537,544-546,550-552,554,557,560$
Record values $4,20,45,75,77,81,86,231$, $248,249,251,293,302,304,488,516-520$, 523, 525, 527-529, 531, 533, 534, 538-540, $543,54,546,550,553,557,559-561$
Records 11, 19, 47, 86, 326, 515-561
Records in sequences with trend 547, 553
Recurrence relations $4,9,21,32,46,149-228$, 257, 291, 403, 412, 531
Reflected Weibull distribution 276, 300
Reflexive symmetric $g$-inverse 399
Regression analysis 42
Regression coefficients $25,28,488,496$
Regression diagnostics 387
Regression-equivariance property 350
Regression function 488, 506, 508
Regression functionals $339,341,359$
Regression quantiles 336, 350-352, 360
Regression rank scores estimators 352
Regression-scale family 336
Regular functional 338
Regular variation 322
Regularly varying function 552, 553
Reliability 30, 89, 90, 253, 335-338, 361, 362
Reliability function 363,366
Reliability properties 546
Renewal process 252,545
Repair times 364
Repeated significance testing 356
Response to selection 507
Restricted family of distributions 105,106
Reverse martingale 346
Reverse sub-martingale property 362
Riemann integration 320
Riemann zeta functions 176
Right corner set increasing (RCSI) 93
Right tail increasing 94, 99
Right truncated exponential distribution 132, 190, 403
Right-truncated Pareto distribution 415
Robust estimates $18,29,45,46,150,336,345$, 350
Robust inference $17,18,41,150,343,347$, $348,351,403,404,415,416,419,644$
Rounding error 161,190
$\sigma$-algebra 536, 542, 551
$\sigma$-field 235
$s$-comparisons 133,138, 531
$s$-ordering 132-134
Saddlepoint 475

Saddlepoint approximation 444, 448, 449, $451,454,455,458,467,475,476,478$
Saddlepoint density 476
Saddlepoint expansion 477, 478
Saddlepoint methods 443, 479
Sample differential 118
Sampling with replacement 444,480
Sampling without replacement $94,100,116$, 338, 467
Samuelson inequality 117
Scale parameter $30,31,105,112,149,179$, $208,404,415,416,419,426,441,449,453$, 499, 518
Scale-parameter family 13
Scaled Kiefer process 675
Scaled F distribution 400
Score function 344, 347, 644
Scores 355, 467
Searching algorithms 554,559
Secretary problem 553,554,559
Seismology 25
Selection differentials $118,119,125,138$
Selection procedures $487,488,507$
Semi-interquartile range 27
Semiparametric inference $336,354,442,444$
Semirange 29
Separable Gaussian process 591, 596-598, 624, 627
Sequential Bahadur-Kiefer process 682
Sequential empirical process $632,638,639$, 655
Sequential empirical distribution function 639
Sequential empirical quantile function 639
Sequential order statistics 293, 639
Sequential procedure 576,605
Sequential process 633
Sequential quantile process $631,640,642$, $543,645,648,657,658,660$
Sequential ranks $518,535,574,579,604,605$, $607,609,611,614,655$
Sequential testing 356
Sequential uniform Bahadur-Kiefer principle 638
Sequential uniform Bahadur-Kiefer process $637,638,684$
Sequential uniform empirical distribution function 631
Sequential uniform empirical process 631, 632, 657
Sequential uniform empirical quantile function 631
Sequential uniform order statistics 631,641

Sequential uniform quantile process 633, 636, 640, 642
Serial correlation 42
Series system 329
Shanbhag's lemma 236, 283
Shape parameter $329,415,416,453$
Shapiro-Wilk's test 18
Sharp bounds $105,119,121,126,127,531$
Shifted exponential distribution 243, 244, 250
Shifted geometric distribution 243, 245
Shifts 91
Siddiqui-Bloch-Gastwirth estimator 475
Significance level $443,447,454$
Simple random sampling 26
Simplified linear estimator 498
Simplified MLEs 499
Simulation algorithms 17,41,65-72, 441
Singular decomposition 390
Singular Gaussian distribution 394
Size biased selection 500
Skewed distribution 153
Skewness 127
Skorohod embedding 632
Skorohod-Dudley-Wichura theorem 589
Skorohod space 585, 656
Slippage 412, 421
Slowly varying function 322
Small sample asymptotic 478
Smirnov's lemma 467-471, 473, 474, 480
Smirnov's transformation 519, 554
Smooth $L$-functionals 361
Smooth bootstrap approximation 482
Smooth quantile estimator 344
Smoothed bootstrap 481, 482
Snedecor-Fisher distribution 387
Snowfall 515
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