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Preface 

Block designs have applications in almost all areas of human investiga­
tion including agriculture, biology, engineering, medicine, physical and 
chemical sciences and industrial experimentation. The most primitive of 
the block designs is the randomized (complete) block design. However, 
in many practical situations, adoption of a complete block design is not 
appropriate and in some cases, not at all feasible. This fact prompted 
the development of various kinds of incomplete block designs, which in 
turn have been used extensively for experiments in a variety of fields. 
Moreover, these designs opened up many challenging problems in com­
binatorial mathematics. In view of the importance of block designs both 
from a theoretical and practical perspective, the author published a book 
Theory of Block Designs in 1986, which was well received in academic 
circles. However, the book went out of print around 1992. The author 
initially toyed with the idea of bringing out a second edition of the book, 
incorporating only minor additions/changes. While attempting to do so, 
however, it was realized that during the intervening period, the subject 
has grown considerably and the emphasis on certain topics has shifted. 
The author therefore decided to write the present book which, while 
retaining some of the flavor of the earlier book, is substantially different 
from it in both coverage and presentation. 

The literature on incomplete block designs is vast and it is near 
impossible to cover each and every development in incomplete block de­
signs in a single book of reasonable length. In this book, an attempt 
has been made to cover all the developments in this area which in the 
author's perception are the major ones. Since the classical incomplete 
block designs like the balanced incomplete block and partially balanced 
incomplete block designs are still found useful in several applications 
and newer applications of these, e.g., in visual cryptography, have been 
found, such designs have been covered at some length. Some of the 
more recent developments in incomplete block designs for special types 
of experiments, like biological assays and diallel crosses have also been 
discussed. Important results on the optimality aspects of various incom-
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plete block designs are also reviewed. 
The book is organized into six chapters followed by an appendix. A 

brief description of the chapter contents appears in Chapter 1. The ap­
pendix covers some essentials on linear algebra, linear statistical models, 
finite fields and finite geometries. There are a large number of exercises 
at the end of Chapters 2-6 and there is a fairly exhaustive bibliography. 

Throughout, results in matrix theory are used extensively and thus, a 
background in basic linear algebra and theory of matrices will be helpful 
in reading the book. Familiarity with the general area experimental 
designs and linear statistical models at an advanced undergraduate level 
is also assumed. 

The book can be used in a variety of ways. The material in Chapter 
2, the first four sections of Chapter 3 and Sections 4.1-4.4 and 4.6 of 
Chapter 4 can provide a solid foundation of the theory of incomplete 
block designs for a master's level course. The material in Sections 3.5-
3.7, 4.7-4.11 and that in Chapters 5 and 6 may be used as a basis of 
a more advanced course. While the book is addressed to an audience 
whose primary interest is in the theory and applications of statistical de­
sign of experiments, portions of the book can also be used for a course 
in combinatorial designs for mathematicians. The material in Chap­
ters 5 and 6 may be found useful for research students and consulting 
statisticians. 

This work was supported by the Indian National Science Academy 
{INSA) under the Senior Scientist program of the Academy. The sup­
port is gratefully acknowledged. I sincerely thank Rahul Mukerjee for 
going through an early version of the manuscript and suggesting several 
changes for improvement. The manuscript was reviewed and commented 
upon by several referees and it is a pleasure to thank the reviewers for 
their comments. I would also like to thank the Editors of the TRIM Se­
ries for their constructive help. Rajendra Bhatia deserves special thanks 
for his dilligent and efficient handling of the project. Finally, I thank the 
Delhi Center of the Indian Statistical Institute for providing a conducive 
environment to carry out this work. 

February, 2010 
New Delhi 

Aloke Dey 



Chapter 1 

Introduction 

1.1 Prologue 

The modern foundations of design of experiments were laid by R. A. 
Fisher during the early part of the 20th century. Since then, this area 
has seen a phenomenal growth. Design of experiments has for long been 
an integral part of almost all scientific investigations and continues to 
be so. It has therefore played a fundamental role in statistical practice 
and research. Statistical training also has always emphasized the role of 
design of experiments in extracting correct information and making valid 
inference on the underlying problem and thus, design of experiments is 
an essential component of most statistics curricula. 

While designing an experiment, the principles of randomization, 
replication and local control are of vital importance. These principles 
were first enunciated by Fisher while planning agricultural experiments. 
It was observed by Fisher that a completely random allocation of treat­
ments to the experimental units, leading to a completely randomized 
design, eliminates bias in assessing treatment differences. 

In certain experimental situations, there may be systematic varia­
tions present among the experimental units. For example, in a field 
experiment, the experimental units are typically plots of land. In such 
an experiment, there may be a fertility gradient present such that plots 
on the same fertility level are more homogeneous than those which are 
at different fertility levels. In experiments with piglets as experimental 
units, it is very plausible that piglets belonging to the same litter are 
genetically closer to each other (being born to the same pair of parents) 
than those belonging to different litters. Similarly, in experiments with 
livestock, different breeds (or, different ages) might be involved and ani-
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mals belonging to the same breed are expected to be more alike than the 
ones belonging to different breeds. In the context of clinical trials with 
patients forming the experimental units, the trial may be conducted at 
different centers {mainly to get enough number of observations) and pa­
tients from the same center may be more alike than those from different 
centers due to differences in treatment practices and/or management 
procedures followed at different centers. 

The above examples, which are merely illustrative and by no means 
exhaustive, demonstrate that in many situations there is a systematic 
variation among the experimental units. In such situations, use of a 
completely randomized design is not appropriate. Rather, one should 
take advantage of the a priori information about this systematic varia­
tion while designing the experiment in the sense that this information 
should be used while designing to eliminate the effect of such variability. 
The impact of this effort will be reflected in a reduced error, thereby 
increasing the sensitivity of the experiment. The above considerations 
led to the notion of local control or blocking. The groups of relatively 
homogeneous experimental units are called blocks. When the blocking 
is done according to one attribute, we get a block design. In a block 
design, the treatments are applied randomly to the experimental units 
within a block, the randomized allocation of treatments to experimental 
units within a block being done independently in each block. 

The simplest among the block designs is the randomized complete 
block design. In such a design, each block is required to have as many 
experimental units as the number of treatments, i.e., the block size is 
equal to the number of treatments. However, it is not always possible 
to adopt a randomized complete block design in every experimental sit­
uation. Firstly, if one assumes that the intra-block variance is directly 
dependent on the block size, then adoption of a design with blocks of 
small sizes is preferable over one which has large block sizes. This re­
stricts the use of randomized complete block designs in situations where 
the number of treatments is large. For example, in agronomic experi­
ments, the experimenter generally chooses a block of size 10-12 and if 
this is accepted, the~ one cannot adopt a randomized complete block 
design in situations where say 20 treatments are to be compared. Fur­
thermore, in many experimental situations, the block size is determined 
by the nature of the experiment. For example, with some experiments 
in psychology, it is quite common to consider the two members of a twin 
pair as experimental units of a block. In that case, clearly a randomized 
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complete block design cannot be prescribed if the number of treatments 
is larger than two. Similarly, it is reasonable to take litter-mates (of 
say mice) as units of a block and litter size may not be adequate to 
accommodate all the treatments under test. 

The few examples considered above clearly show that in many situ­
ations, one cannot adopt a randomized complete block design and thus, 
there is a need to look for designs where not all treatments appear in 
each block. Such designs are termed as incomplete block designs. The 
present book deals with block designs in general and their analysis, with 
special emphasis on certain important classes of incomplete block de­
signs. The terms block design and incomplete block design are used 
interchangeably whenever there is no scope for confusion. 

A reasonable amount of familiarity with basic notions of vector 
spaces and the algebra of matrices is assumed throughout and one may 
refer e.g., to Bapat (2000) for details on these aspects. We also a..o;sume a 
background of linear statistical models and of the general area of design 
of experiments at an advanced undergraduate level. Excellent accounts 
of the general area of design of experiments and its applications are avail­
able e.g., in Cox (1958), Hinkelmann and Kempthorne (1994), Dean and 
Voss (1999), Wu and Hamada (2000) and Bailey (2008). 

1.2 Outline of the Book 

The book has five more chapters followed by an appendix. In Chap­
ter 2, the discussion is initiated by describing the intra-block analysis 
of an arbitrary block design. Balancing in incomplete block designs is 
considered next in Section 2.3 of this chapter. The two notions of bal­
ance, viz., variance- and efficiency-balance are reviewed. The analysis 
of incomplete block designs with recovery of inter-block information is 
discussed in Section 2.4. Finally, in Section 2.5, the notion of efficiency 
factor of an incomplete block design is briefly studied. 

Balanced designs are considered in Chapter 3. The most important 
of the balanced designs are the classical balanced incomplete block (BIB) 
designs. Such designs are still found useful in designing experiments in 
diverse fields and newer applications of these designs, e.g., in visual cryp­
-tography, have been found in recent years (see e.g., Bose and Mukerjee 
(2006), Adhikary, Bose, Kumar and Roy {2007) and the references cited 
therein). We initiate the discussion in this chapter by considering some 
properties of BIB designs in Section 3.2. The analysis of BIB designs 
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is briefly considered in Section 3.3. Some results on construction and 
existence of BIB designs are presented in Section 3.4. Generalizations 
of BIB designs are considered in the next section. The BIB designs are 
the only designs in the class of binary, equireplicate and proper designs 
that are both variance- and efficiency-balanced; however, it is possible 
to find other variance- and efficiency-balanced designs if one expands 
the class of designs to non-binary, non-equireplicate or non-proper de­
signs. The construction methods of variance- and efficiency-balanced 
designs with possibly unequal replications and unequal block sizes are 
briefl.y reviewed in Section 3.6. Properties and construction of nested 
BIB designs are discussed briefl.y in Section 3. 7. 

Partially balanced designs are the subject matter of Chapter 4. 
Among the partially balanced designs, the partially balanced incomplete 
block (PBIB) designs are the most studied ones and continue to be used 
in actual applications. These are therefore covered at some length in 
Sections 4.2-4.6. PBIB designs are formally introduced in Section 4.2 
via the notion of an association scheme. The algebra of association 
matrices is briefl.y discussed in Section 4.3. Designs with two or more 
associate classes as also the analysis of PBIB designs are discussed in 
Sections 4.4-4.6. In Sections 4.7-4.11, some other partially balanced de­
signs which are not necessarily PBIB designs are covered. These include 
lattice, cyclic, linked block, C designs and a designs. 

In Chapters 3 and 4, incomplete block designs are studied for sit­
uations where. all the treatments are on equal footing and thus, the 
interest is mainly on elementary treatment contrasts or, more gener­
ally, on a complete set of orthonormal treatment contrasts. However, in 
practice there are situations where the interest lies in inference on con­
trasts of special types. Such situations arise typically, e.g., in factorial 
experiments and biological assays. Incomplete block designs for such 
experiments are considered in Chapter 5. Specifically, incomplete block 
designs for factorial experiments (Section 5.2), biological assays (Section 
5.3), test-control experiments (Section 5.4) and diallel cross experiments 
(Section 5.5) are covered. Finally, in Section 5.6, results on incomplete 
block designs that are robust against an outlier and against missing data 
are reviewed. Some aspects of trend-free block designs are also covered 
in this section. 

In Chapter 6, optimality aspects of some incomplete block designs 
are discussed. Different optimality criteria are introduced in Section 
6.2. Important results on optimality of proper incomplete block de-
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signs for inference on a complete set of orthonormal treatment contrasts 
are reviewed in Section 6.3. Optimal designs for making inferences on 
contrasts among several test treatments and a control are discussed in 
Section 6.4. Optimality of designs for parallel line assays, considered in 
Chapter 5 are reviewed in Section 6.5. In the last section {Section 6.6), 
optimal incomplete block designs for diallel crosses are considered. 

The Appendix consists of four sections. Some results in linear al­
gebra that are used throughout the book are given in Section A.l. In 
Section A.2, some basic results in linear statistical models are summa­
rized. Section A.3 describes some essential facts about finite (Galois) 
fields. In Section A.4, basic ideas and results from finite projective and 
Euclidean geometries are reviewed. 



Chapter 2 

Analysis and Properties of Block Designs 

2.1 Introduction 

This chapter is concerned with the analysis and some general properties 
of arbitrary block designs, including incomplete block designs. We ini­
tiate the discussion in Section 2.2 by reviewing the intra-block analysis 
of a general block design under a standard fixed effects model. Two no­
tions of balance are introduced and studied in Section 2.3. The recovery 
of inter-block information is discussed in Section 2.4. In section 2.5, the 
notion of efficiency factor of an incomplete block design is briefly intro­
duced. Throughout, we use the following notations and terminology in 
respect of an arbitrary block design. 

Consider an arbitrary block design d involving v treatments and b 
blocks. For 1 $ j $ b, the size of the jth block of dis denoted by kd;, 
that is, the jth block has k41 experimental units and for 1 $ i $ v, Tdi 

is the replication of the ith treatment in d, that is, the ith treatment 
appears r di times in the d. A design d is called proper if kd; = k for all 
j and equireplicate if r di = r for all i. A block design d is completely 
characterized by a v x b matrix Nd = (ndij) where ndij is the number 
of times the ith treatment appears in the jth block. Clearly, the { ndij} 

are nonnegative integers and 

v b 

L ndij = k41, 1 $ j $ b, L ndij = Tdi, 1 $ i $ v. (2.1.1) 
i=l j=l 

The matrix N d is called the incidence matrix of the design d. A block 
design is called binary if ndij = 0 or 1 for all i,j, 1 $ i $ v, 1 $ j $b. 

We shall throughout use the following notations with respect to a 
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block design d: 

kd - (kdt, ... , kdb)', the column vector of block sizes, 

rd - (rdb ... , Td11 )', the column vector of replication numbers, 

Kd - diag(kdl, ... , kdb), the diagonal matrix of block sizes, 

Rc - diag( r dl, ... , r dv ), the diagonal matrix of replication numbers. 

Then, it is easy to see that l~Nd = kd and Ndlb = rd, where Nd is the 
incidence matrix of d. The subscript d refers to a given block design d 
and we may drop this subscript when there is no confusion likely. 

2.2 Intra-block Analysis 

Consider a block design with v treatments, b blocks and incidence matrix 
Nd = (ndi;). As before, for 1 $ i $ v, we let Tdi to denote the replication 
of the ith treatment and for 1 $ j $ b, kd;, to denote the block size of 
the jth block. At this stage, we do not make any assumptions about 
the block sizes or replications of the treatments. For the analysis of the 
data. obtained through the design d, we postulate the following linear 
model: 

li;u = P. + 'Ti + /3; + €iju, (2.2.1) 

where li;u is the observable random variable corresponding to the uth 
observation in the (i,j)th cell defined by the ith treatment and the jth 
block, p. is a. general mean, 'Ti, the effect of the ith treatment, /3;, the 
effect of the jth block and { €iju} are random error components, assumed 
to be mutually uncorrela.ted with zero means and constant finite variance 
u2• Clearly, if ndij = 0 for some pair (i,j), then there is no observation 
in that cell. Barring the error components, all other effects on the right 
side of (2.2.1) are assumed to be fi:ced (nonrandom). The analysis under 
such a fixed effects model is generally termed as intra-block analysis. 

It may be noted that in the above formulation, we have considered 
an arbitrary block design which is possibly unequally replicated, has 
possibly unequal block sizes and could be non-binary. Also, in model 
(2.2.1), we assume that the intra-block variance, u2, is a constant. In 
practice, often an experimenter chooses a block design with equal block 
sizes. However, there exist practical situations where blocks of unequal 
sizes arise quite naturally (see e.g., Pearce (1964)) and, in such situa­
tions, one might have to use designs with unequal block sizes. If the 
intra-block variance is assumed to be proportional to the block size and 
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the block sizes do not vary appreciably, the assumption of constancy of 
intra-block variance is not very serious and consequently, the analysis 
that follows under the model (2.2.1) remains valid. 

We may rewrite (2.2.1) in matrix notation as 

(2.2.2) 

with 
(2.2.3) 

where Y is the n x 1 vector of l'i;u 's, T = ( TI, ... , Tv)' ,/3 = (f3b ... , f3b)', 

e is the vector of random error components, n = L:~=l rdi = L:;=l kd;i; 
D1d (respectively, D2d) denotes the v x n (respectively, b x n) treat­
ments (respectively, blocks) versus observations incidence matrix, i.e., 
the (a, {3)th element of D1d (respectively, Dad) is 1 if the {3th obser­
vation comes from the ath treatment (respectively, nth block), and is 
zero otherwise. In (2.2.3), E stands for expectation and lD> denotes the 
dispersion (variance-covariance) matrix. 

It can easily be verified that 

D1dDid = Rei, D2dD~d = Kd, D1dDu = Nd, (2.2.4) 

D1dln = rd, D2d1n = kd, Didlv = ln = D~41b. (2.2.5) 

Applying the method of least squares for the estimation of parame­
ters of the model (2.2.2), we arrive at the following normal equations: 

( n k' r' ) ( J.£ ) ( G ) 
kd ~ ~ {3 = B , 
Td Nd Rd T T 

(2.2.6) 

where G = l~Y is the grand total of all observations, B = (Bb ... , Bb)' 
= D2dY is the vector of block totals and T = (Tb ... , Tv)' = D1dY 
is the vector of treatment totals. 

Observe that (2.2.5) implies 

- Rank(E), (2.2.7) 

where 
(2.2.8) 

We now have the following result. 
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Lemma 2.2.1 For any block design d with v treatments and b blocks, 
the identity 

(2.2.9) 

holds, where 

Cd = ~ - NdK;i1 Nd and Dd = Kd - NdR;i1 Na. (2.2.10) 

Proof Let 

A1 = ( -N~~il ~ ) ,A2 = ( ~ -N;:d1 
) • (2.2.11) 

Clearly, A1 and A2 are nonsingular matrices. Hence, 

Rank(E) - Rank(A1EA1) - Rank ( ~d ~d) 
Rank ( ~d ~)· 

(2.2.12) 
- Rank(A2EA~) -

The result now follows. 0 

Note that the matrices Cd and Da, given by {2.2.10) are symmetric 
of orders v and b, respectively, and each has zero row sums. 

Premultiplying both sides of (2.2.6) by the matrix 

(Ov - NaK;i1 Iv) 

we get the equation 
(2.2.13) 

where 
(2.2.14) 

The vector Q is called the vector of adjusted treatment totals. Equations 
(2.2.13) are often called the reduced normal equations for treatment ef­
fects. 

The matrix Ca, given by (2.2.10) and appearing in the reduced nor­
mal equations (2.2.13), is of fundamental importance in the analysis of 
block designs. This matrix is generally referred to as the "0-matrix" of 
the design and we shall often use this terminology in the sequel. 

Remark 2.2.1 The matrix Cd can also be expressed in terms of an 
orthogonal projection matrix (see A.1.12 of the Appendix) as 

Ca = D1aPr.L(L)D~a' 
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Lemma 2.2.2 E(Q) = CdTi D(Q) = u2Cd. 

Proof. From (2.2.14), 

lE( Q) - lE(T - NdKi1 B) 

Again, 

- (Dtd - Dtd~d(D2dD;d)-1 D2d)1E(Y) 

- (Dtd- DtdD~d(D2dDu)-1 D2d)(~ln + ~dT + D;d{j) 

- (~- NdKi1Nd.)-r, using (2.2.4) 

- CdT· 

u-2D(Q) - (Dtd- Dtd~d(D2dDu)-1 D2d) x 

(Dtd - Dtd~d(D2dD'2d)-1 D2d)' 

- Rd - NdKi1 N~ 
- cd. 

In the right side of the first line above, x denotes the usual matrix 
product. 0 

Lemma 2.2.3 (a) Cd is n.n.d.; (b) Cdlv = 0 and hence Rank(Cd) :5 
v -1; (c) the equations (2.2.13) are consistent, whatever be the mnk of 
cd. 
Proof. The proofs of (a) and (b) are left as an exercise; we provide a 
proof of (c) only. We have 

Cd - DtdD~d - DtdD2d(D2dD2d)-1 D2dD~d 
- Dtd(I - Du(D2dDu)-1 D2d)D~d (2.2.15) 
- DtdZdZ~~d' 

where 
{2.2.16) 

by virtue of the result in A.1.12, is a symmetric idempotent matrix. 
From (2.2.15), it follows that 

C(Cd) = C(DtdZd) (2.2.17) 

where C(A) denotes the column space of a matrix A and in proving 
{2.2.17), we have used the fact stated in A.1.4. Also from (2.2.14), 

Q - (Dtd - DtdD2d{D2dD'2d)-1 D2d)Y 
- Dtd(I- Du(D2dD'2d)-1 D2d)Y 
- DtdZdY = DtdPrl-(D2d)Y. 

(2.2.18) 
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Hence, Q E C(DtdZd) and the proof is complete. D 

Definition 2.2.1 A linear parametric function p1T is said to be a treat­
ment contrast if p is non-null and p'lv = 0. A treatment contrast is 
called an elementary contrast if p has only two nonzero entries, these 
being -1 and 1. Furthermore, a treatment contrast p' T is called nor­
malized if p' p = 1. 

Lemma 2.2.4 A linear parametric function p'T is estimable under a 
block design d if and only ifp E C(Cd), where Cd is the C-matrix of d. 

Proof. Suppose p E C( Cd) => p = Cd~ for some vector ~. H T- is a 
solution of {2.2.13}, then 

and by Lemma 2.2.2, 

E{p'T-) = ~'E(Q) = ~'GdT = p1T, 

so that p' T is estimable. 
Conversely, let p1T be estimable. Then, by the definition of an es­

timable function, there exists a linear function of Y, say, l'Y such that 

E(l'Y) - p 1T, forallp.ER,TERv,,BERb 

=> p.l' ln + l' D~dT + l' D~d,a - p' T, for all p. E R, T E Rv, ,(3 E Rb 

=> l'ln = 0, l' D~d = 0, p' = l' D~d· 
Now, p = Dtdl = Dtd(I - ~d(D2dD~)-1 D2d}l, as D2dl = 0. This 
implies that p E C(DtdZ). But C{DtdZ) = C(Cd) and hence the result. 

0 

It follows from Lemma 2.2.3 (b) and Lemma 2.2.4 that a necessary 
condition for a linear parametric function p' T to be estimable under a 
design d is that it be a treatment contrast. Also, if p' T is estimable 
under a design d, then its best linear unbiased estimator (BLUE) is p' f, 
where f is a solution of (2.2.13). 

Definition 2.2.2 A block design d is said to connected if all treatment 
contrasts are estimable under d. 

An equivalent definition of connectedness of a block design, given by 
Bose (1950) is as follows. 
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Definition 2.2.3 A treatment i and a block j in a block design are 
said to be associated if the treatment i appears in block j. A pair of 
treatments is said to be connected if it is possible to pass from one to the 
other through a chain consisting alternatively of treatments and blocks 
such that any two members of a chain are associated. A design is said 
to be connected if every pair of treatments is connected. 

The property of connectedness is related to the rank of the C-matrix 
of the design, as shown in the following result. 

Theorem 2.2.1 A block design d with v treatments is connected if and 
only if Rank( Cd) = v - 1. 

Proof. Let d be connected. Then all treatment contrasts are estimable 
under d, i.e., by Lemma 2.2.4, p E C(Cd) for all non-null v x 1 vectors 
p satisfying p'lv = 0. Since the space of all such vectors has dimension 
v-1, we get Rank(Cd) ~ v-1, which, in conjunction with Lemma 2.2.3 
(b), yields Rank(Cd) = v -1. 

Conversely, if Rank(Cd) = v-1, then by Lemma 2.2.3 (b), p E C(Cd) 
for all non-null v x 1 vectors satisfying p'lv = 0. Thus by Lemma 2.2.4, 
all treatment contrasts are estimable and the design is connected. D 

We next bring in the notion of an orthogonal block design. Consider 
the equations {2.2.6). Premultiplying both sides of {2.2.6) by the matrix 

{0& 1& - NdR;t1}, 

we get the equation 
(2.2.19} 

where 

(2.2.20) 

The equations {2.2.19) are the reduced normal equations for block effects. 
The vector P is called the vector of adjusted block totals. Rewriting 

Q - T-NdKi1B 

- (Dtd- D1dD~dK;i1D2d)Y, 

and 

p - B-NdR;i1T 

- (D2d - D2dlYrdR"d1 D1d)Y 
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it is seen that the covariance between Q and P (i.e., the v x b matrix of 
covariances between the components of Q and P} is 

u-2Cov( Q, P) - (Dld- DtdD~aKi1 D2d)(D2d - D2dD~dRd"1 Dtd)1 

- NdKi 1 N~Rd"1 Na-Nd. (2.2.21) 

Lemma 2.2.5 For a connected block design d, the covariance between 
Q and Pis zero if and only if Nd = rdk~jn. 

Proof. The "if" part is easy to prove, so we only provide a proof of the 
"only if' part. 

Cov(Q,P) = 0 

=> NdKi1 N~Rd"1 Nd - Nd = 0 

=> (Rei. - Cd)Rd"1 Nd - Nd - 0 

=> CdRd"1Nd - o. 

Let Rd"1 Nd =A, where A is avxb matrix. Since the design is connected, 
by Lemma 2.2.3 (b) and Theorem 2.2.1, it follows that the columns of 
A, say a1, a2, ... , a& are proportional to 1v, i.e., 

where ai 's are some scalars. This gives 

where a = ( a1, ... , a&)'. From (2.2.23), we have 

which gives 
1/ N. k' 1' I I v d = d = vrda = na. 

Hence, we have a' = k~/n and the result is proved. 

We now have the following definition. 

(2.2.22) 

(2.2.23) 

D 

Definition 2.2.4 A connected block design is said to be orthogonal if the 
incidence matrix of the design satisfies the condition of Lemma 2.2.5. 
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From (2.2.13), (2.2.19) and Lemma 2.2.5, it follows that under an 
orthogonal design, the BLUE of any treatment contrast is uncorrelated 
with the BLUE of any block contrast and, this is a characteristic prop­
erty of an orthogonal block design. See also Remark 2.2.2. 

Designs which are not orthogonal as per Definition 2.2.4 may be 
termed nonortkogonal. It is clear from Lemma 2.2.5 that if at least one 
entry of the incidence matrix Nd of a design d is zero, d cannot be orthog­
onal. A block design with at least one zero entry in its incidence matrix 
is called an incomplete block design. It is also clear that a randomized 
complete block design is an orthogonal design as, for such designs, the 
incidence matrix has all its entries equal to 1. 

We now discuss the testing problem in the context of connected block 
designs. To that end, we make an additional assumption that observa­
tions are normally distributed. Suppose we are interested in testing a 
hypothesis 

H : Tl = T2 = · · · = Tv (2.2.24) 

against the alternative 

A: At least one pair of treatment effects is different from each other. 
(2.2.25) 

The hypothesis H is equivalent to testing the hypothesis that a set of 
( v - 1) linearly independent treatment contrasts are each equal to zero. 
Following the standard results in linear models (see Section A.2 of the 
Appendix), the residual sum of squares under the model {2.2.2) is 

where ji., i', ~ are a solution of the equations {2.2.6). Now, 

Ro2 - (Y- P,ln- D~di'- D~d~)'(Y- fi.ln- D~di'- D~d~) 
= Y'(Y- fi.ln- D~d+- D~i3), by virtue of normal equations 

- Y'Y- (T'- B' Ki1 Nd)i'- (B' Ki1 Ndi' + B' ~ + ji.G) 
- Y'Y- Q'T-- B' K;;1 B, again, using the normal equations. 

(2.2.26} 

The residual sum of squares, under the hypothesis H is similarly 
seen to be 

(2.2.27) 
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Hence, R12 - ~2 = Q'+ = +'Q. Following the results given in 
Section A.2 of the Appendix, a test for the hypothesis H is then based 
on the ratio 

:F _ (R12 - ~2)/(v -1) 
- (Ro2/ne) 

(2.2.28) 

where ne = n - v - b + 1, the degrees of freedom associated with Ro2. 
The statistic :F, under the hypothesis H, has a central F -distribution 
on ( v - 1) and ne degrees of freedom. One would therefore reject H at 
o level of significance if :F > Fa;v-l,n.,, where Fa;v-l,n., is the upper o 
percent point of an F -distribution on ( v - 1) and ne degrees of freedom. 

The numerator of the statistic :F, viz., +'Q, is sometimes called the 
"adjusted treatment sum of squares". The above analysis can be put 
formally in an analysis of variance table, as shown below. 

TABLE 2.2.1: Analysis of Variance 

Source d.f. s.s. 
Treatments( adj.) v-1 f-'Q =Sf 

Blocks( unadj.) b-1 B'Ki1B- n-1Y'JnY = ~b 

Intra - block Error ne Ro2 

Total n-1 Y'(In- n-1Jn)Y = S2 
The sum of squares due to the intra-block error (Ro2} is generally 

obtained by subtracting from the total sum of squares, the total of the 
sums of squares due to treatments (adjusted} and blocks {unadjusted). 

Similarly, if one is interested in testing the hypothesis 

H' : f31 = 132 = · · · = f3b, 

one has to obtain, what may be called "adjusted block sum of squares", 
b A A 

given by E f3;P; = s~. say, where f3; is a solution of (2.2.19). One may 
i=l 

obtain the adjusted block sum of squares by using the following identity: 

sl + s~ = s~t + s~. 
where S!t (=Treatment S.S. (unadj.)) is given by 

S~t = T'Rd"1T- n-1Y' JnY, 
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and the other terms are as in Table 2.2.1. 
Observe that a solution of (2.2.13) is 

+=cd-q· 

The adjusted treatment sum of squares is thus 

+'Q = Q'+ = Q'C[Q. (2.2.29} 

As shown in the proof of Lemma 2.2.3 (c), Q E C(Cd) and thus by A.1.6, 
Q'cd-q is invariant to the choice of a g-inverse of cd. 

If p' 'T is an estimable treatment contrast under a design d, its BLUE, 
as noted earlier, is p'i" = p'Cd-Q and 

Var(p'+} - p'cd-ID>(Q)(cd-)'P 

- u2p'cd-cd(cd-)1P 

- u2p'cd-cd(cd-)'Cdl\ as p = Cdl\, for some )\ 

- u2p'cd-cd)\ 

- u2p'Cd-P· (2.2.30) 

Similarly, if p'.,. and q'.,. are two estimable treatment contrasts, then 
the covariance between the BLUEs of these contrasts is given by 

(2.2.31} 

Remark 2.2.2 From Lemma 2.2.5, it is easy to verify that the C­
matrix of an orthogonal design 0, denoted by Co, is given by 
Co= Ro- n-1ror0 and a choice of a g-inverse of Co is Co- = R(:/, 
which is very easy to compute; here Ro and ro are respectively, the 
diagonal matrix and the column vector of replications in the design 0. 
Under an orthogonal design 0, from (2.2.14) and (2.2.29)! it is eas­
ily seen that the vector of adjusted treatment totals and the adjusted 
treatment sum of squares are given respectively, by Q0 = T- n-1Gro 
and Q0co-Q0 = T'R(:/T- n-1G2, where as before, T,G and n are 
respectively, the vector of treatment totals, the grand total of all obser­
vations and the total number of experimental units in 0. Thus, under 
an orthogonal design, the adjusted treatment sum of squares is the same 
as the unadjusted treatment sum of squares and this makes the com­
putations of the different sums of squares in the analysis of variance 
table particularly simple. Also, under an orthogonal design, the BLUE 
of an estimable treatment contrast p'T, is p' R(/Q0 = p' R(/T and its 
variance, by (2.2.30) is, simply u2p' R(}p. 
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From the foregoing, it is clear that the intra-block analysis of an 
arbitrary block design essentially boils down to the computation of a 
g-inverse of the C-matrix of the design. For a connected block design d, 
there are various methods available for the computation of a g-inverse 
of Cd. Some of these are described below; throughout, the design dis 
assumed to be connected. 
(i) Let Ud = Cd+rdr~fn. Then, it can be shown that Ud is nonsingular 
and that Ui1 is a. g-inverse of Cd. Hence a solution of (2.2.13) is given 
by 

A u-tq T= d • (2.2.32) 

The adjusted treatment sum of squares is thus Q'Ui1Q. 
(ii) A square matrix A is called doubly centered if the row sums and 
column sums of A are all equal to zero. H a doubly centered matrix A 
of order m has rank m- 1, then the unique doubly centered g-inverse 
of A is A+, the Moore-Penrose inverse. Rao and Mitra (1971, p. 181) 
show that under the stated conditions on A, the Moore-Penrose inverse 
A+ is given by 

Since Cd, the C-matrix of a block design dis doubly centered of order 
v and Rank( Cd) = v - 1 because d is connected, 

CJ" = (Cd + v-1Jv)-1 - v-1Jv 

and furthermore, ct is also doubly centered. 
(iii) Let 01, 02, ... , Om (m :::; v- 1) be the distinct positive eigenvalues 
of cd and ~1,~2, ... ,(m, the corresponding orthonormal eigenvectors. 
Then, a. g-inverse of Cd is given by 

m 

c;; = I:oi-~~i(~. 
i=l 

Remark 2.2.3 In this section, the analysis of data. from an arbitrary 
block design has been discussed under a standard Gauss-Markov model, 
assuming normality of the errors. As an alternative to this infinite pop­
ulation theory model, one may consider a finite population theory model 
that takes into account the randomization. Analysis under such a for­
mulation is often termed as randomization analysis. The randomization 
analysis of block designs has been described in detail in Calinski and 



18 2. Analysis and Properties of Block Designs 

Kageyama (2000) (see also, Hinkelmann and Kempthorne (2005)), and 
thus we do not elaborate on this analysis here. The above references 
may be consulted for details on randomization analysis. 

2.3 Balancing in Block Designs 

In this section, the notion of balance in the context of block designs is in­
troduced. Two notions of balance, viz., variance-balance and efficiency­
balance are studied. We begin with a definition of variance-balance. 

Definition 2.3.1 A connected block design is said to be variance­
balanced if it permits the estimation of every normalized treatment con­
trast with the same variance. 

An equivalent definition of variance-balance is as follows. 

Definition 2.3.2 A connected block design is said to be variance­
balanced if it permits the estimation of every elementary treatment con­
trast with the same variance. 

The next result due to Rao (1958) provides a characterization of 
connected variance-balanced designs. 

Theorem 2.3.1 A connected block design d is variance-balanced if and 
only if all the nonzero eigenvalues of Gd, the G -matrix of d, are equal. 

Proof. Let 0 = 6do < 6d1 ~ 6~ $ · · · $ 6d,v-1 be the eigenvalues of 
Gd and Eo= v-112lv,E1 ,~2 , ••• ,~v-l be the corresponding orthonormal 
eigenvectors. Define the v x ( v - 1) matrix P as 

(2.3.1) 

Then, P' T represents a set of ( v - 1) orthonormal treatment contrasts, 
each one of which is estimable under d. The BLUE of P'-r is P'f, where 
f is a solution of the normal equations (2.2.13). The dispersion matrix 
of P'f is 

D(P'f) - u2P'GiP 

- .,op (Eo .. -•(,(,) P 
t=l 

- a9 -1 
(T d. , (2.3.2) 
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where ed = diag(Odt, · · ·, Od,v-1)· 
Now, first assume that the design is variance-balanced. Then, since 

from (2.3.2) we have Var(E'i'r) = u20di -1, 1 :::; i :::; v- 1, it follows that 

we must have Od1 = · · · = Od,v-1· 

Conversely, if Od1 = · · · = Od,v-1 = 0, say, then by (2.3.2), 

2 

ID>(P'f') = ~ lv-l· 

For any normalized treatment contrast e' T I now observe that e = Pl' 
where the (v- 1) x 1 vector l satisfies l'l = 1. Hence 

Var(('f') - Var(l'P'f) 

- l' ( ~2 lv-1) l 

q2 
= e· 

Thus the variance of the BLUE of every normalized treatment contrast 
is u 2 JO, i.e., the design is variance-balanced. D 

Corollary 2.3.1 A connected block design is variance-balanced if and 
only if its C-matrix is completely symmetric (i.e., C =(a- b)Iv + bJv 
for some scalars a, b). 

Proof. The proof is immediate from the following result: 

A symmetric matrix A of order n is completely symmetric if and only 
if A has only two distinct eigenvalues, one of these with multiplicity n-1, 
and 1n is an eigenvector corresponding to the other eigenvalue. 

To prove this, let A be an n x n symmetric matrix with distinct 
eigenvalues 811 82, where 82 is of multiplicity n - 1 and 1n is an eigen­
vector corresponding to 81. Then, there exists an orthogonal matrix 

U = [ n-;1~ ] , say, such that 

U AU' = [ 801 O' ] 
82/n-1 . 

Hence, 
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as, P'P =In- n-1Jn. The converse is easy to prove. 0 

From Corollary 2.3.1 and remembering that the row (column) sums 
of the C-matrix are equal to zero, it is easy to see that the C-matrix of 
a connected variance-balanced block design d is given by 

Cd = 8(1v- v-1Jv), (2.3.3) 

where 8 > 0 is a scalar. 
Since the matrix (111 - v-1Jv) is idempotent, it is easily seen that 

the following are two possible choices of a g-inverse of the C-matrix of 
a variance-balanced design d: 
(i) Ci = 8-1 lv. 
(ii) Ci = 8-1(Iv- v-1 Jv)· 
We next have the following result. 

Theorem 2.3.2 The incidence matrix Nd of an equ.ireplicate, proper, 
binary variance-balanced design d with v treatments satisfies 

NdNd = (r - .>..)Iv + .>..Jv, {2.3.4) 

where r is the replication number of the design, .>.. is a scalar satisfying 
.>..(v -1) = r(k -1) and k is the common block size. 

Proof. For an equireplicate and proper block design d with v treatments, 
b blocks and incidence matrix Nd, the C-matrix is given by 

Cd = rlv- k-1 NdNd_. (2.3.5) 

Also, if the design is binary, we have 

tr(Cd) = vr- vrjk = vr- b. (2.3.6) 

Since dis variance-balanced, its C-matrix is given by (2.3.3) and thus, 

tr(Cd) = 8(v -1). (2.3.7) 

From (2.3.6) and (2.3.7), we have 

8 = (vr- b)j(v- 1). (2.3.8) 

The result now follows from (2.3.3), (2.3.5) and the fact that bk = vr. 
0 

A binary, equireplicate and proper block design with incidence ma­
trix satisfying (2.3.4) is known as a balanced incomplete block (BIB) 
design. Such designs are studied in greater detail in the following chap­
ter. 

We now have the following result. 
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Theorem 2.3.3 For every nonorthogonal connected equireplicate varia­
nce-balanced block design involving v treatments and b blocks, the in­
equality b ~ v holds. 

Proof For a connected variance-balanced block design d with v treat-
ments, 

Cd = 6(Iv - v-1 Jv). 

Thus, the eigenvalues of Cd are zero (with multiplicity one) and 6 with 
multiplicity v - 1. Hence, for an equireplicate design with common 
replication r, the eigenvalues of the matrix Pd = NdK;j1 N~ = rlv- Cd 
are r and r - 6, with respective multiplicities 1 and v - 1. It follows that 
Pd is singular if and only if r = 6. In such a case, Pd and hence, Nd is of 
rank unity and the columns of Pd, and hence those of Nd, are spanned 
by the vector lv, the eigenvector corresponding to the zero eigenvalue of 
Cd. It follows then that if r = 6, the rows of Nd are identical. Clearly, 
designs with such incidence matrices are orthogonal. If we exclude these 
orthogonal designs, then for every other equireplicate variance-balanced 
design, Pd is nonsingular and thus, 

0 

Remark 2.3.1 The inequality b ~vis referred to as Fisher's inequal­
ity as Fisher (1940) was the first to have obtained this inequality in the 
context of Bill designs. The same inequality was obtained by Atiqul­
lah (1961} and Raghavarao (1962} for binary, equireplicate variance­
balanced designs. The result in Theorem 2.3.3 due to Dey (1975} gen­
eralizes these results. 

We next consider the notion of efficiency-balance. This notion of 
balance was introduced by Jones (1959) and studied subsequently by 
several authors including Calinski (1971}, Pearce, Calmski and Marshall 
(1974), Williams (1975), Puri and Nigam (1975), Dey, Singh and Saha 
(1981), Calinski and Kageyama (2000} and Dey (2008). Consider a 
connected block design d with v treatments and b blocks and as before, 
let Cd be the C-matrix of d. Also, let 

Pd - ( JTdl, · · ·' y'rd;)' 

nj - diag( v'Tdl, ... , y'Td;). 
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Define the v x v matrix Ad as 

1 1 

where R;2 is the inverse of Rj. 
It can be seen that 
{i) Rank(Ad) = Rank(Cd) = v- 1, 
(ii) Ad is nonnegative definite and, 
(iii) the eigenvalues of Ad and Ri1Cd are the same. 

(2.3.9) 

Let 0 = AdQ < Adt :5 Ad2 :5 · · · :5 Ad,v-1 be the eigenvalues of Ad 
and E'tiO = n-112pd,E'dl• ••• ,E'd,v-l be the corresponding orthonormal 
eigenvectors. Then Ad has the spectral representation 

v-1 

Ad = L: Adiedie~i· (2.3.10) 
i=O 

For 1 :5 i :5 v - 1, the Adi 's are called the canonical efficiency factors of 
the design d (James and Wilkinson {1971)). We now provide a statistical 
interpretation of the canonical efficiency factors of a (connected) block 
design d. For 1 :5 i :5 v- 1, let 

1 
Pa = RJ(di· {2.3.11} 

H T = ( r1, ... , r, )' is the vector of treatment effects, then ~T represents 
a contrast of treatment effects for each i, 1 :5 i :5 v - 1, because, 
~1, = (diPd = 0. The variance of BLUE of~.,. under the design d is 
then given by 

Var{JI;T-)d = cr2p~CiPi· 

In view of (2.3.9) and (2.3.10), choosing 

we have after some simplification, 

,7: ( /A) 2\-1 
var PiT = u "di ' (2.3.12) 

where, as before, u2 is the variance of an observation. Let d1 be a (pos­
sibly hypothetical) orthogonal design with the same replication numbers 



2.3. Balancing in Block Designs 23 

as in d. Then the variance of the BLUE of ~T under dt, from Remark 
2.2.2 is 

V: ( I A) 2 'R-1 2 ar PiT d, = u Pi d Pi = u . (2.3.13) 

If we now define the efficiency factor of the contrast p~T as the ratio of 
the variance of the BLUE of p~T under d1 to that under d, then one has 

Efficiency Factor(p~T) = Adi· (2.3.14) 

Thus, the canonical efficiency factors of a design d are the efficiency 
factors of the contrasts p~T relative to an orthogonal design with the 
same replication numbers as in d. Note that any treatment contrast is 
a linear combination of the contrasts {p~T, 1 ::; i ::; v - 1} and since 
these are linearly independent, they form a basis of the contrast space. 
Pearce, Calhiski and Marshall (1974) called a treatment contrast s1T a 
basic contrast if and only if CdR'd1s = £8 for some positive scalar £. 

It is not hard to see that the contrast ~T is a basic contrast for each 
i, 1 ::; i ::; v - 1. Thus, the canonical efficiency factors are also the 
efficiency factors of basic contrasts relative to a comparable orthogonal 
design. The (overall) efficiency factor of the design is defined to be the 
harmonic mean of the canonical efficiency factors. 
We now have the following two results. 

Lemma 2.3.1 For a connected block design d, all the canonical effi­
ciency factors are in the interval (0, 1]. 

Lemma 2.3.2 For a connected block design, each canonical efficiency 
factor equals unity if and only if the design is orthogonal. 

The proofs of these two results are left as an exercise. We next have 
the following definition. 

Definition 2.3.3 A connected block design is called efficiency-balanced 
if all its canonical efficiency factors are equal toE (say), where E E (0, 1]. 

The following result due to Williams (1975) provides a characteri­
zation of efficiency-balanced designs. The sufficiency part of the result 
was also obtained by Puri and Nigam (1975). 

Theorem 2.3.4 A connected block design d with v ;:::: 3 treatments is 
efficiency-balanced if and only if 

cd = t:(Rcl- rdr~/n), 

where e E (0, 1] is a scalar. 

(2.3.15) 
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Proof. Let d be efficiency-balanced. Then, (2.3.10) becomes 

(2.3.16) 

The proof of the "only if" part is completed by recalling that 
l ! 

Cd = RJ AdRJ . The "if" part is easy to prove. D 

We remark here that CaliD.ski (1971) and others worked with a ma­
trix Md (or equivalently, with MOd}, where 

Md = R;J 1NdKi1N~ =I- R;;1Cd, 

MOd - Md- lr~jn, (2.3.17) 

n being the total number of experimental units in d. Since the eigen­
values of~ and R;;1cd are the same, it follows that the eigenvalues of 
Md for a connected efficiency balanced design d are 1 with multiplicity 
unity and 1 - E ~ 0 with multiplicity v - 1. 

The two notions of balance are different in the sense that a. (con­
nected) variance-balanced design need not be efficiency-balanced and 
vice-versa.. For example, consider an incomplete block design with v = 4 
treatments 1,2,3,4, b = 4 blocks and block contents as (1,2), (1,3), (1,4) 
and (2,3,4). This design is efficiency-balanced with £ = 3/4 but not 
variance-balanced. The following result gives a. relationship between the 
two notions of balance. 

Theorem 2.3.5 If a connected block design d has two of the follow­
ing three properties, viz., (i) efficiency-balance, (ii) variance-balance, 
(iii) equal replication, then it has the third. 

Proof. (a) (i) and (iii) ==>- (ii). 
Let rdi = r for all i, 1 :::;: i :::;: v. Then, by (i) and (iii), the C-matrix 

of the design d is given by 

and by (2.3.3), dis variance-balanced. 
(b) (ii) and (iii) ==>- (i). 

Since d is variance-balanced, we have 

(2.3.18) 
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where (J > 0 is a scalar and this is of the form (2.3.15), since d is 
equireplicate. This proves (b). 
(c) (i) and (ii) => (iii). 

Since d is both efficiency- and variance-balanced, we must have 

This holds if and only if rdi = r for all i, 1 ~ i ~ v. 

The next result characterizes proper, binary efficiency-balanced 
designs. 

0 

Theorem 2.3.6 In the class of connected, proper, binary block designs, 
a balanced incomplete block design (if it exists) is the only efficiency­
balanced design. 

Proof. Let d be a proper, binary, efficiency-balanced design. Since dis 
efficiency-balanced, we have 

Cd - E(~- rdr~jn) 

=> Pd = NaKi1 N~ - {1- E)~+ Erdr~jn. 

Also, since dis proper, Kd = kl& and thus 

(2.3.19) 

Invoking the fact that d is also binary) the above implies that r di 's are all 
equal. Thus any proper, binary efficiency-balanced design is equirepli­
cate and hence, by Theorem 2.3.5, is variance-balanced as well. By 
Theorem 2.3.2, the only binary, proper, variance-balanced design is a 
balanced incomplete block design (provided it exists). o 

In the next result, it is shown that the Fisher's inequality also holds 
for all non-orthogonal efficiency-balanced designs. 

Theorem 2.3. 7 The Fisher's inequality b ~ v holds for all connected 
non-orthogonal efficiency-balanced designs. 

Proof. By Lemma 2.3.2, an efficiency-balanced design has E = 1 if and 
only if the design is orthogonal. For an orthogonal design d, Md = 
lr~/n, which is singular. As observed earlier, for a connected, non­
orthogonal efficiency balanced design, Md has two distinct eigenvalues, 
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1 and 1 - f. > 0 with multiplicities 1 and ( v - 1) and hence, in such a 
case, Md is nonsingular, which implies that 

D 

For some more results on efficiency-balanced designs, a reference may 
be made to Cali:Dski and Kageyama (2000). 

2.4 Recovery of Inter-block Information 

In the intra-block analysis of block designs discussed in Section 2.2, the 
treatment and block effects are treated as fixed. If the block effects 
are regarded as random variables, the analysis gets slightly modified as, 
now one has a mixed effeets model in contrast to the fixed effects model 
considered in the intra-block analysis. Under the assumption that the 
block effects are random, the analysis is termed as inter-block analysis, 
or, analysis with recovery of inter-block information. 

The need for recovery of inter-block information in incomplete block 
designs was first felt by Yates (1939, 1940). Yates observ~ that since the 
allocation of treatments to incomplete blocks is at random, it is reason­
able to assume that the block effects are themselves random variables, 
rather than fixed. Random block effects can also arise naturally in cer­
tain practical situations. For example, suppose an experiment consists 
of making measurements on a number of machines, the measurements 
being made by a set of operators. Due to practical limitations, each oper­
ator can make observations on a subset of the machines. The operators, 
which form the incomplete blocks, are possibly a random sample from 
a population of operators and thus, in such a situation, it is meaningful 
to treat the block effects as random rather than fixed. 

It was observed by Yates that if the experimental material is fairly 
heterogeneous, treating the block effects as fixed effects might result in 
the loss of information residing in the contrasts among block totals. To 
elaborate, suppose a proper incomplete block design with v = 6 treat­
ments is conducted with the (common) block size k = 3. Let the block 
contents be (1,2,4), (2,3,5) and (3,4,6) and let 'Y;j denote the observation 
pertaining to the ith treatment in the jth block, 1 :5 i :5 6,1 :5 j :5 3. 
The block totals are then 
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B2 - Y22 + Ya2 + Ys2 

Ba - Yaa + Y43 + Y6a· 

Under the model (2.2.1), we then have, for example, 

B1- B2 = (r1 + T2 + T4- T2- ra- rs) + 3/31-3/32 

+(eu + e21 + e41 - e22 - ea2 - es2). 
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If we now assume that the block effects /3;, j = 1, 2, are random 
variables, each with zero expectation, then E(B1 - B2) = 7''1 + T4-

ra - '7li· A similar picture emerges if we consider other contrasts of 
the block totals. Thus, under the assumption of random block effects 
with zero expectations, the block totals contain information about the 
treatment contrasts. Yates (1939, 1940) presented a method of analysis 
for recovering the inter-block information in certain block designs. A 
formal theory for recovery of inter-block information was given by Nair 
(1944) and a general treatment of the subject is due to Rao (1947b). 

In this section, we take up the combined intra-inter-block analysis 
of proper block designs. To that end, we present two basic approaches. 
The first approach, which is applicable to any proper block design, con­
sists of finding two estimators of a treatment contrast, one based on 
the intra-block model and the other on the inter-block model and then 
combining the two estimators so obtained in an optimal fashion. The 
second approach due to Bose (1975) gives a unified method of obtain­
ing combined intra-inter-block estimators of treatment contrasts under 
a binary and proper block design. 

We postulate the model (2.2.2) with assumptions (2.2.3), and the 
following additional assumptions: 

E(,8) = 0, D(,B) = CT& 2 I&, Cov(,8, E) = 0. (2.4.1) 

This means that the block effects in model (2.2.2) are now uncorre­
lated random variables with means zero and variance CTb 2 and, the block 
effects are also uncorrelated with the error terms. We shall call the 
model (2.2.2) with the assumptions (2.2.3) and (2.4.1) as the inter-block 
model. 

Let d be a proper block design with common block size k and in­
cidence matrix Nd. As pointed out earlier, since under the inter-block 
model, the block totals have information on treatment contrasts, it is 
convenient to work with block totals rather than individual observa­
tions. Thus, we now consider the vector of block totals, B and model 
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this, using (2.2.2) as 

B = D2dY = kp.lb + N:,-r + k/3 + D2dE, (2.4.2) 

where D2d. as before, is the b x n incidence matrix of blocks versus 
observations and all other terms are as in (2.2.2). 

We then have, by virtue of the assumptions (2.2.3) and (2.4.1), 

E(B) - kp.lb + N:,-r, 

D(B) - (k2u~ + ku2)Ib 

- k ( 1 + k :~) u2 ! 6 

- u2W, 

where W = k(1 + kulfu2 )Ib = kplb and 

p = (1 + kuVu2). 

Let us now define the b x 1 vector of "observations" as 

z _ w-iB 
_1_B 

- (kp)i . 

It is then easy to verify that 

(2.4.3) 

(2.4.4) 

(2.4.5) 

(2.4.6) 

The inter-block model in terms of the "observations" Z can now be 
written as 

E(Z) = w-i (klb N:,) ( ~ ) , D(Z) = u2 I. (2.4.7) 

The normal equations under the model (2.4.7) are then given by 

( ~: ) w-1 (kh N:,) ( ~ ) = ( ~: ) w-1 B. {2.4.8) 

This simplifies to 

(2.4.9) 
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where, as before, r d = ( r dl, ... , r dv )' is the vector of replication numbers 
in d, B = (B~, ... , Bb)' is the vector of block totals and G is the grand 
total of all observations. Premultiplying both sides of (2.4.9) by the 
nonsingular matrix 

[ 1 0~ ] 
-(bk)-1rd lv 

we obtain the following equations: 

[ b~ NdNd ':~dr~/b ] [ ~ ] = [ NdB ~GGrd/b ] . (2.4.10) 

A solution of (2.4.10) provides inter-block estimates. In particular, if 
one assumes that the design dis such that NdNd is nonsingular (note 
that this assumption does not hold for all incomplete block designs), 
then a solution of {2.4.10) can be obtained explicitly by taking the side 
restriction rdT" = 0 as follows: 

jJ. - G/bk, 

f- - (NdNd)- 1(NdB- Grd/b) 

- (NdNd)-1(NdB- (G/bk)NdNdlv) 

- (NdNd)-1NdB- (G/bk)lv, (2.4.11) 

the third line above being the consequence of the fact that NdNdlv = 
krd. 

Let e = p' T be a contrast of treatment effects. Recall from Section 
2.2 that the intra-block estimator of e under the design dis 

(2.4.12) 

with variance 
(2.4.13) 

The inter-block estimator of e from (2.4.11) (assuming that d is such 
that NdNd is nonsingular) is 

(2.4.14) 

with variance 
(2.4.15) 

where uf = k(kuf +u2). It is easily seen that €1 and €2 are uncorrelated. 
If we wish to combine these two uncorrelated estimators of e to construct 
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an estimator of e with the smallest variance, then the combined estima­
tor is given by the weighted average of €1 and {2, the weights being the 
reciprocal of the respective variances. The combined estimator I say e· 
is thus given by 

(2.4.16) 

where f/>1 = (u2p'Cip)-1 and f/>2 = (ufp'(NdN~)-1p)-1 . The weights 
4>1 and 4>2 will generally be unknown in practice and have to be estimated 
from the data. We shall return to this issue later in this section. 

We next consider an alternative approach for obtaining combined 
intra-inter-block estimators of treatment contrasts, essentially following 
Bose (1975). In this approach, we consider a binary, proper block design 
d with common block size k. Let the observations (obtained via this 
design) in the vector Y be so arranged that the first k components in Y 
come from the first block of the design, the next k come from the second 
block, ... , the last k come from the last block. With this ordering of 
the observations, it is easy to see that 

Hence, the dispersion matrix of Y is given by 

D(Y) - u2 In + O"b 2 D~dD2d 
- u2(Ib ® I~c) + ub2(Ib ® Jk) 

- lb®L =I:, say, 

where 

Clearly, 

where 
L - 1 = odk + (3Jk, 

a= 1/u2 , {J = -O"b 2/ {u2{u2 + kub 2)}. 

Let 

We then have 

(2.4.17) 

{2.4.18) 

(2.4.19) 

(2.4.20) 

(2.4.21) 

(2.4.22) 

(2.4.23} 

(2.4.24) 
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and hence, 

E-1 - Ib ® [wtik- {(w1- w2)/k}Jk] 

- w1In- {(w1- w2)/k}(Ib ® Jk) 

- wtln- {(w1- W2}/k}D~dD2d. 

The inter-block model can be rewritten as 

E(Y) = A9, ID>(Y) = E, 

(2.4.25} 

(2.4.26} 

(2.4.27} 

(2.4.28) 

where 
(2.4.29) 

Following the results in Section A.2 of the Appendix, the least squares 
normal equations for 9 are 

A'E-1A9 = A'r:-1Y, 

or, 

( 1' E-11 1' r;-ln' ) ( p.) ( 1' r;-ly ) 
n:dr;-l;n D~dE-lDrd T = D~r;-ly . (2.4.30) 

With E-1 given by (2.4.20) and {2.4.25)-(2.4.27), we have the fol-
lowing simplified expressions for the entries of the coefficient matrix and 
the right side of the normal equations (2.4.30}: 

(i) From (2.4.20), 

l'ni.:-11n - {lb ® lk)(Ib ® L-1)(1b ® lk) 

- {lb ® lk}(lb ® L-11k) 

- (lblb) ® (1A:L-11k) = b(1A:L-11k) 

- bk(a + k/3) = nw2. (2.4.31) 

(ii) Using (2.4.27}, we have 

(iii) 

l~E-1 D~d - l~(wtln- k-1(w1 - w2)D~dD2d)D~d 
- w1r~- (w1- w2)r~ 

(2.4.32) 

Dldr;-l D~d - Dtd(Wtin- k-1(w1- w2)D'2dD2d)D~d 
- w1Rtf.- k-1(w1 - w2)NdNd_. (2.4.33) 
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(iv) 

(v) 

2. Analysis and Properties of Block Designs 

l~E-1Y - l~(wtln- k-1DuD2d)Y 

- w1G- k-1(w1- w2)l~D'2dB 
- WtG- k-1(w1- w2)kl~B 
- W2G. (2.4.34) 

DtdE-1Y - Dtd(wtln- k-1(w1- W2).D2dD2d)Y 

- W}T- k-1(wl - W2)NdB 

- WtQ + w2(T- Q). {2.4.35) 

Thus the normal equations (2.4.30) boil down to 

( ::d w1~- (w~~~2)NdNdfk ) ( ~ ) - ( w;;G ) ' 
(2.4.36) 

where U = w1Q + w2(T- Q). 
Eliminating 1.1. from {2.4.36), we get the reduced normal equations 

involving T only as 

(2.4.37) 

where 

(2.4.38) 

and Cd and Q are as defined in Section 2.2. The normal equations 
(2.4.37) can also be written as CdMT = QM, where 

CdM - {wt - W2)CdF + w2Co, 

QM - (w1-w2)Qp +w2Qo, {2.4.39) 

CdF (respectively, Qp) is the C-matrix (respectively, the vector of ad­
justed treatment totals) under a fixed effects model and Co (respectively, 
Q0 ) denote the same under an orthogonal design (recall Remark 2.2.2). 

Equations (2.4.37) are the combined inter-intra block reduced normal 
equations for estimating linear functions of treatment effects. It is easy 
to verify that 

c;;tv = 0, l~Q· = 0. (2.4.40) 
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From (2.4.37), it is clear that the best linear unbiased estimator of an 
estimable linear function, say l'-r, of the treatment effects alone is of the 
form 

q'(w1Q + W2Q*), 

for some v x 1 vector q, where q is determined by 

(wtCd + w2Cc1)q = l. 

We now derive the expectations, variances and covariances of Qi's 
and Q;'s under the inter-block model. 
(a) 

lE(Q) - lE[(Dtd- k-1 NdD2d)Y] 

= {D1d- k-1 NdD2d)(JLln + D~d-r) 
- (D1d - k-1 NdD2d)D~d-r 
- Rd-r- k-1 Nd.Nd,-r =Cd-r· (2.4.41) 

Thus, the expectation of Q is the same, both under the intra-block 
model and the inter-block model. 
{b) 

D(Q) = (Dtd- k-1 NdD2d)(u2In + 0'&2D~dD2d) X 

(D~d- k-1D~dNd,) 
- u2(1ltJ- k-1 NdNd,) = u2Cd = w!1Cd, (2.4.42) 

which is the same as under the intra-block model. 
(c) 

(d) 

JE(Q*) = JE(T- Q- n-1Grd) 

- lE(k-1NdB- n-1Grd) 

= lE((k-1NdD2d- n-1rdl~)Y) 

- (k-1 NdD2d- n-1rdl~)(JLln + D~d-r) 
- (k-1 NdD2d- n-1rdl~}D~d-r 
- (k-1 Nd.Nd.- n-1rdrd)-r 

- c;-r. (2.4.43) 

D(Q*) - (k-1Nd.D2d-n-1rdl~}(u2In+U&2D2dD2d) x 

(k-1 D2d.Nd- n-11nrd) 

- u2Cd + ku&2Cci, on simplification 

- w2 -led. (2.4.44) 
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On similar lines, one can show that 

Var(G) - no-2 + nko-b 2 = 1U.cJ2 -1, 

Cov(Q,G) - 0, 
Cov(Q*,G) - o, 
Cov(Q,Q*) = 0. 

Therefore, the dispersion matrix of (Q, Q*, G)' is 

It follows then that 

(2.4.45) 

(2.4.46) 

(2.4.47) 

(2.4.48) 

(2.4.49) 

(2.4.50) 

In practice, the weights w1 and w2 will rarely be known. These 
therefore have to be estimated from the data. We take up this aspect now 
in the context of proper, binary designs. The suggestion of Yates (1940) 
to estimate the weights w1 and W2 was to first obtain unbiased estimators 
of u2 and O"b 2 and then plug in these estimators in the expressions for 
w1 and w2 to get the estimators of the weights. 

Consider the following sums of squares (S.S) from the intrarblock 
analysis of variance table: 

S~t - Unadjusted 'freatment S.S. 
v 

- L:n2/rdi- G2/n 
i=l 

- T R-1T- Y'l 1' Y /n d n n 
- Y'(D~dRd"1 D1d- Jnfn)Y. 

s;b - Unadjusted Block S.S 

- Y'(D~dD2d/k- Jn/n)Y. 

St2 - Adjusted Treatment S.S. 

- Q'CiQ. 

(2.4.51) 

{2.4.52) 

(2.4.53) 
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82 =Total S.S. = Y'(In- Jn/n)Y. 

Sb 2 - Adjusted Block S.S. 

- St2 + S~, - S~t· 

Ro2 - Intra-block Error S.S. 

- 8 2 -S~ -Sb2 

- S2 - St2 - s~b· 

(2.4.54) 

(2.4.55) 

{2.4.56) 

Using Lemma A.2.1, we evaluate the expectations of the various sums 
of squares listed earlier. 

(i) 

E(S~t) - E[Y'(D~dRd"1 D1d- Jn/n)Y] 

- (JLl~ + '7'1Dld)(D~dRd"1 D1d- Jn/n)(JLln + ~dT") 
+tr[(~dRd"1Dld- Jn/n)(u2ln + u~D'2dD2d)] 

- '7'1 ( JltJ, - r dr~/ n )'7' + ( v - 1 )u2 - ku, 2 

+ub 2tr(NdRd"1 Nd)· (2.4.57) 

Since we are considering only binary designs, 

j 

- Lril Ln~ii = Lr"i/ Lndij 

Hence, 

i j i j 

- L r;1rdi = v. 
i 

Similarly, we can show that 

(2.4.58) 
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(ii) 

(iii) 

(iv) 
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E(S~b) = (b- l)(u2 + kul) 
+-r'(Rcl- rdrd_jn)T- T1CdT. (2.4.60) 

1E(S2) - E(Y' A3Y), where A3 =In - Jnfn 

- (n -l)u2 + k(b -l)ub2 

+T'(.R,z- rdr~/n)T. {2.4.61) 

Under the inter-block model, we have seen that 1E(Q) = CdT and 
D( Q) = a2Cd. Therefore, 

E(Q'CiQ) = -r'CdCiCd-r + a2tr(CiCd) 

= -r'CdT + u2tr(CiCd)· 

Since CiCd is an idempotent matrix, tr(CiCd) = Rank(CiCd). But, 
firstly, Rank(CiCd) ~ Rank(Cd) and secondly, Cd = CdCiCd gives 
Rank(Cd) ~ Rank(CiCd), so that Rank(CiCd) = Rank(Cd) = v- 1. 
Thus, 

E(St2) = -r'Cd-r + u2(v -1). (2.4.62) 

(v) 

E(Ro2) - E(S2) -E(S;&) -E(St2) 

- ( n - v - b + 1 )u2• (2.4.63) 

(vi) 

E(S&2 ) - 1E(S2 ) -JE(s;t> -1E(Ro2 ) 

- (b -l)u2 + (bk- v)ub2. (2.4.64) 

From (2.4.63) and (2.4.64), we get unbiased estimators of u2 and ab2 

as 
{2.4.65) 



2.4. Recovery of Inter-block Information 

tib2 - {Sb2 - (b -1)se2}/(n- v) 
- (b -1)(sb2 - se2)/(n- v), 
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(2.4.66) 

where sb2 = 862/(b -1). We can now obtain estimates of the weights 
WI and W2 as 

.. -2 
WI - Se , 

n-v w2 
- (n- k)s~- (v- k)sr 

(2.4.67) 

It may be noted that the estimator of ul given by (2.4.66) could be 
negative for a given data set. In that case, we take D-2 as an estimator 
for ul. 

Another alternative to the Yates procedure, outlined above for esti­
mating the variance components u2 and ul is based on the maximum 
likelihood method. For adopting this approach, we assume normality 
of observations. Recalling the inter-block model, we have seen that one 
can write the model as 

E(Y) = A8, D(Y) = u2V, (2.4.68) 

where 

A= (ln D~d), 8' = (p. T 1), V = 5D~dD2d +In and 5 = uVu2• 

(2.4.69) 
Assume that Y rv Nn(A8, u2V}, i.e., the observations vector follows 
an n-variate normal distribution with mean vector A8 and dispersion 
matrix u2V. The logarithm of the likelihood function L for Y is then 

n n 2 1 1 1 _ 1 
-2loge 211"- 2loge 0' - 2loge det(V)- 20"2 (Y- A8) V (Y- A8). 

(2.4.70) 
It has been shown by Hartley and Rao (1967) that the maximum lik~ 
lihood estimators of 8, 6 and u2 can be obtained as solutions of the 
following equations: 

~A'V-1(Y- A8) = O, 
0" 

(2.4.71) 

-~tr(V-1 DuD2d) + 2~2 (Y- AB)'V-1 D~dD2dV-1(Y- A8) = 0, 

n 1 ( )' 1 --+- Y-A8 v- (Y-AB)-0 2u2 2u4 - · 

(2.4.72} 

(2.4.73) 
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An advantage of this procedure is that the fixed effects r and the vari­
ance components are estimated simultaneously via an iterative process. 
For more details, we refer to Hartley and Rao (1967). For some re­
lated work on the method of maximum likelihood, see also Patterson 
and Thompson (1971) and Hemmerle and Hartley (1973). 

Remark 2.4.1 It is clear that the estimators of treatment contrasts 
based on the combined intra-inter-block estimators will be affected when 
the weights w1 and w2 are estimated by substituting unbiased estimators 
of the variance components a2 and al in the expressions for wi, i = 1, 2. 
The two questions that arise in this situation are: (i) is the combined 
estimator of a treatment contrast unbiased? (ii) does the combined es­
timator has a smaller variance than that of the intra-block estimator? 
Roy and Shah (1962) answered the first question in the affirmative for 
the Yates procedw:e. Furthermore, Shah (1964) showed that the com­
bined estimator obtained through the Yates procedure has smaller vari­
ance than that of the corresponding intra-block estimator if kul ~ u 2• 

However, this condition may often not hold. For reviews, additional 
references and other results on this topic, see Shah (1975, 1992) and 
Bhattacharya (1998). 

2.5 Efficiency Factor 

In practice, one may often be interested to know whether an incomplete 
block design is more efficient than a corresponding randomized complete 
block design or, more generally, in relation to an orthogonal design. 
One might also be interested to compare several incomplete block de­
signs with respect to their efficiency. For making this assessment, the 
efficiency factor of a design can be used. Recall that we have intro­
duced the term efficiency factor earlier in this chapter while discussing 
efficiency-balanced design as the harmonic mean of the canonical effi­
ciency factors. Often, the efficiency factor of a design is computed by 
comparing the average variance of the BLUEs of elementary contrasts 
for the design under consideration with that for a comparable random­
ized complete block design (in case the design under consideration is 
equireplicate). For equireplicate designs, the efficiency factor defined 
in Section 2.3 equals the efficiency factor derived as the ratio of the 
average variance of the BLUEs of elementary treatment contrasts, as 
indicated above; however, for unequireplicated designs, these two might 
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be different. See Pearce {1970) for a discussion on this aspect and also 
Kempthome (1956). 

In this section, we briefly introduce the notion of efficiency factor 
for incomplete block designs which are equireplicate. Throughout this 
section, only the intra-block model is considered. 

Let d be a connected incomplete block design with v treatments. We 
first have the following result. 

Lemma 2.5.1 The average variance of the BLUEs of all elementary 
treatment contrasts under a connected incomplete block design d is in­
versely proportional to the harmonic mean of the positive eigenvalues of 
cd, the c -matri:E of d. 

Proof. Let U be a (~) x v matrix defined as 

1v-1 -lv-1 
Ov-2 lv-2 -lv-2 

U= 
O.v-3 Ov-3 1v-3 -lv-3 

02 02 02 ... 12 -12 
0 0 0 0 1 -1 

where, as before, for a positive integer s, 1, is an s x 1 vector of all 
ones and 0, is an s x 1 null vector. Clearly then, U-r represents all the 
{~) elementary treatment contrasts. If T is a solution of the intra-block 
normal equations CdT = Q, then the BLUE of UT is given by u-r and 
the dispersion matrix of u-r is ID(U-r) = u2UC;iU', where C;i is an 
arbitrary g-inverse of Gd. Note that since 'R.(U) ~ 'R.(Cd), the above 
dispersion matrix is invariant with respect to the choice of a g-inverse 
of Cd. The average variance of the BLUEs of all elementary treatment 
contrasts under the design d is then 

2 2 
(7 ( - ') (1 ( + ') (~) tr ucd u = (~) tr ucd u , (2.5.1) 

where CJ" is the Moore.Penrose inverse. Since d is connected, recall 
from Section 2.2 that the row sums of CJ" are all equal to zero. Now, 

tr (UCJ"U') - tr (U'UCJ") 
- tr [(vlv- Jv)CJ"] 

v-l 

- tr{vCJ") =vLA;il, (2.5.2) 
i=l 
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where ..\db ... , ..\d,v-1 are the positive eigenvalues of Cd. Thus the aver-
age variance is 

2 2 v-1 2 2 
q ""'..x-1 q 

v(v- 1) v £;t di = H , (2.5.3) 

where H = ( 11: 1 E:.:i' Xi]) -l is the harmonic mean of the positive 
eigenvalues of cd. 0 

Note that the result of Lemma 2.5.1 holds for any connected design 
d, not necessarily equireplicate. Let d1 be a randomized complete block 
design with v treatments and r replicates, where r is common replication 
number in d, now assumed to be equireplicate. The average variance of 
the BLUEs of all elementary contrasts under the design d1 is 2aVr, 
where a~ is the per observation variance in the randomized complete 
block experiment. We can then define the efficiency of d relative to d1 

as the ratio 

Effi . av. var.(fi- fj)d1 2aVr (tr~) (H/ ) Clency= = =- r. 
av. var.(fi- fj)d 2a2jH a2 

(2.5.4) 

The quantity E = Hjr is called the efficiency factor of the incomplete 
block design d. Though the efficiency factor of an incomplete block 
design is a useful measure of the efficiency of an incomplete block design, 
the actual efficiency depends on the intra-block variances u2 and u~. If 
one assumes that the intra-block variance is proportional to the block 
size, then it is expected that u~ > u2, as the design d has a block size 
which will be typically smaller than that in d1. 

Several upper bounds to the efficiency factor of incomplete block 
designs are available in the literature. Here we present one such bound 
for a proper, equireplicate incomplete block design d with v treatments, 
b blocks, common block size k and replication r. We also denote the 
incidence matrix of d by Nd = ( ndii). Denoting as before the positive 
eigenValUeS Of cd by ..\dl1• • • 1 Ad,v-}, We have by the arithmetiC mean­
harmonic mean inequality 

i=l 

TJ b 

- vr- k-1 ~~n~ii 
i=l j=l 
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(2.5.5) 

the last step being the consequence of the fact that dis binary (i.e., 
ndij = 0, 1). We thus have, 

k-1 
(v- 1)H $ -k-vr. 

Recalling that E = H/r, we finally have 

E < (k -1)v_ 
- (v- 1)k 

(2.5.6) 

(2.5.7) 

Since for an incomplete block design d, k < v, we have E < 1. For vari­
ous other results on the efficiency factor of incomplete block designs, in­
cluding sharper upper bounds, see e.g., Connife and Stone (1974, 1975), 
Jarrett (1977, 1983, 1989), Jacroux (1984b), Paterson (1983) and Tjur 
(1990). Connife and Stone (1974) in particular obtained an upper bound 
of the efficiency factor for a binary, equireplicate proper design which 
is not balanced. For such a design, as before let v denote the number 
of treatments, r the common replication and k, the constant block size. 
Also, let >.i; denote the number of times the treatments i and j appear 
together in a block of the design. Connife and Stone (1974) showed 
that a lower bound to the average variance of BLUEs of all elementary 
treatment contrasts is 

2 { v-2 1 } V=2a 1 1 + 1 1 , 
A- (v -1)2(v- 2)2P A+ (v -1)2(v- 2)2P 

(2.5.8) 
1 

where A= vr(k- 1)/k and P = k-1 { Li¢;(Aij- X)2 } 2 , X being the 
average of the ~;-values. It follows then that an upper bound for the 
efficiency factor, as defined earlier in this section is 2/(rV). Connife and 
Stone {1975) show that this upper bound is attained by a certain class 
of group divisible designs (such designs will be studied in greater detail 
in Chapter 4). For an elegant summary of the various upper bounds 
for the efficiency factor, a reference may be made to John and Williams 
(1995). 
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2.6 Exercises 

In Exercises 2.1-2.23, assume the intra-block model. 

2.1. Show that Cd, the C-matrix of a block design is nonnegative definite. 

2.2. Show that for a connected block design d, the diagonal elements of 
cd are all positive. 
2.3. Provide a proof of the assertion in Remark 2.2.1. Also show that 
prl.(£) = prl.(D'2d). 

2.4. Consider an incomplete block design d with v = 10, b = 3 and block 
contents as given below: 

{1,2,3,4);(1,5,6,7);{1,8,9,10). 

Examine whether d is connected. 

2.5. Consider the following incomplete block design with v = 7 treat­
ments, 1, 2, ... , 7 and b = 7 blocks: 

{1,2,3};{1,2,4);{1,3,4};(2,3,4};{5,6);{5,7};{6,7). 

Show that the design is disconnected and find a set of linearly indepen­
dent treatment contrasts that are estimable under this design. 

2.6. Consider a block design with v treatments and b blocks and let n 
be the total number of experimental units in the design. Show that a 
necessary condition for the design to be connected is that n ~ b + v - 1. 
Give an example to show that this condition is not sufficient for the 
connectedness of a block design. 

2.7. Consider a connected block design d with v treatments and b blocks, 
such that n = v + b - 1, where n is the total number of experimental 
units in d. Show that d is necessarily binary. 

2.8. Using the notations of Section 2.2, prove that for the data collected 
via a block design, the following identity holds: 

s; +S~ = s!t + s~. 

2.9. Let c be a vector such that Cdc = p, where Ca. is the C-matrix of 
a connected block design d. Show that the BLUE of p' T is cf Q and the 
variance of this estimator is u2p' c. 
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2.10. Show that for a connected block design d with v treatments, Cd + 
aJv, where a =F 0 is a. scalar, is nonsingula.r and (Cd+aJv)-1 is a. g-inverse 
ofCd. 

2.11. Let d be a proper block design with v treatments, b blocks and 
block size k. If Cd is the C-ma.trix of d, show that tr(Cd) ~ b(k- 1). 
When does the equality hold? 

2.12. Give an example of an orthogonal block design whose incidence 
matrix is not a multiple of Jvb, where v is the number of treatments and 
b, the number of blocks. 

2.13. Let 0 = Ao < ).1 ~ • · • ~ Av-1 be the eigenvalues of Cd, the 
C-matrix of a connected block design d. Show that the variance of the 
BLUE of an elementary contrast of treatment effects is bounded below 
by u2 I Av-1 and bounded above by u2 I Al· 
2.14. Consider a randomized complete block design with v = 4 treat­
ments and b = 5 blocks and for 1 ~ i ~ 4, let Ti denote the effect of 
the ith treatment. Find the variances of and covariances between the 
BLUEs of the following treatment contrasts: 

2.15. A randomized complete block design with v treatments and r 
blocks was originally planned. However, due to an error, treatment 
label 1 was applied twice in the first block and treatment label 2 was 
not applied at all in this block. Describe a procedure for testing the 
hypothesis of equality of all treatment effects based on the data collected 
from the design. 

2.16. Prove that the two definitions of variance-balanced designs given 
in Definitions 2.3.1 and 2.3.2 are equivalent. 

2.17. Let d be an equireplicate, proper incomplete block design with 
v treatments, b blocks, replication r, block size k and incidence matrix 
Nd = (ndi;) such that E~=l ndijndi'i =).for all i =F i', 1 ~ i, i' ~ v. 

Show that for such a design, EJ=1 n~ij = rk- ).(v -1). 
2.18. Consider an incomplete block design with v = 5 treatments, 
b = 8 blocks a.nd block contents as follows: 

(1,2,3);(1,2,4);(1,3,4);(2,3,4);(1,1,5);(2,2,5);(3,3,5);(4,4,5). 

Examine whether this design is variance-balanced. 
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2.19. Prove that the matrix Ad given in (2.3.9) is nonnegative definite. 
2.20. Consider an incomplete block design with v = 5 treatments, la­
beled 1, 2, ... , 5 and b = 12 blocks, where the first 6 blocks have the 
following contents 

(1,2);(1,3);(1,4);(2,3);(2,4);(3,4), 

and the remaining 6 blocks are obtained by augmenting each of the above 
6 blocks by two replications of the treatment with label 5. Examine 
whether the design is variance-balanced, efficiency-balanced or both. 
2.21. Provide a proof of Lemma 2.3.1. 
2.22. Show that a connected efficiency-balanced design has efficiency 
factor e = 1 if and only if the design is orthogonal. 

2.23. Let ~T,P2T, ... ,p~T be a set of u treatment contrasts such that 
each of them is estimable under an incomplete block design d. Define 
P = (p1, ... ,p,J' and write PT = (~T, ... ,p~T)'. Under the usual 
notations, show that (a) D(Pt)- u 2PRd_1P' ;::: 0 and, (b) D{Pt) = 
a2 P Rd_1 P' if and only if P Rd,1 N~ = 0 and in that case, Pt = P Rd,1T. 

2.24. Show that in the case of a randomized complete block design, no 
inter-block information is available. 

2.25. Consider the combined estimation of a treatment contrast based 
on both intra- and inter-block information. If the best linear unbiased 
estimator of an estimable treatment contrast p1T is given by q1(w1Q + 
w2Q"') for some vector q, find the variance of this estimator. 
2.26. Recall the definition of p from Section 2.4 (equation (2.4.4)}. In­
terpret the situations (i) p-1 = 0 and (ii) p-1 = 1. 

2.27. Using the notations in Section 2.4 and writing S~b = Y' MY, 
where M = k- 1D2dD2d- n-1Jn, prove the following: 
(i) M = (Ib- b-1Jb) ® (k-1Jk), 
(ii} Mln = 0, 
(iii) M:E = (a2 + ka~)(Ib- b-1Jb) ® (k-1Jk}, 
(iv) D1dM D~d = k-1 NdN~- n-1rdrd. 
Using the above facts, prove the expression in (2.4.60}. 



Chapter 3 

Balanced Designs 

3.1 Introduction 

Two notions of balance, viz., varian~ and efficiency-balance were in­
troduced in Section 2.3. In this chapter, a more detailed description 
of incomplete block designs that are balanced is provided. Among the 
variance-balanced designs, the most important ones are the balanced 
incomplete block (Bffi) designs. In Section 3.2, we discuss some general 
properties of Bffi designs. The methods of analysis described in Chapter 
2 are specialized for the case of Bm designs in Section 3.3. In Section 
3.4, some main methods of construction of BIB designs and a few results 
on the existence of such designs are discussed. Some generalizations of 
BIB designs are considered in Section 3.5. In Section 3.6, we describe 
some construction methods of variance-balanced designs that are not 
Bffi designs as also of some families of efficiency-balanced designs. Fi­
nally, in Section 3.7, a brief description of nested balanced incomplete 
block designs is provided. 

3.2 Some Properties of BIB Designs 

We have described in Chapter 2 a BIB design through its incidence 
matrix. A formal definition of BIB designs follows. 

Definition 3.2.1 A balanced incomplete block (BIB) design is an ar­
rangement of v treatments in b blocks such that 
{i) each block contains k( < v) distinct treatments, 
{ii} each treatment appears in r blocks, 
{iii} each pair of treatments appears together in A blocks. 
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Thus, v is the number of treatments, b is the number of blocks, r is 
the replication of each treatment, the block size is k and the parameter 
A is sometimes called the painoise concurrence parameter or simply the 
concurrence parameter. 

Example 3.2.1 A BIB design with v = 7 = b, r = 3 = k, A = 1 is 
shown below where the treatments are labeled as 1, 2, ... , 7. 

Block Block contents 
I (1,2,4) 
II (2,3,5) 
III (3,4,6) 
IV (4,5,7) 
v (1,5,6) 
VI (2,6,7) 
VII {1,3,7) 

BIB designs are the most important among the incomplete block designs 
and have been studied and used extensively. Many examples of the use 
of BIB designs in planning actual experiments in diverse areas can be 
found in standard texts, e.g., Cochran and Cox (1957), Cox (1958) and 
Wu and Hamada {2000). In recent years, the use of incomplete block 
designs including BIB designs has been made in some other areas, for 
example, in deriving 'optimal' visual cryptographic schemes; see e.g., 
Bose and Mukerjee (2006) and the references given therein. 

From the results of Chapter 2, it is clear that a BIB design is 
variance-balanced. As we shall see in Chapter 6, these designs have 
strong optimality properties and thus are important from a statistical 
perspective. Also, there are many challenging and interesting problems 
related to the construction and existence of these designs and are there­
fore of interest to combinatorial mathematicians as well. 

Historically, Bffi designs were introduced in the statistics literature 
by Yates (1936a). However, combinatorial structures which we now 
recognize as BIB designs were known even in the 19th century. Kirkman 
(1850) solved the following problem, originally proposed by Woolhouse 
(1844): 

A school mistress is in the habit of taking 15 girls of her school 
for a daily morning walk in 5 batches of 3 girls each, so that each girl 
has 2 companions. Is it possible to find an arrangement so that for 7 
consecutive days, no girl walks with any of her companions in any batch 
more than once? 
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The solution of the above problem (called the Kirkman's schoolgirl prob­
lem) has a one-one correspondence with the solution of a BIB design and 
such a BIB design is also called a Kirkman Triple System, KTS{15). A 
KTS{15) is shown below, where the schoolgirls are labeled 1, 2, ... , 15: 

Day 1 Day2 Day3 Day4 Day5 Day6 Day7 
1,6,11 1,8,10 1,3,9 1,2,5 2,3,6 1,7,14 1,12,13 
2,7,12 2,9,11 2,13,14 3,10,12 5,7,13 3,5,11 2,4,10 
3,8,13 3,4,7 4,5,8 4,11,13 8,9,12 4,6,12 5,6,9 
4,9,14 5,12,14 6,7,10 6,8,14 10,11,14 9,10,13 7,8,11 
5,10,15 6,13,15 11,12,15 7,9,15 1,4,15 2,8,15 3,14,15 

It is easily seen that the above plan is a BIB design with parameters 
v = 15, b = 35, r = 7, k = 3, A = 1 when triplets of girls are treated as 
blocks. Other solutions to KTS{15) were provided by several authors, 
including Cayley {1850), Peirce (1860) and Davis {1897). The solution 
of a Kirkman 'lriple System KTS(m) for all m = 3 (mod 6) was provided 
by Raychaudhuri and Wilson (1971). 

Steiner {1853} proposed the problem of arranging n objects in triplets 
(called Steiner's triple systems) such that every pair of objects appears in 
exactly one triplet. It is easy to see that Steiner's triples are in fact BIB 
designs with block size three. Early important contributions in respect 
of Bill designs were made by Bose (1939, 1942, 1949), Fisher (1940) 
and Yates (1940). For an elegant description of the early history of 
combinatorial designs, including BIB designs, see Anderson, Colbourn, 
Dinitz and Griggs (2007). 

The integers v, b, r, k, A are called the parameters of a Bill design. 
Throughout, we take k ~ 2. The parameters of a Bill design are related 
by the following identities: 

vr - bk, 
A(v- 1) - r(k- 1). (3.2.1) 

The first identity in (3.2.1) is trivially true as each side represents the 
total number of experimental units in the design. To see the truth of 
the second identity, we proceed as follows: Let Nd be the v x b inci­
dence matrix of a BIB design d with parameters v, b, r, k, A. Then, Nd 
is a matrix with entries zero and 1 and the following facts follow from 
Definition 3.2.1: 

(3.2.2) 
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By the third relation in (3.2.2) we have 

NdNd.lv = (r- .\)lv + VAlv = {r + .\(v -l)}lv. (3.2.3) 

Also, 

NdNd_lv = Nd(Nd,lv) = kNtJ.lb = rklv. (3.2.4) 

The result now follows by comparing the right sides of (3.2.3) and (3.2.4). 
We have already seen in Theorem 2.3.3 that the Fisher's inequality 

holds for a wide class of variance-balanced designs. Since BIB designs 
are also variance-balanced and equireplicate, the inequality b ~ v holds 
for all Bm designs as well. Here we give a (direct) proof of this inequality 
in the context of BID designs. As before, let Nd denote the incidence 
matrix of a BIB design d with parameters v, b, r, k, ,\. Then, from (3.2.2) 
it is easy to see that 

(3.2.5) 

by virtue of the second identity in (3.2.1). Since r > ,\, we conclude that 
the square matrix NdNd. of order vis nonsingular. Therefore, 

(3.2.6) 

The relations vr = bk, r(k - 1) = .\(v - 1) and b ~ v are only 
necessary but not sufficient for the existence of a BIB design, except 
in some special cases. That is, given integers v, b, r, k, ,\ satisfying the 
above three conditions, it may not be possible to construct a BID design 
with these parameters. We shall elaborate on this point subsequently in 
this chapter. 

Given a Bffi design, one can get another BIB design through comple­
mentation. Let d be a Bffi design with parameters (v, b, r, k, ,\)and let d 
be its complementary design, obtained by including in the jth block of d 
all those treatments which do not appear in the jth block of d, 1 :::; j :::; b. 
Let v and b respectively, denote the number of treatments and blocks in 
ii. Then trivially, v = v, b = b. Consider an arbitrary treatment a:. Since 
this treatment appears in r blocks of d, it appears in precisely f = b- r 
blocks of d. Similarly, the block size of disk= v- k. Now consider 
an arbitrary pair of treatments a:, {j. This pair appears together in ..\ 
blocks of d. Furthermore, there are precisely (r- ,\)blocks in d which 
contain a: but not fi and another (r- ..\)blocks in d which contain {j but 
not a:. Thus, there are exactly X = b - 2r + ..\ blocks in d which contain 
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neither a nor {3. These number of blocks in d contain both a and {3, 
which shows that dis a BIB design with parameters v, b, r, k, .X. 

A BIB design with parameters v, b, r, k, >. is called symmetric if b = v. 
The next result gives an important property of symmetric BID designs. 

Theorem 3.2.1 Any pair of distinct blocks of a symmetric balanced 
incomplete block design has exactly >. treatments in common. 

Proof. Let d be a symmetric BIB design with parameters v = b, r = k, >.. 
Then clearly, Nd is a square matrix of order v and 

Hence, 

N~NdN~ - (r- >.)N~ + >.N~lvl~ 
- (r- >.)N~ + >.rlvl~ 
= (r- >.)N~ + >.lv(rl~) 
- {r- >.)Nd. + >.lvl~Nd.. {3.2.7) 

Also, we have seen earlier that v = Rank(NdNd.) = Rank(Nd.), which 
means that Nd. is invertible. Postmultiplying both sides of {3.2. 7) by 
(Nd)-1, one obtains 

(3.2.8) 

which shows that each off-diagonal element of Nd.Nd equals >.. The off­
diagonal element in the uth row and tth column ( u =F t) of Nd_N d also 
equals the inner product of the uth and tth columns of Nd and since this 
inner product is precisely the number of treatments common between 
the uth and tth blocks of d, the proof is complete. o 

We next show that the existence of a symmetric Bm design implies 
the existence of two more BIB designs. Suppose d is a symmetric BIB 
design with parameters v, k, >.. Choose a block of d and delete from 
d the chosen block and all the treatments contained in it. Call the 
design consisting of the remaining structure, d1. Clearly d1 has b1 = 
v - 1 blocks. Also, it is easy to see that d1 has v1 = v - k treatments. 
Since by Theorem 3.2.1, the number of treatments common between the 
deleted block and each of the remaining blocks is >., each block of d1 

has k1 = k - >. distinct treatments. The replication of treatments and 
pairs of treatments not appearing in the deleted block remain unaltered 
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and so, in dt, each treatment appears in r1 = k blocks and each pair of 
treatment appears together in At = A blocks. It follows then that d1 is 
a BIB design with parameters 

VI = v - k, bt = v - 1, Tl = k, kl = k - .A, AI = A. (3.2.9) 

The above procedure of obtaining a BIB design from a symmetric BIB 
design has been called the process of block section by Bose (1939) and 
d1 is called the residual design of the symmetric BIB design d. 

Next, starting from a symmetric BIB design d with parameters v, k, 
A, one can delete a block of d and retain only those treatments in the 
remaining blocks which appear in the deleted block. Let the resultant 
design be denoted by d2. The number of treatments in d2 is obviously 
v2 = k and the number of blocks is ~ = v - 1. Since the number of 
treatments common between the deleted block and each of the remaining 
blocks is .A, the block size of d2 is k2 = .A. Also, since each treatment in d2 
appears once in the deleted block, each treatment appears in r2 = k - 1 
blocks of d2. A similar argument shows that any pair of treatments 
appears together in .A2 = .A - 1 blocks of d2. We therefore conclude that 
d2 is a BIB design with parameters 

V2 = k, ~ = v - 1, T2 = k- 1, k2 = .A, A2 = A- 1. {3.2.10) 

The above procedure of obtaining a Bffi design d2 from a symmetric 
BIB design has been called the process of block intersection by Bose 
(1939) and d2 is called the derived design of the symmetric Bffi design 
d. 

To illustrate the above ideas, let us consider a symmetric Bffi design 
with parameters v = 11 = b, r = 6 = k, .A = 3, a solution of which is 
given below: 

(2, 6, 7, 8, 10, 11), (1, 3, 7, 8, 9, 11), (1, 2, 4, 8, 9, 10), 

(2, 3, 5, 9, 10, 11), (1, 3,4, 6, 10,11), (1, 2,4, 5, 7, 11), 

(1, 2, 3, 5, 6, 8), (2, 3, 4, 6, 1, 9), (3, 4, 5, 7, 8, 10), 

(4, 5, 6, 8, 9, 11), (1, 5, 6, 7, 9, 10). 

Let us choose the first block as the one that is to be deleted. The deleted 
treatments are shown in bold face in all the blocks. The residual design 
then has the following contents: 

{1,3,9),(1,4,9),(3,5,9),(1,3,4),(1,4,5), 
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(1,3,5},(3,4,9},(3,4,5),(4,5,9),(1,5,9}. 

It can be verified easily that the above is a BIB design with parameters 
v 1 = 5, b1 = 10, r1 = 6, k1 = 3, At = 3 and involves treatment labels 
1,3,4,5,9. Similarly, the derived design has the following blocks: 

(7,8,11),(2,8,10},(2,10,11},(6,10,11},(2,7,11}, 

(2,6,8},(2,6, 7),(7,8,10},(6,8,11),(6, 7,10). 

This is again a Bffi design with parameters 'V2 = 6, b2 = 10, r2 = 5, k2 = 
3, A2 = 2 involving treatment labels 2,6,7,8,10,11. 

The Fisher's inequality b ~ v for an arbitrary BIB design can be 
sharpened in some special cases. The next result shows this. Henceforth, 
for positive integers a, b, we shall write alb to mean that a divides b, i.e., 
b = 0 (mod a). 

Theorem 3.2.2 Consider a BIB design with parameters v, b, r, k, A 
such that rib. Then for such a design, the inequality 

b~v+r-1 (3.2.11} 

holds. 

Proof. Let d be a BIB design with parameters v, b, r, k, A such that rib 
and let b = nr where n ~ 2 is an integer. From the second identity in 
(3.2.1}, we have 

r -
A(nk -1) 

k-1 
A(n -1} \ 

- k -I +An. 

It follows then that A(n -1)/(k -1} is a positive integer. If possible, let 
b < v + r - I. This implies that nr < v + r - 1, which on simplification 
leads to 

A(n -1} 1 
k < . 
-1 

This contradicts the above observed fact that A( n-1) / ( k-1) is a positive 
integer. Hence the result. D 

Remark 3.2.1 The inequality (3.2.11} was proved by Bose (1942) in 
the context of a subclass of Bffi designs, called resolvable Bffi designs; 
for such designs, a necessary condition is that b is divisible by r. How­
ever, as seen above, (3.2.11) holds for any Bm design with r dividing b 
and not merely for resolvable BIB designs. 
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We now formally introduce the notion of resolvable Bffi design. 

Definition 3.2.2 A balanced incomplete block design with parameters 
v, b, r, k, A is said to be resolvable if its blocks can be partitioned into r 
sets of blocks, each set containing b/r blocks such that every set contains 
each treatment precisely once. A resolvable BIB design is called affine 
resolvable if any two blocks belonging to two different sets intersect in a 
constant number of treatments. 

Example 3.2.2 Consider a Bffi design with parameters v = 9, b = 
12, r = 4, k = 3, A= 1. A solution for this design is given below. This 
solution can easily be seen to be resolvable, as each treatment appears 
precisely once in each set (replication). Furthermore, it can be verified 
that the solution is actually affine resolvable. 

Replication No. Block No. Block contents 
1. (1,2,3) 

I 2. (4,5,6) 
3. (7,8,9) 
4. (1,4,7) 

II 5. {2,5,8) 
6. {3,6,9) 
7. (1,6,8) 

III 8. (2,4,9) 
9. (3,5,7) 
10. (1,5,9) 

IV 11. (2,6,7) 
12. (3,4,8) 

A solution of the Kirkman's schoolgirl problem was given in Section 3.1. 
It can be seen that this solution is also a resolvable Bffi design, each -.., 
day forming a resolvable set. 

As observed earlier, (3.2.11) holds for any resolvable Bffi design. In 
what follows, we give an alternative proof of (3.2.11) in the context of 
resolvable Bill designs. Let d be a resolvable Bffi design with parameters 
v, b, r, k, A and as before, let n = b/r = vfk. Since d is resolvable, its 
blocks can be partitioned into r sets, say {To}, {T1}, ... , {Tr-1}, each 
set containing n blocks. For 0 $ i $ r -1, let the blocks of the set {11} 
be labeled as Bu, ... , Bin· Consider the block B01 E {To} and let Xij 

be the number of treatments common between B01 and Bi;, 1 $ i $ 
r -1,1 $ j $ n. If a treatment belongs to B01 then it cannot appear in 
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any other block in {To}. Hence, it must appear r -1 times among the 
blocks in {T1}, ... , {Tr-1} and thus, 

r-1 n 

LLXij = k(r -1). {3.2.12) 
i=1 j=1 

The average of the { Xij} is then 

(3.2.13) 

Also, the k(k- 1)/2 pairs of treatments in the block B01 each appear 
>.- 1 times in the sets {T1}, ... , {Tr-1} and we have 

r-1 n 

L LXij(Xij -1)/2 = (>. -1)k(k -1)/2. (3.2.14) 
i=l j=l 

It follows then that 

'Ex~; - LXij(Xij -1) + LXij 
i,j iJ i,j 

- (>.- 1)k(k- 1) + k(r- 1} 

- k{(r- 1) + (>.- 1}(k- 1)}. (3.2.15) 

Using the basic identity >. = r(k- 1)/(v - 1) = r(k- 1)/(nk- 1), we 
have 

~ 2 _ k{(nk- 1){r- k) + r(k- 1)2} 
L..., xii - k - 1 . . . n 

(3.2.16) 
I,J 

Let u2 denote the variance of the { Xij} values. Then, 

q2 Li,;(xi; - x)2 
- n(r -1) 

k{(nk- 1)(r- k) + r(k- 1)2} k2 
- n(r- 1}(nk- 1) - n2 

k2(n- 1){r(n -1)- (nk -1)} 
- n2(r- 1}(nk- 1) 

k(v- k)(b- r- v + 1) 
- n2(r- 1)(v -1) 
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Since u2 ;::: 0, we have the inequality b;::: v + r- 1. If b = v + r- 1, 
then a 2 = 0 and in such a case, each Xij = x = k2 jv. This implies that 
if b = v + r - 1, the block Bo1 has exactly k2 Jv treatments in common 
with each of the blocks in the sets {Ti}, 1 ~ i ~ r- 1. Since the 
choice of the block B01 was arbitrary, it follows that under the condition 
b = v + r - 1, any two blocks belonging to different sets have k2 Jv 
treatments in common, i.e., the design is affine resolvable. Also, k 2 jv 
must be an integer in such a case. 

Conversely, if the BID design is affine resolvable, Xij is a constant 
( = k2 Jv) for all i, j, 1 ~ i ~ r - 1, 1 ~ j ~ n and hence, u2 = 0 =} b = 
v + r -1. Combining all of the above, we have the following result. 

Theorem 3.2.3 If a BIB design with parameters v, b, r, k, .A is resolv­
able then 

b;::::v+r-1. (3.2.17) 

Furthermore, if the design is affine resolvable, equality holds in {3.2.17). 
Conversely, if for a resolvable BIB design, equality in (3.2.17) holds, 
the design must be affine resolvable and in that case, k2 jv must be an 
integer, this being the number of treatments common between any two 
blocks belonging to different resolvable sets. 

To see the kind of information contained in Theorem 3.2.3, first 
consider the BIB design with parameters v = 9, b = 12, r = 4, k = 
3, A = 1. We have already seen in Example 3.2.2 that this design has a 
resolvable solution. Also, since the parameters of this design satisfy the 
condition b = v + r - 1, the resolvable solution must in fact be affine 
resolvable. This confirms the earlier observed fact that the solution in 
Example 3.2.2 is indeed affine resolvable. Also, here k2 jv = 1. Again, 
consider a BID design with parameters v = 10, b = 18, r = 9, k = 5, A = 
4. Here rib and b = v + r - 1. Thus, if this design were to have a 
resolvable solution, it must be affine resolvable, as per Theorem 3.2.3. 
However, in that case, k2 Jv must be integral, which is not the case with 
the design under consideration. Hence, no solution of this Bm design 
can be resolvable. 

The next result concerns the parameters of an affine resolvable BIB 
design. 

Theorem 3.2.4 The parameters of an affine resolvable BIB design can 
be expressed in terms of two nonnegative integers. 



3.2. Some Properties of BIB Designs 55 

Proof. Let d be an affine resolvable Bffi design with parameters v, b, r, k, 
A. Let m = k2/v (an integer), so that k = mn where n = b/r. We then 
have 

v = mn2 ,b = nr,k = mn. 

From Theorem 3.2.3, we have 

nr = mn2 +r-1 => r = (mn2 -1)/(n-1) = mn+m+(m-1)/(n-1). 

Also, 

A - r(mn -1)/(mn2 -1) 

- (mn -1)/(n -1) 

- m + (m- 1)/(n- 1). 

Since A is an integer, we must have 

m= (n-1)u+ 1 

for some integer u ;::: 0. It follows then that the parameters of an affine 
resolvable BIB design can be expressed as 

v= n2{(n-1)u+l}, b= n(n2u+n+1), 
r= n2u+n+1, k= n{(n-1)u+1}, 
A= nu+ 1. 

0 

A table of known resolvable Bm designs with v::; 100 and r::; 10 is 
given in Cafuiski and Kageya.ma (2000, Table 9.1). 

Remark 3.2.2 The notion of resolvable incomplete block designs, in­
cluding Bm designs, has been generalized to a-resolvable designs by 
Shrikhande and Ra.ghava.rao (1963) as follows: an equireplicate, proper 
incomplete block design with v treatments, b blocks, replication r and 
block size k is called a-resolvable if the blocks can be partitioned into t 
sets, say {T1}, ... , {Tt}, each set containing (3 blocks, such that in each 
set {7i}, 1 ::; i ::; t, every treatment appears a(;::: 1) times. For a = 1, 
one gets the usual resolvable designs. For more details on a-resolvable 
designs, including construction methods, a reference may be made to 
Shrikhande and Raghavarao (1963). 
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3.3 Analysis of BIB Designs 

In this section, we briefly discuss the analysis of BIB designs, specializing 
the results from Chapter 2. Let d be a BIB design with parameters 
v, b, r, k, .>. and incidence matrix Nd. Note that a BIB design is connected 
whenever k ~ 2. It is easy to see that the C-matrix of d is given by 

Cd - rlv- k-1{(r- >.)Iv + .XJ,} 
- (.Xvfk)(I,- v-1 J,). {3.3.1) 

Then, the positive eigenvalues of Cd given by (3.3.1) are the same (= 
.Xv/k) and a g-inverse of cd is 

Ci = (k/ .Xv)I,. (3.3.2) 

Thus, a solution of the intra-block normal equations for estimating linear 
functions of treatment effects is 

T = (kj.Xv)Q (3.3.3) 

where Q = ( Q1, ... , Q, )' is the vector of adjusted treatment totals. Note 
that for 1 $; i $; v, 

Qi = Ti- k-1 LBi, 
j(i) 

(3.3.4) 

where for 1 $; i $; v and 1 $; j $; b, 7i is the total of observations from 
the ith treatment, Bj is the total of observations in the jth block and E 

j(i) 
denotes the sum over all those blocks which contain the ith treatment. 
It follows now that that under the intra-block model, the numerator 
sum of squares of the statistic :F (cf. (2.2.28)) (also called the adjusted 
treatment sum of squares) for testing the hypothesis Ho : T1 = · · · = Tv 

is given by 
11 

f'Q = (kj.Xv)Q'Q = (kj>..v) LQ~. (3.3.5) 
i=l 

The ~unadjusted) block sum of squares is as usual given by 
k-1 E1=1 BJ - G2 jbk, where G = E~=1 B; is the grand total of all 
observations. The intra-block analysis of variance table can now be 
formed as below. 
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TABLE 3.3.1: Intra-block Analysis of Variance 
of Bm Designs 

Source d.f. Sum of Squares 
Treatments 
(adjusted) v-1 (k/Av)'f:.iQ~ 

Blocks 
(unadjusted) b-1 Lj BJ/k- G2/bk 
Intra-block 

Error bk-v-b+1 By subtraction 
Total bk-1 Li.i l'i~· - C2fbk 
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The test of the hypothesis of equality of all treatment effects can now 
be completed easily. 

In Chapter 2 (cf. (2.5.7)), we have seen that the efficiency factor E 
of an incomplete block design with v treatments and constant block size 

k is bounded above by ~: = ~~~. It is not hard to see that this upper 

bound is attained by a BIB design and in that sense, one can regard a 
Bffi design as the most efficient incomplete block design. Observe that 
for a BIB design E = (k- l)vf{(v -l)k} = >.vfrk. 

For a BIB design d with parameters v, b, r, k, A, as observed earlier, 
the incidence matrix Nd satisfies 

which is nonsingular. Therefore, 

(N. N ')-1 1 ). 
d d = (r- A/v - rk(r- >.) Jv. (3.3.6) 

Ftom (2.4.14), the inter-block estimator of a treatment contrast p 1T = 
~v • • b 
L..Ji=l Pi'Ti IS g~ven y 

1J 

p'(NdN~)- 1NdB = (r- A)-1p'NdB = LPiB;, (3.3.7) 
i=l 

where for 1 $ i $ v, Bi = E Bj. Also, the intra-block estimator of 
j(i) 

p1T is given by p'CiQ = (k/Av)p'Q. The combined intra-inter-block 
estimator can now be obtained, as indicated in Chapter 2. The weights 
4>1 and 4>2 for a BIB design simplify to 

4>1 = (p'p)-1(Av)/(ku2), ¢2 = (p'p)-1(r- A)/{k(kul +u2)}. (3.3.8) 
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Estimates of the weights l/J1, <1>2 can be obtained as indicated in Chapter 
2. Specifica.lly, an estimator of l/J1 can be obtained by using the error 
mean square from the intra-block analysis of variance table (Table 3.3.1) 
as an unbiased estimator of u2 and is thus given by 

(3.3.9) 

where Ee is the error mean square from Table 3.3.1. For estimating l/J2, 
we first obtain an estimator of u~. Let S~ denote the adjusted block sum 
of squares. Then, 

S~ = Treatment S.S. (adjusted)+ Block S.S. (unadjusted) 

-Treatment S.S. (unadjusted) 
v b v 

- (k/Av)I:Q~+ I:BJ/k- LTlfr. (3.3.10) 
i=l j=l i=l 

From (2.4.64), 
E(Sl) = (bk- v)u~ + (b- 1)u2• (3.3.11) 

It follows then that an unbiased estimator of u~ is given by 

Ub2 = (Eb-Ee)(b-1)/(bk-v) = (Eb-Ee)(b-1)/{v(r-1)}, (3.3.12) 

where Eb = Sl/(b -1). One can now easily get an estimator of l/J2. The 
variance of the BLUE of an elementary contrast, using both intra- and 
inter-block information is given by 

2k 
(3.3.13) 

Avu-2 + (r- A)(ku~ + u2)-l · 

As in (2.4.23), letting w1 = u-2 and W2 = (ku: + u 2)-1, the variance of 
the BLUE of an elementary treatment contrast given by (3.3.13) can be 
written as 

2k 2k(v -1) 
w1Av(v- 1) + w2(r- A)(v- 1} 

- ~{ k(v- 1) } (3314) 
r v(k-1)wl+(v-k)w2 · · · 

The quantity within the parenthesis on the right side of (3.3.14) is ca.lled 
the effective variance (see e.g., Chakrabarti (1962)) and denoted by u~, 
that is, 

2 k(v- 1) 
uE = v(k -1)wl + (v- k)w2 · 

(3.3.15) 
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Since O'k = u2{1 + (v- k)w}, where 

W1-W2 
w= , 

v(k- 1)wl + (v- k)w2 

the effective variance can be approximated by 

S.~ = Ee{1 + (v- k)w}. 

For 1 ~ i ~ v, let 

and 

wi = (v- k)11- (v-I) L B; + (k -l)G 
j(i) 
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(3.3.16) 

{3.3.17) 

(3.3.18) 

(3.3.19) 

The quantities {Ui} are sometimes called the adjusted treatment totals 
using both intra,.. and inter-block information. Let 

(3.3.20) 

denote the corrected sum of squares due to the Ui 's. The statistic 

:F' = s'b 
(v -1)rEe{1 + (v- k)w}' 

(3.3.21) 

under the hypothesis that all treatment effects are equal, has approx­
imately an F -distribution on ( v - 1) and ne = bk - v - b + 1 degrees 
of freedom, where w is an estimate of w obtained by substituting in 
{3.3.16), unbiased estimators of w1 and w2. Hence, the statistic :F' can 
be used as an approximate test for testing the hypothesis of equal treat­
ment effects. An exact test for testing the hypothesis Ho : Tt = · · · = Tv 

against the alternative that at least one pair of treatment effects is un­
equal has been developed by Cohen and Sackrowitz (1989). We refer to 
the original source for details on this test. 

If the BIB design is resolvable, the block sum of squares in the intra,.. 
block analysis of variance table can be split into two components, viz., 
replication sum of squares and block within replication sum of squares. 
In such a case, an estimate of ol can be obtained using the adjusted 
block within replications sum of squares. Let 8! denote this sum of 
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squares. Then, one can show that the expectation of Ew = S~,/(b- r) 
is given by 

E(Ew) = a 2 + (v- k)(r- l)(b- r)-1a~. 

Since (b- r)fr = (v- k}fk, we have 

It follows then that 

and thus, 

E(E ) _ 2 k(r- 1} 2 
w - (j + (jb. 

r 

r-1 
w2=E-E" r w e 

Also, w1 = E;1, as before. 

(3.3.22) 

(3.3.23} 

(3.3.24) 

(3.3.25} 

As stated in Chapter 2, there are other approaches to the estimation 
of the weights w1 and w2 in the case of Bffi designs as well. We refer to 
Graybill and Weeks (1959), Graybill and Deal (1959}, Seshadri (1963), 
Shah (1964, 1970) for details on some of these. 

3.4 Construction and Existence of BIB Designs 

In this section, we describe some major methods of construction of BIB 
designs. The coverage however, is not intended to be encyclopedic. The 
two main methods of construction, viz., based on finite geometries and 
the method of differences, due to Bose {1939} are described in the follow­
ing two subsections. Some other methods of construction are discussed 
in subsection 3.4.3. Finally, we present a few results on the existence of 
BIB designs in subsection 3.4.4. 

3.4.1 BIB Designs Through Finite Geometries 

In the Appendix, we have given a brief outline of finite projective and 
Euclidean geometries. These can be used to construct several families of 
BIB designs. To begin with, consider a finite projective plane of order 
m = pq, where pis a prime and q ~ 1, an integer. There are m2 +m+ 1 
points and the same number of lines in this geometry. Each line here 
contains m+ 1 distinct points, through each point there are exactly m+ 1 
lines and each pair of points is joined by one line. Suppose we identify 
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the points of the plane with treatments and the lines with blocks. Then 
we get the solution of a Bm design with parameters 

v = m2 + m + 1 = b, r = m + 1 = k, A = 1. (3.4.1) 

More generally, consider a finite projective geometry PG{n, m) where 
as before, m = pq. To each point of PG(n, m) let there correspond a 
treatment. Also, let a u-ftat in the geometry be identified with a block. 
Following the notations in Section A.3 of the Appendix, the number of 
treatments and blocks are then given by 

mn+I_1 
v - </>(n,O,m) = 1 m-

(mn+I- 1)(mn- 1) · · · (mn-u+I- 1) 
b - </>(n, u, m) = (mu+l - 1)(m"- 1) ... (m- 1) .(3.4.2) 

The number of points in each u-ftat is the number of (distinct} treat­
ments contained in each block. Thus, 

m"+I-1 
k = 4>( u, 0, m) = 1 . 

m-
(3.4.3} 

The number of u-ftats passing through a point equals the number of 
blocks containing a given treatment and therefore 

(mn- 1)(mn-1 - 1) · · · (mn-u+l - 1} 
r = </>(n -1, u -1, m) = ( 1)( _1 1) ( 1) . (3.4.4) 

m"- m" - ··· m-

Similarly, each pair of treatments is contained in A blocks, where A is 
the number of u-ftats passing through a pair of points. Thus, 

(mn-1 -1)(mn-2- 1) ... (mn-u+I- 1) 
A= </>(n- 2,u- 2,m) = (mu-1 -1)(mu-2 -1) ... (m -1) 

(3.4.5) 
We therefore have the following result. 

Theorem 3.4.1 Identifying the points of a finite projective geometry 
PG(n, m) with treatments and its u-ftats as blocks, one gets a BIB design 
with parameters given by (3.4.2}-(3.4.5}. 

The family of Bm designs with parameters as in (3.4.1) is a special 
case of the family given in Theorem 3.4.1 with n = 2, u = 1. For 
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n = 3, u = 2 in Theorem 3.4.1, we get a family of BIB designs with 
parameters 

v = m3 + m2 + m + 1 = b, r = m2 + m + 1 = k, ..\ = m + 1. (3.4.6) 

Similarly, with n = 3, u = 1, we get a family of BIB designs with 
parameters 

v - (m+1)(m2 +1),b= (m2 +1)(m2+m+1),r=m2+m+l, 

k - m+ 1,..\ = 1. (3.4.7) 

Example 3.4.1 Let m = 2 in the family with parameters (3.4.6). For 
this value of m the parameters are v = 15 = b, r = 7 = k, ..\ = 3. In 
PG(3, 2), each point is represented by a 4-tuple (yo, Yb 1/21 Ya}, Yi = 
0 or 1 for all i, (yo, Y1, y2, 113) =F (0, 0, 0, 0}. Since u = 2 here, we consider 
the 2-ftats in PG(3, 2), whose equations are as under: Yi = 0, 0 $ i $ 
3; Yi + Yi = 0, i =F j, i,j = 0, 1, 2, 3; Yi + Yj + Yk = 0, i :#: j =F k, i,j, k = 
0, 1, 2, 3; Yo + Yl + 112 + Y3 = 0, all additions being modulo 2. 

A solution of the required BIB design is obtained by writing down 
the points lying on these 2-ftats. The blocks are shown below where a 
treatment is represented by a 4-tuple. 

(0001 0010 0011 0100 0101 0110 0111) 
(0001 0010 0011 1000 1001 1010 1011) 
(0001 0101 0100 1000 1001 1100 1101) 
(0010 0100 0110 1000 1010 1100 1110) 
(0001 0010 0011 1100 1101 1110 1111) 
(0001 0100 0101 1010 1011 1110 1111) 
{0010 0100 0110 1001 1011 1101 1111) 
(0001 1000 1001 0110 0111 1110 1111) 
(0010 1000 1010 0101 0111 1101 1111) 
(0100 1000 1100 0011 0111 1011 1111) 
{0001 0110 0111 1010 1011 1100 1101) 
(0101 1001 1100 0010 0111 1011 1110) 
{0011 1001 1010 0100 0111 1101 1110) 
(0011 0101 0110 1000 1011 1101 1110) 
{0110 0101 1001 1010 1100 0011 1111) 

We can associate the treatment Byo + 4yl + 2y2 + Y3 to the point 
(yo,Yl! y2, y3) to get the treatments labels as 1, 2, ... , 15. 
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Consider now a finite Euclidean geometry EG(n, m), where m is a 
prime or a prime power. To every point of EG(n, m) let there correspond 
a treatment and as in the case of finite projective geometry, let a u­
flat correspond to a block. With this correspondence, the number of 
treatments and blocks are 

v - mn 
' (3.4.8) 

b - mn-utf>(n -1,u- 1,m) 
mn-"(mn- 1)(mn-1 - 1) ... (mn-u+l - 1) 

(3.4.9) - (mu - l)(mu-1 - 1) · · · (m- 1) 

The number of points lying on a u-:ftat is the block size and thus 

k = m". (3.4.10) 

The number of u-flats through a point is the replication of a treatment 
and hence 

r - tf>(n -1,u -1,m) 
(mn- 1)(mn-1 - 1) ... (mn-u+1 - 1) 

(mu- 1)(mu-1 -1) · · · (m- 1) 

On similar lines, one can show that 

A - tf>(n- 2,u- 2,m) 
(mn-1 - 1)(mn-2 - 1) ... (mn-u+l - 1) 

= 
(mu-1 - 1)(mu-2- 1) · · · (m- 1) 

Summarizing, we then have the following result. 

(3.4.11) 

(3.4.12) 

Theorem 3.4.2 Identifying the points of a finite Euclidean geometry 
EG(n, m) with treatments and its u-flats as blocks, one gets a BIB design 
with parameters given by (3.4.8)-(9.4.12}. 

Example 3.4.2 To illustrate the above theorem, let us take m = 2, n = 
3, u = 2. From (3.4.8)-(3.4.12), the parameters of the BIB design are 
then v = 8, b = 14, r = 7, k = 4, A = 3. Identifying the points of 
an EG(3, 2) with the treatments and the 2-flats (or, planes) with the 
blocks, we get a solution of the required BID design. The full design is 
shown below, where the point (y1,y2,y3) of EG(3,2} is identified with 
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the treatment label4yl + 2y2 + Y3· 

(0, 2, 1, 3); {4, 6, 5, 7); 
{0, 4, 1, 5); (2, 6, 3, 7); 
(0, 4, 2, 6); ( 1, 5, 3, 7); 
(0, 3, 4, 7); (2, 1, 6, 5); 
(0, 5, 2, 7); (4, 1,6, 3); 
(0, 6, 1, 7); (4, 2, 5, 3); 
(0, 3, 5, 6); ( 4, 2, 1, 7). 

Note that this design is resolvable, the two blocks in each row form­
ing a complete replication. In fact, the solution given above is affine 
resolvable. 

The design in the above example is a member of the family 

v = m3,b = m(m2+m+1),r = m2+m+1,k = m2,.>. = m+1 (3.4.13) 

obtained by taking n = 3 and u = 2 in Theorem 3.4.2. Similarly, taking 
n = 2, u = 1 in Theorem 3.4.2, one gets a BIB design with parameters 

v = m2 , b = m2 + m, r = m + 1, k = m, .>. = 1, (3.4.14) 

which is also called a (finite) affine plane. 

Remark 3.4.1 An alternative method of obtaining the BIB designs 
with parameters (3.4.14) utilizes a complete set of mutually orthogonal 
Latin squares (MOLS). Recall that a Latin square of order m(2:: 2) is 
an m x m array, with entries from a set of m distinct symbols such 
that each symbol appears exactly once in each row and once in each 
column of the array. Two Latin squares of the same order are said to be 
orthogonal to each other if, when any one of the squares is superimposed 
on the other, every ordered pair of symbols appears exactly once. A set 
of Latin squares is said to form a set of MOLS if every pair in the set 
is orthogonal to each other. The maximum number of MOLS of order 
m(> 2) is (m- 1), this number being attainable if m is a prime or a 
prime power (see e.g., Raghavarao (1971, Chapter 1)) and in such a case 
we say that there is a complete set of MOLS. 

In order to obtain a solution of the family of BIB designs with pa­
rameters as in (3.4.14), assume that m 2:: 2 is a prime or a prime power 
and thus, the existence of a complete set of MOLS is guaranteed; let 
these Latin squares be denoted by L = {L11 ... , Lm-1}· First, arrange 
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the v = m2 treatments in an m x m array, say £0 in any order. Obtain m 
blocks, each of size k = m by treating the rows of Lo as blocks. Another 
m blocks of size m each are obtained by treating the columns of Lo as 
blocks. Next, superimpose one of the Latin squares, say Li, from the set 
L on Lo and form a block by including all those treatments which fall un­
der a particular letter of Li. Since there are m letters in Li, there will be 
m blocks when Li is superimposed on Lo and blocks formed as indicated 
above. Repeat the same procedure with each of the Latin squares in L. 
This procedure generates a totality of b = m + m + m( m- 1) = m2 + m 
blocks and these blocks provide a solution of the BIB designs with pa­
rameters given by (3.4.14). The family of Bffi designs with parameters 
in (3.4.14) is also known as "Yates' orthogonal series". 

3.4.2 Method of Differences 

The method of symmetrically repeated differences is a very powerful 
method of construction of incomplete block designs and, in particular 
of BIB designs. Consider a finite additive Abelian group M with n 
elements. To each element of M, let there correspond m treatments, 
the treatments corresponding to an element a E M being denoted by 
a1, ... , am. The treatment~ is said to belong to the ith class. Clearly, 
we have mn treatments in all, n of these belonging to each of the m 
classes. With any ordered pair of distinct treatments eli and bi, we 
associate the difference a- b of the type [i,j). Each difference is an 
element of M and is of a certain type. If i = j, the difference is called 
a pure difference. Obviously, in such a case, we must have a =I= b, as the 
treatments are distinct. Similarly, if i =I= j, the difference is said to be 
a mixed difference. For example, consider the additive Abelian group 
consisting of residue classes mod 5. To each element of this group, 
let there correspond two treatments, a1 and a2• Then, the difference 
associated with the ordered pair of treatments 21 and 31 is the pure 
difference 4 of the type [1, 1] as, 2- 3 = -1 = 4 (mod 5) whereas the 
difference associated with the pair 22 and 41 is the mixed difference 3 of 
type [2,1). 

Suppose now that there is a block B containing k distinct treatments. 
From this block, one can get k( k - 1) ordered pairs of treatments, giving 
rise to k(k- 1) differences. These differences are said to be arising out 
of B. Continuing with the example in the previous paragraph, suppose 
B = (21. 42,02)· The differences arising out of Bare the pure differences 
4 and 1 of the type [2,2] and the mixed differences 3 and 2 of the type 



66 3. Balanced Designs 

[1, 2] and mixed differences 2 and 3 of the type [2, 1]. 
Since there are m classes and M has n elements, there are 

(n - 1) pure differences of the type [i, i] for 1 $ i $ m and there are 
n mixed differences of each type [i,j], i =f. j, 1 $ i,j $ m. Suppose 
now that we have a set oft blocks B1, ... , Bt, each containing k distinct 
treatments. H among the differences arising out of these t blocks, each 
possible difference appears A times, then the differences are said to be 
symmetrically repeated. As an example, again consider M to be the 
Abelian group of residue classes mod 5 and to each element of M let 
there correspond three treatments, alt a2, aa, a E M. Next, consider 
the following six blocks: 

(01,11,02);(02,12,2a); (Oa,la,2t);(Ot,21,32)i{02,22,0a);(Oa,23,0t)· 
{3.4.15) 

The differences arising out of these 6 blocks can be displayed as in Table 
3.4.1. 

TABLE 3.4.1: Differences From the Blocks (3.4.15} 
Blocks Differences of type 

[1,1) [2,2] [3,3) [1,2] [1,3) [2,3) [2,1) [3,1) [3,2) 
(01, 11, 02} 4,1 - - 0,1 - - 0,4 - -
(02, 12, 23) - 4,1 - - - 3,4 - - 2,1 
(03, 13, 21) - - 4,1 - 2,1 - - 3,4 -
(01, 21,32) 3,2 - - 2,4 - - 3,1 - -
(02,22,03) - 3,2 - - - 0,2 - - 0,3 
(03,23,01) - - 3,2 - 0,3 - - 0,2 -

From Table 3.4.1, we see that among the differences arising out of the 
blocks given in (3.4.15), the differences are not repeated symmetrically. 
However, if we add a seventh block (01, 22, la) to the above 6 blocks, 
it seen that the differences are symmetrically repeated, each appearing 
exactly once. 

Consider again a finite additive Abelian group M having n elements, 
say y(0), y(1), .•• , y{n-1}, and to each element y(u) let there correspond m 

(u) (u) (u} 0 1 A b £ h treatments y1 , y2 , .•• , Ym , $ u $ n - . s e ore, t e treatment 

y~u) is said to belong to the ith class. Suppose Ba is a given block 
containing k of these treatments, the treatments in the given block being 
all distinct. From Ba one can get n blocks Ba, 6, where 8 ranges over 

the elements of M, as follows: Corresponding to any treatment y~u) of 

the ith class appearing in Ba, we take the treatment yf11> of the ith class 
in Ba,6, where y(v) = y(u) +8. Then blocks {Ba,.sl are said to be 
obtained by developing the block Ba. Clearly, Ba, o = Ba. We are now 
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in a position to state the following result, called the first fundamental 
theorem, due to Bose (1939). 

Theorem 3.4.3 Consider the set of treatments yi">, y~u), ... , y~>, 0 ~ 
u ~ n - 1. Suppose it is possible to find a set of t blocks B1, ... , Bt 
satisfying the following conditions: 
(a) Each block contains k distinct treatments, 
(b) among the kt treatments occurring in the t blocks, exactly r treat­
ments belong to each of the classes, and 
(c) the differences arising from the t blocks are symmetrically repeated, 
A times each. 

Then, the nt blocks obtained by developing the initial t blocks B1, ••. , 

Bt provide a solution of a BIB design with parameters v = mn, 
b = nt, r, k, A. 

Proof. Corresponding to a treatment y~u) of the ith class in Ba, 1 ~ a $ 

t, we have a treatment y~v) in Ba, 6 where y(v) = y<">+o. As oranges over 
all the elements of M, y~v) also ranges over all the elements of M. Hence, 
corresponding to the treatment y~u) in Ba, we have each treatment of the 
ith class occurring precisely once in the blocks Ba, 6. From condition (b) 
of the theorem, it follows that each treatment occurs precisely r times in 
the design. A pair of treatments y~v) and y~v') belonging to the same class 

may be termed as pure pair while treatments Y!v) andy}"') belonging to 

two different classes may be called a mixed pair. The treatments y!"> 
and Y!v') occur together in some block of the design if and only if we 

are able to find a pair of treatments yJ"> andy!"') occurring together in 
some initial block B8 , 1 ~ s :Stand an element o EM such that 

y(v) = y(u) + o, y(v') = y<u') + O. (3.4.16) 

Then, 

y(u) _ y<u') = y(v) - y<v') = a fixed element of M. (3.4.17) 

From condition (c), it follows that it is possible to find treatments Y!u) 

and Y!u') belonging to some block Bs in exactly A ways so that (3.4.17) is 
satisfied. This shows that every pure pair of treatments occurs together 
in A blocks. Using a similar argument, the same can be shown about 
each mixed pair. D 

We now illustrate the above theorem. 
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Example 3.4.3 Consider the 6 initial blocks given by (3.4.15} along 
with the additional block (Ot, 22, 1a). It has already been observed that 
these 7 blocks give rise to symmetrically repeated differences with A = 1. 
Also, one can verify that conditions (a) and (b) of Theorem 3.4.3 hold. 
Thus, these 7 initial blocks when developed lead to a solution of the BIB 
design with parameters v = 15, b = 35, r = 7, k = 3, A = 1. The full 
design is shown below. 

(Ot.1t.Oa), (h, 2t, 1a), (2t, 3t, 2a), (3t.4I, 32), (4t.Ot,4a), 
(Oa, 1a, 2a), (1a, 2a, 3a), (2a, 3a, 4a), (3a, 4a, Oa}, (4a,Oa,la), 
(Oa,la, 2t), (1a,2a,3t), (2a,3a,4t), (3a, 4a, Ot), (4a,Oa,1t), 
(01,21. 3a), {1t,31,4a), (21! 4t. Oa), (3t, 01, la), (4t,lt,2a), 
(Oa, 2a, Oa), (12,32, h), (22, 42, 2a), (32, 02, 3a), ( 4a, la, 4a), 
(Oa, 2a, 01), (1a,3a, h), (2a, 4a,2t), (3a, Oa, 3t), (4a,la, 41), 
(01, 22, 1a), {11,3a,2a), (21. 4a, 3a), {3t. Oa, 4a), (41, 1a, Oa). 

Example 3.4.4 Let M be the additive Abelian group of residue classes 
modulo 13 and, to each element of M, let there correspond just one 
treatment. The treatments are thus labeled as 0, 1, ... , 12. Consider 
the initial block (0, 1, 3, 9). It is easy to see that among the differences 
arising from this block, every nonzero element of M appears exactly 
once. Therefore, by developing this block we get a BIB design with 
parameters v = 13 = b,r = 4 = k,A = 1. 

For presenting the next main result on the method of differences, we need 
some additional notation and terminology. As before, let M denote a 
finite additive Abelian group containing n elements y(0), ..• , y{n-1) and 
to an element y{u) let there correspond m treatments Y1u), ... , y~), 0 :5 
u :5 n - 1. To these mn treatments, we adjoin another treatment oo, 
called an invariant treatment, so that we now have v = mn + 1 treat­
ments. Given any block BQ containing k distinct treatments, we can 
obtain n blocks BQ,61 8 e M, from it as explained earlier. If oo ap­
pears in BQ then it also appears in Ba, 6. The n blocks BQ, 6 are said 
to be obtained by developing BQ. The next result, called the second 
fundamental theorem due to Bose {1939}, can be proved on the lines of 
Theorem 3.4.3. 

C "d h .1 (u) (u) (u) O Theorem 3.4.4 onsz er t e set OJ treatments y1 , y2 , ••• , Ym , :5 
u :5 n -1 together with the invariant treatment oo. Suppose it is possible 
to find a set oft+ s blocks B1, ... , Bt, B~, ... , B~ satisfying the following 
conditions: 
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(a) Each block Bi, 1 :5 i :5 t, contains k distinct treatments and each 
block Bj, 1 :5 j :5 s, contains oo and.k -1 distinct treatments y~u), 
(b) among the kt treatments occurring in the t blocks { Bi}, exactly ns-A 
belong to each of them classes, whereas among the s(k- 1} treatments 
occurring in the blocks { Bj}, exactly A belong to each of the m classes, 
and 
(c) the differences arising from the t + s blocks B1. ... , Bt, Bi, ... , B; 
are symmetrically repeated, A times each, where for 1 :5 j :5 s, the block 
Bj is obtained from Bj by deleting oo. 

Then, the n(t+s) blocks obtained by developing the initial t+s blocks 
provide a solution of a BIB design with parameters v = mn + 1, b = 
n(t + s},r = ns,k,A. 

Based on Theorems 3.4.3 and 3.4.4, we now proceed to obtain some 
specific families of Bill designs. 

(i) BIB designs with k = 3, ..\ = 1. 
Such Bm designs are known as Steiner's triple systems. For such 

BIB designs, we have from (3.2.1) 

3b = vr and v - 1 = 2r. (3.4.18} 

It follows then r must be either of the form 3m+ 1 or 3m, for some integer 
m. In fact, a Steiner's triple system on v treatments exists if and only 
if v = 1, 3 (mod 6) (Kirkman {1847)}. We thus get the following two 
families of Steiner's triple systems: 

Family I : v = 6m + 3, b = (3m+ 1}{2m + 1}, r =3m+ 1, k = 3, A= 1. 
Family II: v = 6m + 1,b = m(6m+ 1),r = 3m,k = 3,A = 1. 

For constructing the designs in Family I, consider the following sets 
of initial blocks: 

[111 (2m)l, ~], [21, (2m- 1h, 02), · · ·, [m1. (m + 1}1, 02], 

[12, (2m)2, 02], [22, (2m- 1)2, Os], · · ·, [m2, (m + 1)2, Os], 

[1s, (2m)s, 01], [2s, (2m -1)s,01), · · ·, [ms, (m + 1)s, 01], 

[01. 02, Oa). (3.4.19} 

Then one can prove the following result using Theorem 3.4.3. 

Theorem 3.4.5 The initial blocks given in {3 . .4.19} provide a solution 
of the BIB designs belonging to Family I with parameters v = 6m+3, b = 
(3m+ 1}{2m+ 1},r =3m+ 1,k· = 3,A = 1. 
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Example 3.4.5 Let m = 1 in Family I. Then the design parameters 
are v = 9, b = 12, r = 4, k = 3, A = 1. The initial blocks are 

The full design is obtained by developing these initial blocks and is shown 
below: 

(1!,21,02) (2},0},12) (01,11,22) 
(12, 22, 03) (22, 02, 13) (02, 12, 23) 
{13, 23, 01} (2a, 03, 11) (03, 1a, 21) 
(01,02,03) (11,12,13) (21,22,23)· 

We next present a method of construction of designs belonging to 
Family II when v = 6m + 1 is a prime or a prime power. Let GF(v) 
denote the Galois field of order v = 6m + 1 and x be a primitive element 
of GF(v). Consider them initial blocks 

(xi x2m+i x4m+i) 0 < i < m _ 1. 
' , ' - - (3.4.20) 

It can then be shown that among the differences arising out of the blocks 
in (3.4.20), each nonzero element of GF(v) appears precisely once. We 
thus have the following result. 

Theorem 3.4.6 Let v = 6m+ 1 be a prime or a prime power. Then the 
initial blocks in {3.4.20) provide a solution to the BIB designs of Family 
II. 

Example 3.4.6 Let m = 3 so that there are 6m + 1 = 19 treatments. 
Since x = 2 is a primitive element of GF(19), the initial blocks are 

(2°,26,212) -- (1,7,11) 

(21,27,213) -- (2,14,3) 
(22,28,214)-- (4,9,6). 

Developing these three initial blocks, we get the solution of a Bffi design 
with parameter v = 19, b = 57, r = 9, k = 3, A = 1. 

For a general method of construction of Steiner's triple systems with 
v = 1 (mod 6), see Skolem (1958). A more recent review on Steiner's 
triples is by Colbourn (2007}. 
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(ii) A Family of Symmetric BIB Designs. 
Consider a family of symmetric BIB designs satisfying r = (v-1)/2. 

Since the design is symmetric, we have 

..\(v- 1) = r(r -1) = (v- 1)(v- 3). 
4 

It follows then that v = 4.,\ + 3. Let .,\ = u - 1 for some integer u > 1. 
The parameters of the symmetric BIB design are then 

v = 4u - 1 = b, r = 2u - 1 = k, .,\ = u - 1. (3.4.21) 

We first obtain a solution of the Bffi designs with parameters in (3.4.21) 
when v = 4u-1 is a prime or a prime power. Let x be a primitive element 
of GF(4u -1). The nonzero elements of GF(4u -1) can be written as 
x0 = 1, x, x2, ••• , x4"-3• Consider the initial block containing all the 
even powers of x, viz., 

( 0 2 4 4u-4) X ,X ,X , ••• ,X • (3.4.22) 

It can be seen that among the differences arising from the block (3.4.22), 
each nonzero element of G F( 4u -1) appears exactly u- 1 times. Hence, 
we have the following result. 

Theorem 3.4. 7 If v = 4u - 1 is a prime or a prime power, the initial 
block (3.4.22} provides a solution of the BIB designs with parameters in 
(3.4.21}. 

Example 3.4.7 Let u = 2 in (3.4.21). Since x = 3 is a primitive 
element of GF(1), from Theorem 3.4.7, the initial block in this case is 
(3° ,32,34 ) = (1, 2, 4). By developing this initial block, we get a solution 
of a Bffi design with parameters v = 7 = b, r = 3 = k, ).. = 1. The full 
design is already exhibited in Example 3.2.1. 

Alternatively, a solution of the BIB designs with parameters in (3.4.21) 
can be obtained by developing the initial block containing all odd powers 
f th . "t" 1 t . ( 3 4u-3) o e prmu 1ve e emen x, VIZ., x,x , ... , x . 

A solution of the family of designs with parameters in (3.4.21) can 
sometimes be obtained even when v = 4u - 1 is not a prime or a prime 
power. This solution is dependent on the existence of an Hadamard 
matrix of order 4u. 

Definition 3.4.1 A square matrix Hn of order n with entries ±1 is 
called an Hadamard matrix if HnH~ = nln. 
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If Hn is an Hadamard matrix, then it is easily seen that H~Hn = nln· 
It follows then that an Hadamard matrix remains so when any row or 
column is multiplied by -1. In view of this, one can always write an 
Hadamard matrix with its first row and first column containing only 
+ 1 's and then we say that the Hadamard matrix is in its normal form. 

Trivially, Hn exists for n = 1 and H2 is given by 

1 1 ] 
1 -1 . 

It can be shown that a necessary condition for the existence of an 
Hadamard matrix Hn, n > 2 is that n = 0 (mod 4); for a proof of this 
fact, see e.g., Hall (1986). It is not known as yet whether this necessary 
condition is sufficient as well. Hadamard matrices for all permissible val­
ues of n ~ 100, with the exception of n = 92 are displayed in Plackett 
and Burman (1946). An Hadamard matrix of order 92 was discovered 
by Baumert, Golomb and Hall (1962). Hadamard matrices for all per­
missible values of n ~ 424 are now known to exist. H Hm and Hn are 
Hadamard matrices of orders m and n respectively, then their tensor 
product Hm®Hn is an Hadamard matrix of order mn. In particular, an 
Hadamard matrix Hn of order n where n = 28 and s ~ 2 is an integer, 
can be constructed by taking the s-fold tensor product of H2 with itself, 
i.e., 

8 times 

Consider now an Hadamard matrix H4u 1 which without loss of gen­
erality, is assumed to be in its normal form. Delete from H4u its 
first row and first column of all ones to obtain a matrix A of orrlcr 
(4u- 1) x (4u- 1). D~fine 

(3.4.23) 

This means that N is obtained from A by replacing the -l's in A by 
zero and keeping + 1 's unaltered. Then, it is not hard to see that N 
is the incidence matrix of a Bffi design with parameters as in (3.4.21). 
Conversely, if M is the incidence matrix of a Bm design with param­
eters given by (3.4.21}, then by replacing the zeros in M by -1 and 
bordering the resultant matrix by a row and column of all ones, one gets 
an Hadamard matrix of order 4u. We thus have the following 
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Theorem 3.4.8 The existence of an Hadamard matrix of order 4u is 
equivalent to the existence of a BIB design with parameters given by 
{3.4.21}. 

Example 3.4.8 Consider an Hadamard matrix H16 which can be ob­
tained by forming the tensor product H4 ® H4, where H4 is as below: 

[ 
1 1 1 1 ] 
1 -1 1 -1 

H4 = 1 1 -1 -1 . 
. 1 -1 -1 1 

Following the construction method described above, we get a solution 
of a BIB design with parameters v = 15 = b, r = 7 = k, ~ = 3. Details 
are left for the reader. 

(iii) Some Other Families of BIB Designs 
Let v = 4s + 1 be a prime or a prime power and let x be a primitive 

element of GF(4s + 1). Consider the following two initial blocks: 

( 0 2 4 4s-2) d { 1 3 5 4s-1) x,x,x, ... ,x an x,x,x, ... ,x . {3.4.24) 

One can see that these initial blocks on development provide a solution 
of a BIB design with parameters 

v = 4s + 1, b = 8s + 2, r = 4s, k = 2s, ~ = 2s - 1. (3.4.25) 

Example 3.4.9 Let s = 4 in (3.4.25), so that v = 17. A primitive 
elemeut of GF(17) is x = 3 (see Section A.3). The initial blocks, given 
by (3.4.24) are therefore 

(3°,32,34,36,38,310,312,314) - (1,9,13,15,16,8,4,2) 

(31, 33, 35, 37, 39,311 ,313, 315) = (3 10 5 11 14 7 12 6) I I I I I ! ' • 

By developing the above two blocks, we get a solution of a BIB design 
with parameters v = 17, b = 34, r = 16, k = 8, ~ = 7. 

Next, let v = m(u -1) + 1 be a prime or a prime power, where m, u 
are integers and suppose x is a primitive element of GF(v). Then, as 
shown by Sprott (1954), them initial blocks 

(3.4.26) 
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when developed, lead to a solution of a BIB design with parameters 

v = m(u- 1) + 1, b = m2(u- 1) + m, r = mu, k = u =.A. (3.4.27) 

For several other methods of construction of Bm designs through the 
method of differences, we refer to Hall (1986) and Raghavarao (1971). A 
table of difference set solutions of Bffi designs was provided by Takeuchi 
(1962). See also Kageyama (1972) in this context. 

3.4.3 Some Other Constructions 

It was shown in Section 3.3 that given a symmetric BIB design one can 
obtain two more Bm designs from the parent one by the processes of 
block section and block intersection. Thus, for example, starting with 
the BIB design with parameters v = 4u-1 = b, r = 2u-1 = k, .A = u-1, 
one can get the solutions of Bm designs with parameters 

v = 2u, b = 4u- 2, r = 2u -1, k = u, >. = u -1 (3.4.28) 

and 

v = 2u - 1, b = 4u - 2, r = 2u - 2, k = u - 1, >. = u - 2. (3.4.29) 

A special family of BIB designs, called Family(A) BIB designs with 
parameters v, b, r, k, >.are characterized by the condition 

b = 4(r- >.). (3.4.30) 

Shrikhande (1962) proved that designs belonging to Family(A) repro­
duce themselves under a certain type of composition. In this context, 
we have the following result. 

Theorem 3.4.9 Fori= 1, 2, let Ni be the incidence matrix of a BIB 
design di belonging to Family( A) with parameters Vi, bi, ri, ki, >.i and let 
Ni = Jv,bt - Ni be the incidence matrix of d;,, the complement of di. 
Then, 

(3.4.31) 

is the incidence matrix of a BIB design d belonging to Family{A). The 
parameters of d are v = v1 v2, b = b1~, r = r1r2 + (b1 - rl)(~- r2), k = 
k1k2 + (v1- k1)(v2- k2), >. = r- b/4. 



3.4. Construction and Existence of BIB Designs 75 

Proof. Let v denote the number of treatments and b, the number of 
blocks in d. First observe that the matrix Nd in (3.4.31) is obtained by 
replacing in N1, the ones by N2 and the zeros by N2. Clearly then, Nd 
is a v x b matrix with entries 0 and 1 where 

V = V1V2 and b = bl~· 
It is easy to see that each row sum of Nd is 

r = r1r2 + (b1 - r1)(~- r2) 

and each column sum of Nd is 

k = k1k2 + (v1- kl)(v2- k2). 

(3.4.32) 

{3.4.33) 

(3.4.34) 

Let us now label the rows of Nd as (s, t), 1 :::; s :::; vlt 1 :::; t :::; v2• It 
is not hard to see that the inner product of two rows of Nd with labels 
(s, t) and (s, t') where t =f:. t' is 

(3.4.35) 

Similarly, it can be seen that the inner product of two rows of Nd with 
labels (s, t) and (s', t) where s =f:. s' is 

(b1 - 2r1 +At)(~ - r2) + A1r2 = 02. (3.4.36) 

Finally, consider two rows of Nd with labels (s, t) and (s', t') where s =f:. 
s', t '# t'. The inner product of these two rows is seen to be 

AIA2 + 2(rl- Al)(r2- A2) + (b1- 2r1 +AI}(~- 2r2 + A2) = 03. {3.4.37) 

Since for i = 1, 2, di belongs to Family(A), we have bi = 4(ri - Ai)· 
Using these conditions and (3.4.35)-(3.4.37), we can see that o 1 = o 2 = 
03 = A = r- b/4. o 

We have described in this section some important methods of con­
struction of BIB designs. However, there are several other methods of 
construction of BIB designs on which we do not elaborate here. For 
more details on the construction of BIB designs, one might refer to Hall 
(1986), Raghavarao (1971), Street and Street (1987) and Beth, Jung­
nickel and Lenz ( 1993). 

It might be noted that given positive integers v and k, 2 :::; k < v, 
a BIB design with v treatments in blocks of size k can always be con­
structed. Form blocks by taking k elements out of the set of v treatments 
in all possible ways. These blocks constitute a BIB design with param­
eters v,b = (:),r = (~=D,k,A = (~=~). Such BIB designs are called 
unreduced. A table of BIB designs with k :::; v /2 and 3 :::; r :::; 15 is 
available in Beth et al. ( 1993). 
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3.4.4 Existence of BIB Designs 

In closing this section, we take up the issue of existence of Bill designs. 
Recall that the relations among the parameters of am designs, viz., 
vr = bk, r(k - 1) = A(v - I) and b ~ v are merely necessary for the 
existence of a BIB design and are not sufficient in general; these are 
sufficient for k = 2,3. General sufficient conditions for the existence of 
BIB designs are yet to be found. In specific cases, additional necessary 
conditions have been found and we describe some of these results now. 
Throughout we take k ~ 2. The following result was first proved in the 
special case A = 1 by Bruck and Ryser {1949). The result in its full 
generality was proved by Chowla and Ryser {1950) and independently 
by Shrikhande (1950). 

Theorem 3.4.10 For a symmetric BIB design with parameters v = 
b, r = k, A, and v even, r - A must be a perfect square. 

Proof. Let d be a symmetric BIB design with parameters v = b, r = k, A 
where v is even. Let N d be the incidence matrix of d. Then, we have 

det(NdN~) = rk(r- A)v-l = r 2(r- ..X)v-l. 

Note that Nd is a square matrix of order v as d is symmetric and thus, 

det(NdNd) = {det(Nd)}2 = r 2(r- ..X)v-l =? det(Nd) = ±r(r- ..X) v21
• 

Since Nd is a matrix with integral entries, its determinant must be an 
integer, which is possible only if {r- A) is a perfect square. D 

In view of Theorem 3.4.10, the following symmetric BIB designs with 
k $ 15 cannot be constructed or, in other words, are non-existent. 
t• = 22, k = 7, A = 2; v = 46, k = 10, ..X = 2; v = 34, k = 12, A = 4; 
v = 92,k = 14,..X = 2; v = 106,k = 15,.-X = 2. 

The next result, which we state without proof, provides an additional 
necessary condition on the existence of a symmetric Bm design when 
the number of treatments v is odd. This result is known as the Bruck­
Ryser-Chawla theorem. 

Theorem 3.4.11 A necessary condition for the existence of a symmet­
ric BIB design with parameters v = b, r = k, A where v is odd is that the 
equation 

has a solution in integers x, y, z, not all simultaneously zero. 
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As an application of the above theorem, let v = 43, k = 7, >. = 1. 
From Theorem 3.4.11, a necessary condition for the existence of this 
design is that x2 = 6y2 - z2 has a solution in integers x, y, z. However, 
it is not hard to see that no such solution exists and thus the symmetric 
BIB design with parameters v = 43, k = 7, >. = 1 does not exist. 

We have already seen in this section that a BIB design with pa­
rameters v = m2 + m + 1 = b, r = m + 1 = k, >. = 1 can be con­
structed provided m is a prime or a prime power. When m is not a 
prime or a prime power, this family of Bm designs does not exist for 
m = 6, 14, 21, 22, 30, 33, 38, 42, 46. Since the above family designs coex­
ists with another family of Bm designs with parameters v = m2, b = 
m2 + m, r + m + 1, k = m, A = 1, designs of the latter family also do 
not exist for the above values of m. For more on the existence of BIB 
designs, see Hanani {1961, 1975), Street and Street (1987, Chapters 12 
and 13) and Abel and Greig {2007). 

3.5 Some Generalizations of BIB designs 

Kiefer (1958) introduced a class of designs, called balanced block (BB) 
designs as a generalization of BIB designs. As we shall see in Chapter 
6, balanced block designs have strong optimality properties. A formal 
definition of BB designs, as given by Kiefer {1958) follows. 

Definition 3.5.1 A block design d with v treatments, b blocks, each of 
size k and incidence matrix Nd = (ndi;) is called a balanced block design 
if 
(i) E~=l ndij = r, for 1 ~ i ~ v; 

(ii} E~=l ndt;ndmi = A, fori # m, 1 ~ i, m ~ v; 
{iii} lndij - kfvl < 1. 

Das and Dey (1989) showed that for v ~ 3, condition (i) in Definition 
3.5.1 is redundant. To describe this result, we first need the notion 
of a generalized binary design. A block design d is called a generalized 
binary design if Nd has only two distinct integral entries, x and y = x+ 1. 
Clearly, the usual binary design is a special case of a generalized binary 
design with x = 0. We now have the following result wWch is easy to 
prove. 

Lemma 3.5.1 Consider a generalized binary block design d with v treat­
ments, b blocks and block size k. Then, x = [k/v], where [m] is the largest 
integer not exceeding m. 
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We next have the following result. 

Theorem 3.5.1 Consider a binary or a generalized binary design d with 
v ~ 3 treatments, b blocks, block size k and incidence matrix Nd = (ndij) 
such that 

Then, 

b 

Lndijndmj =A, for alli :f:. m, 1$ i,m $ v. 
i=l 

b 

L ndij = r, for 1 $ i $ v, 
j=l 

where r and A are some positive integers. 

(3.5.1) 

(3.5.2) 

Proof. For any proper block design d with v treatments, b blocks each 
of size k and incidence matrix Nd = (ndij), 

(3.5.3) 

From our assumptions on the design d under consideration, the ith row 
sum of NdN~ is 

Bdi + A(v- 1), (3.5.4) 

where Bdi = ~~=l n~ii" Observe that for a binary design, Bdi = rdi, 
1 $ i $ v. Thus for binary designs, the result follows by comparing the 
right sides of (3.5.3) and (3.5.4). Now let d be generalized binary with 
v > 2 and let t = [k/v]. Suppose ffli is the number of blocks in din 
which the ith treatment appears t + 1 times. Then, we have 

rdi = mi + bt and Bdi = bt2 + (2t + l)mi. (3.5.5) 

Equating the right side of (3.5.3) and (3.5.4) for a generalized binary 
design and using (3.5.5), we have 

ffli(k- 2t- 1) = A(v- 1) - bkt + bt2• (3.5.6) 

Since the right side of (3.5.6) is independent of i, ffli and hence, rdi is 
also independent of i. 0 

We next consider another generalization of Bill designs, namely bal­
anced n-ary designs. Such designs were initially considered by Tocher 
(1952) for the special case n = 3 and were called balanced ternary de­
signs. A definition of a balanced n-ary design follows. 
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Definition 3.5.2 An equireplicate, proper block design with v treat­
ments, b blocks, block size k, replication r and incidence matrix Nd = 
(ndij) is called a balanced n-ary design if for some integer n ~ 3, 
(i) ndij E { 0, 1, ... , n - 1} and (ii) L:~=l ndijndmj = A for all i ::/= m, 
where A > 0 is an integer. 

As an example, consider the following block design with v = 4 treat­
ments and b = 12 blocks: 

(1, 1, 2, 3); (1, 2, 2, 4); (1, 1, 2, 4); (1, 2, 2, 3); 
(1, 3, 3, 4); (2, 3, 4, 4); (1, 3, 4, 4); (2, 3, 3, 4); 
(1, 1, 3, 4); (1, 2, 3, 3); (1, 2, 4, 4); (2, 2, 3, 4). 

Then, it is easy to verify that the above design is a balanced n-ary 
design with n = 3. Balanced n-ary designs have been studied by sev­
eral authors and construction methods of such designs may be found in 
Murty and Das (1968), Dey (1970) and Saha and Dey (1973). Balanced 
n-ary designs with n ~ 3 are however, not very appealing as statistical 
designs. This is because if k = v, then one can use a more efficient ran­
domized complete block design (which is orthogonal) in preference to a 
non-orthogonal balanced n-ary design. Even if k < v, a binary design 
(like a BIB design) is almost always more efficient than a comparable 
balanced n-ary design with n > 2. 

A third generalization of BIB designs are known by the name t­
designs or tactical configurations. These are defined below. 

Definition 3.5.3 Given a set T = {1, 2, ... , v} of v treatments and 
positive integers k, t (t:::::; k:::::; v) and 8, at-design 11(8, t, k, v) is defined 
to be a system of blocks (subsets ofT), each of size k, such that each 
subset oft elements is contained in exactly 8 blocks. 

Clearly, a 2-design is a BIB design. Note that a t-design is also an s­
design for 0 < s < t. Let d be at-design and let s < t be a positive 
integer. If At (respectively, As) denotes the number of blocks containing 
a set oft (respectively, s) treatments, then the following result holds 
(see e.g., Beth, Jungnickel and Lenz (1993, p. 29)): 

As (k - s) = At (v -s). 
t-s t-s 

(3.5.7) 

Designs with t = 3 are also called doubly balanced incomplete block 
designs {Calvin, 1954). For instance, the design given in Example 3.4.2 
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is a 3-design with v = 8,b = 14,k = 4, r = 7,.A2 = 3,-Aa = 1. If 
d is a symmetric BIB design with parameters v = 4u. - 1 = b, r = 
2u.- 1 = k, A= u. -1 (see Section 3.4), then. its complementary design, 
d is a BIB design with parameters v = 4u. - 1 = b, f = 2u. = k, X = u.. 
Suppose d* is a design obtained by augmenting each block of d by a 
new treatment, say co. Then the collection of blocks of d* and d form 
a 3-design (called a Hadamard 3-design) with parameters v3 = 4u., ba = 
Bu. - 2, ra = 4u - 1, ka = 2u., .A2 = 2u - 1, .Aa = u. - 1. 

A t-design is said to be trivial if k = v - 1. It was shown by 
Raghavarao (1970) that for a non-trivial t-design, the inequality 

b~ (t-1)(v-t+2) (3.5.8) 

holds. From (3.5.8), we get the familiar Fisher's inequality for a Bm 
design (t = 2). Similarly, for a doubly balanced incomplete block design 
(i.e., t = 3}, the inequality b;?:: 2{v -1) holds. Under certain conditions, 
a sharper inequality than (3.5.8) was obtained by Dey and Saba (1974). 
See also Raychaudhuri (1975) and Wilson {1983) in this connection. 
For more details on t-designs including an extensive list of references, 
we refer to Hedayat and Kageyama {1980) and Kageyama and Hedayat 
(1983). See also Khosrovshahi and Laue (2007). 

3.6 Construction of Variance- and Efficiency-balanced 
Designs 

Among the class of equireplicate, proper and binary designs, a Bm de­
sign, if existent, is the only variance-balanced design. The balanced 
n-ary designs, n ;;:::: 3 defined above are equireplicate, proper, non­
binary variance-balanced designs. If we enlarge the class of designs 
to include non-equireplicate, nonbinary and non-proper designs, then 
there exist other incomplete block designs which are variance-balanced. 
The construction of such variance-balanced designs has been considered 
by several authors (see e.g., Kulshreshtha, Dey and Saba (1972), He­
dayat and Federer (1974), Kageyama (1976, 1988a,b), Khatri {1982), 
Gupta and Jones (1983), Agarwal and Kumar (1984, 1986), Mukerjee 
and Kageyama (1985}, Jones, Sinha and Kageyama (1987) and Hedayat 
and Stufken (1989)). We present here a selection of such methods. 

Kulshreshtha, Dey and Saha {1972) were probably the first to present 
a general method of construction of variance-balanced designs with two 
unequal block sizes and we now describe their construction. Let d1 
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be a Bffi design with parameters v, b, r, k, >.., where the treatments are 
labeled 1, 2, ... , v. Augment each block of dt by k* ~ 1 replicates of 
a new treatment, labeled 0. Thus, we have a design involving v + 1 
treatments, say d1o, in b blocks, each of size k1 = k + k*. Next, let d2 
be another BIB design with parameters v, II, r', k', A'. Repeat the design 
dto, n times and the design d2, m times, where m, n are integers, to 
be determined. Kulshreshtha et al. (1972) proved the following result, 
whose proof is left as an exercise. 

Theorem 3.6.1 The design described above, involving v + 1 treatments 
and nb + mb' blocks is a variance-balanced design whenever m, n are 

m k'(k*r- A) 
such that n = A' ( k + k*) . The treatment with label 0 has replication 

ro = nbk* while the i th among the remaining treatments have replication 
ri = nr + mr1(1 $ i $ v) and the two block sizes are k1 = k + k* and 
k2 = k'. Also, the design is non-binary fork* > 1 and binary otherwise. 

The next result provides another method of constructing non-equi­
replicate, non-proper variance-balanced designs. 

Theorem 3.6.2 Lett be an odd integer and s = (t + 1)/2. Consider a 
design d with incidence matrix Nd given by 

l]. 
Then, d is a variance-balanced design. 

The following result also uses a BIB design and a variance-balanced 
design to construct another variance-balanced design. 

Theorem 3.6.3 Let Nt be the incidence matrix of a BIB design with 
parameters v11 b1. r 11 k1. At and N2, that of a variance balanced design 
with v1 treatments, b2 blocks, replication vector r and block size vector 
k. Then 

N _ [ 1~b1 0' ] 
- 1~ ® Nt 1~ ® N2 

is the incidence matrix of a variance-balanced design whenever for pos­
. . . n v1(v1- 1)(rt- At) h , . h be .1 
ztive mtegers m, n, m = (n' _ b2)(k1 + 1) , w ere n zs t e num r OJ 

experimental units in the initial variance balanced design. 
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The proofs of the above results consist in verifying that the C-matrix 
of the final design is of the form C = O(Iv- v-1Jv) for some positive 
scalar (J, where v is the number of treatments in the final design. For a 
collection of several other methods of construction of variance-balanced 
designs with possibly unequal replications and unequal block sizes, see 
Galinski and Kageyama ( 2000). 

A wide variety of methods of construction of efficiency-balanced in­
complete block designs are available in the literature. In the following, 
we discuss some of these methods. We first have the following result. 

Theorem 3.6.4 For an integer t ~ 1, let 

N _ [ (Jt+l- lt+t) ® 1~ It+l ® 1~ Jt+l ] 
d- T 1' I 0 . "t,t(t+l) t+l ® t 

Then, Nd is the incidence matrix of an equireplicate efficiency-balanced 
incomplete block design with parameters v = 2t + 1, b = (t + 1)(2t + 
1), r = (t + 1)2 , k = (2t1~2+t, 21~2+t' (t + 1)1i+l)' and efficiency factor 

2t+ 1 
€ = 2t+2' 

Proof Follows by invoking Corollary 2.3.2. 0 

The next result uses an efficiency-balanced design to derive another 
efficiency-balanced design. 

Theorem 3.6.5 Let N1 be the v1 x b1 incidence matrix of an equirepli­
cate, proper efficiency-balanced design d1 with efficiency factor 1 - fl 

and let the block size and replication of d1 be k1 and r1 respectively. 
Consider the matrix Nd given by 

Then, Nd is the incidence matrix of an efficiency-balanced design with 

parameters v = v1 + l,b = 2b1,r = b1(1~1 ,c}',k = ((k1 +c)1b,(v1-

) ')' . d k~v1(1- t:I) 
k1 lb , promde c = ( k )2 k2(1 ) is a positive integer. 

VI- 1 - 1 - fl 

For more methods of construction of efficiency-balanced block designs, 
see Calhiski and Kageyama (2000). 
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3. 7 Nested BIB Designs 

In some experimental situations, there might exist more sources of vari­
ation that can be controlled by ordinary blocking and there might exist 
plausible relationships among several sources of variation. An important 
relationship that is often encountered in practice is that of nesting. If 
A and B are two blocking factors then A is said to nest B if units in 
two different blocks according to attribute A are in two different blocks 
according to the attribute B. An equivalent way of stating this is that 
each block according to A is a union of blocks according to B. An 
early example of such nesting can be found in Preece (1967), which is 
described as follows: Suppose the half-leaves of a plant form the exper­
imental units, on which a number of treatments are to be tested. The 
treatments for instance could be inoculations with sap from tobacco 
plants infected with a certain virus. Suppose the number of treatments 
is more than the number of available half-leaves per plant. Clearly, one 
source of variation is due to the variability among the plants. Further, 
leaves within a plant might exhibit variation due to their location on 
an upper, middle or lower branch of the same plant. Therefore, leaves 
within plants are a nested nuisance factor, the nesting being within the 
plants. The half-leaves being the experimental units, there are two sys­
tems of blocks, leaves (which may be called sub-blocks) being nested 
within plants. For some more examples and discussion of nesting, we 
refer to Srivastava {1978, 1981) and Morgan {1996). In this section, we 
describe some aspects of nested incomplete block designs, with special 
emphasis on nested balanced incomplete block designs. A nested block 
design has the following structure: there are b1 blocks each of size b-Jk 
and each of these blocks nests b2 blocks of size k each. Thus, the block­
ing factor A has b1 levels, the nested blocking factor (sub-block) B has 
b1b:zlevels and the total number of experimental units is n = b1b:zk. Let 
Yi;l be the response from plot (unit) lin sub-block j of block i. A model 
suitable for the observations is given by 

(3.7.1} 

where p. is an overall mean, P11) is the effect of block i, p~>, the effect of 
the sub-block j in the block i, Ti;l is the effect of the treatment assigned 
to the unit (i,j,l) and fi;l is a random error term, the error terms 
being assumed to be uncorrelated random variables with zero means 
and constant variance. Let Y be the n x 1 vector of the quantities 
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{l'ijl} arranged in lexicographic order. Then the model (3.7.1) can be 
written in matrix notation as 

(3.7.2) 

where Lt = lb1 ® h 2 k, £2 = lb1 b2 ® lk, A is the n x v design matrix 
with elements 0 and 1, indicating the assignment of treatments to the 
experimental units, (3<1> and (3<2> are bt x 1 and b1b2 x 1 vectors with 
elements ,ail) and ,a~> respectively, T is the v x 1 vector of treatment 
effects and E is the vector of random error components. 

As in the case of intra-block analysis of ordinary block designs, if 
only linear combinations of contrasts of responses from within blocks 
are allowed, then one is performing a "within block" or bottom stratum 
analysis. In contrast, as in the recovery of inter-block information in 
the context of ordinary block designs, if contrasts among block totals 
are used for estimation, then one is performing what is called the full 
analysis. The bottom stratum information matrix (the now familiar C­
matrix) under a nested block design dis given by (see, Morgan (1996) 
and Remark 2.2.1) 

(3.7.3) 

where Ad is the matrix A for the design d, L = (ln, £11 £2) and pr(L), 
as in Section A.1 of the Appendix, is the matrix which projects onto the 
column space of L. Since the column spans of L and £ 2 are the same, 
pr(L) = pr(£2) and thus, 

Cd = Ad(I- pr(L2))Ad. (3.7.4) 

The matrix Cd in (3. 7.4) is the same as the C-matrix that would be ob­
tained under the simpler model Y = J.tl+L2f3<2>+AdT+e, which implies 
that in the bottom stratum analysis, the block factor has no role to play. 
The full analysis, in contrast, has a C-matrix that depends on both the 
block and the sub-block C-matrices. We do not elaborate further on 
these issues but refer to Morgan (1996) for an excellent description of 
the methods involved and other related issues. See also Cheng (1986) 
for a discussion on this aspect in the context of a related class of designs. 

We now focus attention on nested balanced incomplete block (NBIB) 
designs, introduced by Preece (1967), who fully outlined their analysis 
and provided a table of small NBIB designs. 

Definition 3.7.1 A nested balanced incomplete block (NBIB) design is 
an incomplete block design involving v treatments, each replicated r times 
and having two systems of blocks such that 
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(i) the second system is nested within the first, with each block from the 
first system (called "blocks"} containing exactly m blocks of the second 
system (called 11Sub-blocks"); 
(ii) ignoring the sub-blocks leaves a BIB design with parameters v, bt, r, 
kl! )q; 

(iii) ignoring the blocks leaves a BIB design with parameters v, ~' r, k2, 
A2. 

Here is an example of an NBIB design. 

Example 3. 7.1 Let v = 5, b1 = 5, ~ = 10, r = 4, k1 = 4, k2 = 2. Then 
the following is an NBIB design with the stated parameters. Here, the 
square brackets include blocks, the parentheses include the sub-blocks 
and the treatment labels are 0, 1, ... , 4. 

[(1, 4}, (2, 3}]; [(2, 0}, (3, 4)]; [(3, 1), (4, 0)]; [(4, 2), (0, 1)]; [(0, 3), (1, 2}]. 

Here, m = 2,Al = 3 and A2 = 1. 

The parameters of an NBIB design satisfy the following necessary con­
ditions: 

vr - b1k1 = b1mk2 = ~k2, 
At(v -1) - r(k1 -1), A2(v- 1) = r(k2- 1). (3.7.5) 

It follows then that 

(v- l)(AI- mA2) = r(m -1 ). (3. 7.6) 

An NBIB design will be denoted by NBIB (v, bt, b2, k). Methods of 
construction of NBIB designs has been studied by various authors, in­
cluding Preece (1967), Jimbo and Kuriki (1983), Bailey, Goldrei and 
Holt (1984), Dey, Das and Banerjee (1986), Iqbal (1991), Jimbo (1993) 
and Kageyama and Miao (1998). We present below a selection of these 
methods. For proofs of these results, the original sources may be referred 
to. 

Theorem 3.7.1 (Jimbo and Kuriki (1983)). Consider a BIB design 
with parameters v*,b*,k* = v and an NBIB (v,bt,~,k). If the NBIB 
design is written using the treatments of each block of the BIB design, 
then the resulting design is an NBIB (v*, b1b*, ~' k). 
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Note that a resolvable incomplete block design can be regarded as a 
special case of a nested incomplete block designst with the blocks being 
complete. In view of this factt if a resolvable Bffi design is taken as a 
particular case of an NBIB design in Theorem 3. 7.1 t then one gets an 
NBIB design obtained by Dey et al. (1986). 

Theorem 3.7.2 The existence of an NBIB design (vtblt~tk) and of 
a resolvable BIB design with parameters v* = b2t b*, k* implies the exis­
tence of an NBIB(vt btb*, k*, k). 

The method of differences has also been used for the construction 
of NBIB designs. To describe one such result due to Jimbo and Kuriki 
(1983}t we first introduce some notation. Let v be a prime or a prime 
power and x, a primitive element of GF(v). For any m that divides 
v- 1, let Hm,O = (x0txm,x2m, .. :,xv-l-m}' and for 0 ~ i ~ m- 1, 
let Hm,i = xiHm,O· Furthermore, let Sm = (x0 ,x, ... ,xm-l). Then, 
we have the following result due to Jimbo and Kuriki (1983}, where 
sub-blocks within a block are displayed separated by bars. 

Theorem 3. 7.3 Let v = mu + 1 be a prime or a prime power and for 
1 ~ i ~ n, let Li be mutually disjoint subsets of Sm, each subset being 
of cardinality s and these subsets being written as s x 1 vectors. Also, 
let Ai = Li ® Hm,i· Then them initial blocks 

B; = :z;i-1 ,1~j~m 

on development yield an NBIB(v,mv,n,us}. Furthermore, ifm is even 
and u is odd, the initial blocks B1, ... , Bmt2 generate an NBIB( v, mv /2, 
n,us). 

For some other constructions based on the method of differences, 
see Jimbo and Kuriki (1983) and Dey et al. (1986}. For an excellent 
description of construction and other aspects of nested balanced incom­
plete block designs, we refer to Morgan, Preece and Rees (2001), who 
discuss all known methods of construction and provide extensive tables 
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of designs in the parametric range v ~ 16, r ~ 30. A shorter table of 
designs with v ~ 14, r ~ 30 is available in Morgan (1996). 

A generalization of nested block designs was introduced and studied 
by Singh and Dey {1979). These designs are called block designs with 
nested rows and columns and involve two nested nuisance factors. Such 
designs have been studied in greater detail by several authors, including 
Agrawal and Prasad {1982, 1983), Cheng (1986), Sreenath (1989, 1991), 
Uddin and Morgan {1990, 1991) and Mukerjee and Gupta (1991b). For 
more details, the above references may be consulted. 

3.8 Exercises 

3.1. Prove that for a BID design (v, b, r, k,..\), the Fisher's inequality is 
equivalent to the inequality b ~ v + r - k. 

3.2. Prove that for a BID design (v, b, r, k, ..\),the inequality b ~ v+r-1 
is equivalent to r ~ k + ..\. 
3.3. Let d be a resolvable BIB design with incidence matrix Nd. Obtain 
an upper bound for the rank of Nd and hence obtain the inequality 
b~v+r-1. 

3.4. Let Nd be the incidence matrix of a symmetric BIB design d. By 
obtaining the inverse of NdN~, show that any two blocks of d intersect 
in ..\ treatments. 

3.5. Let Yi be the number of treatments common between a given block 
of a BIB design and the ith of the remaining blocks. By computing 
the variance of the Yi-values, give an alternative proof of the Fisher's 
inequality. 

3.6. Let d be a BIB design, il, its complementary design and do be a 
design (with possibly unequal block sizes) defined as do = d U il. Show 
that in do, each triplet of treatments occurs together in b- 3r + 3..\ 
blocks. Hence prove that for a BIB design, the inequality b ~ 3(r- ..\) 
holds. 

3. 7. For a symmetric BIB design, express the adjusted block sum of 
squares in terms of the quantities {Wi}, where lVi is as defined in 
(3.3.18). 

3.8. Show that for a BIB design belonging to Family(A), v and k are 
1 

related by the following identity: 2k = v ± v 2. 

3.9. For a doubly balanced incomplete block design with v treatments 
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and b blocks, prove that b ;::: 2( v - 1). 
3.10. Let d be a resolvable BIB design satisfying b = 2r. Show that such 
a design is a 3-design. Furthermore, show that for such a design, 3A - r 
is an even integer. 
3.11. Give an example of a design to show that the conclusion in Theo­
rem 3.5.1 does not hold for v = 2. 
3.12. Let Nd be the incidence matrix of a BIB design belonging to 
Family(A) and suppose that M is a matrix obtained fromNd by replacing 
the zeros in Nd by -1. Show that the rows of M are mutually orthogonal. 

3.13. Let u;::: 2 be an integer. Show that BIB designs with the following 
sets of parameters exist: 

v b r k A 
2tl. -1 21£- 1 2u-l -1 2u-l -1 21£-2 - 1 
2u -1 2u -1 2u-1 2u-l 2u-2 
2u-l 2{2u-l- 1) 2u-l -1 2u-2 2u-2 -1 

2u-l -1 2{2u-l - 1) 2(2u-2 -1} 2u-2 -1 2(2u-a -1) 
2u-l- 1 2(2u-l -1) 2u-l 2u-2 2u-2. 

3.14. Let Nd be the incidence matrix of a BID design d with parameters 
given by (3.4.21) and Nd = J4u-1- Nd. Show that the matrix N1 given 
by 

N 1 = [ ~1 ~~ ~] 
Nd Nd 1 

is the incidence matrix of a BID design. 
3.15. Let v = 2k and suppose that v- 1 is a prime or a prime power. 
Also, let x be a primitive element of GF(v- 1}. Show that the initial 
blocks (O,xi,xi+2, ... ,xi+2k-4),(oo,xi+1,xi+3, ... ,xi+2k-3), i = 0,1, 
provide a solution for a BIB design. Determine the parameters of the 
design. 

3.16. Let m be a prime or a prime power. Show that the following 
families of BIB designs coexist: 
(i) v = m2,b= m2 +m,r = m+ 1,k = m,A = 1; 
(ii) v = m2 + m + 1 = b, r = m + 1 = k, A = 1. 
3.17. Let x be a primitive element of the Galois field GF(24). Show 
that a solution of the BIB design with parameters v = 16 = b, r = 6 = 
k,A = 2 is provided by the initial block (O,xo,x3,x6,x9,x12). 
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3.18. Obtain a solution of the BIB design with parameters v = 27 = 
b, r = 13 = k,).. = 6. 

3.19. Give a method of construction of a family of BIB designs with 
parameters v = 4u,b = 8u- 2, r = 4u -1,k = 2u,>. = 2u -1 where u 
is a positive integer. 

3.20. Using an appropriate finite geometry, obtain a solution of the BIB 
design with parameters v = 40 = b, r = 13 = k,).. = 4. 

3.21. Suppose d is a BIB design ( v, b, r, k, >.) where r = 2k + 1 and 
).. = 1. Show that the existence of d implies the existence of a symmet­
ric BIB design with (4k2 - 1) treatments, replication 2k2 and pairwise 
concurrence parameter equal to k2• 

3.22. A v x b matrix M with entries ±1, 0 is called a generalized balanced 
matrix if 
(i) the inner product of any two distinct rows of M is a constant, say p 
and, 
(ii) when the -1's in Mare replaced by +1's, the resultant matrix be­
comes the incidence matrix of a BIB design with parameters v, b, r, k, >.. 

Show that a necessary condition for the existence of a generalized 
balanced matrix is that ).. = p (mod 2). 

3.23. Let d be a symmetric BIB design with incidence matrix Nd and 
block size k. Show that Nd can be expressed as a sum of k permutation 
matrices (a square matrix with a single entry of unity in each row and 
each column and all other elements zero is called a permutation matrix). 

3.24. Let d1 be an efficiency-balanced design on v treatments and sup­
pose the treatment labels are a1, a2, ... , av. Partition the treatment 
labels into s disjoint sets and let d be a design by replacing the labels 
belonging to the same set by a new treatment, so that now there are 
only s treatments in d. Examine whether dis also an efficiency-balanced 
design. 

3.25. Consider the designs d1 and d2, each involving v = 4 treatments, 
b = 10 blocks, block size k = 3 and replication vector r = (6, 6, 6, 12)': 

dl (1,2,3);(1,2,4);(1,2,4);(1,3,4);(1,3,4);(2,3,4);(2,3,4); 
(1,4,4);(2,4,4);(3,4,4). 

d2 (1, 2, 3); (1, 2, 4); (1, 3, 4); (2, 3, 4); (1, 2, 3); (1, 2, 4); (1, 3, 4); 
((2,3,4); (4,4,4); (4,4,4). 
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Show that d1 is efficiency-balanced and d2 is variance-balanced. Which 
of the two designs would you prefer based on the average variance of the 
BLUEs of all elementary treatment contrasts? 

3.26. For a positive integer s, let 

Show that Nd is the incidence matrix of an efficiency-balanced design 
and determine its parameters. 

3.27. Give an example of an NBffi design constructed using Theorem 
3.7.1. 



Chapter 4 

Partially Balanced Designs 

4.1 Introduction 

In Chapter 3, we have discussed the properties, analysis and construc­
tion of variance- and efficiency-balanced designs with emphasis on BIB 
designs. In the class of equireplicate, proper and binary designs, the 
BIB designs are the only variance-balanced designs. It will be seen later 
in this book that BID designs, whenever existent, have strong optimal­
ity properties. H we restrict our attention to only equireplica.te, proper 
and binary designs, then as observed in Chapter 3 (Section 3.4.4), BID 
designs do not exist for every combination of the parameters, satisfying 
the necessary conditions. Even if a. BID design exists for a given value 
of v, the number of treatments and k, the block size, it might sometimes 
require too many replications, resulting in the increased size of the ex­
periment. In situations where the size of the experiment is limited due to 
cost and other considerations, one might have to sacrifice the property of 
variance-balance and look for designs that are available with reasonable 
number of experimental units. Quite naturally, such designs might be 
called unbalanced or, partially balanced. A variety of partially balanced 
designs are now available, among which the most important ones are the 
partially balanced incomplete block (PBffi) designs, introduced by Bose 
and Nair (1939). Unlike the BIB designs, in a PBffi design, the variance 
of the best linear unbiased estimator of an elementary treatment contrast 
is not a constant, justifying the name "partially balanced". The origi­
nal definition of PBIB designs was modified by Nair and Rao {1942b) 
and the current definition of such designs is based on an abstract re­
lation, called an association scheme, a notion introduced by Bose and 
Shima.moto (1952). The literature on PBIB designs is extremely rich. 
In Sections 4.2-4.5, we present a selection of the vast amount of results 
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in the area of PBIB designs. The analysis of PBIB designs is discussed 
briefly in Section 4.6. In sections 4.7-4.11, several other unbalanced d& 
signs are considered. In Section 4. 7, we discuss lattice or, quasi-factorial 
designs. Cyclic designs, linked block designs and C-designs, which are 
all in general not balanced, are covered in Sections 4.8, 4.9 and 4.10, 
respectively. An important class of resolvable incomplete block designs, 
called a designs are discussed in Section 4.11. 

4.2 Introducing PBIB Designs 

The definition of a PBIB design is based on the notion of an association 
scheme, which we define now. 

Definition 4.2.1 A relationship defined on v symbols (or, treatments) 
is called an m-class association scheme (m ~ 2) if the following condi­
tions hold: 
(i) A pair of treatments 6, t/> are either 1st, 2nd, ... , or mth associates, 
the relation of association being symmetric, i.e., if 6 is the ith associate 
of tj>, then so is t/> of 6; 
(ii) for a given treatment 6, the number ofith associates (1 :S: i :S: m) of 
6 is ni, where the integer ni is independent of the given treatment, i.e., 
6; 
{iii) given a pair of treatments 6, t/> that are mutually ith associates, the 
number of treatments that are simultaneously j th associate of 6 and sth 
associate oft/> is p~8 , where this number does not depend on the particular 
pair of treatments chosen as long as they are mutually ith associates. 

The integers v, fli.P~s (1 :S: i,j, s :S: m) are called the parameters of the 
m-class association scheme. 

Lemma 4.2.1 The following relations hold among the parameters of an 
m-class association scheme: 

m m 

L 7li = v - 1; L P~s = n; - 8iji nip~8 = n;P/8 , (4.2.1) 
i=l s=l 

where 8i; = 1, if i = j, and is zero, otherwise. 

froof. The first relation in ( 4.2.1) is trivially true. Suppose 6 and t/> 
are a pair of treatments that are mutually ith associates. Then the sth 
associates of 6 {1 ::; s::; m) must cover all the jth associates of t/J, these 
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being n; in number. Therefore, E==1 P~s = n; for j =f:. i. When j = i, 
0 itself is one of the jth associates of 4J and, thus arguing as before, we 
have E:'=1 p~8 = ~ -1, which proves the second relation in (4.2.1). 

To see the truth of the third relation in (4.2.1), let Si(S;) be the set 
of ith (jth) associates of a treatment 0. Any treatment in Si has p~8 sth 
associates in S; and similarly, any treatment in S; has Pis sth associates 
in Si. Forming pairs from Si and Si, on one side we have ~P~s and on 
the other, we have n;p:8 • Since they represent the same quantity, they 
must be equal, giving the third identity in (4.2.1}. o 

It is sometimes convenient to introduce a zero-th associate class by 
defining each treatment to be its own zero-th associate and of no other 
treatment. Clearly then we have 

{4.2.2) 

In view of this, the relations in (4.2.1) can be restated as 

m m 

L ni = v; LP)s = n;; ~P)s = n;pt8 , 0 ~ i,j, s :5 m. {4.2.3} 
i=O 8=0 

We are now in a position to deflne a PBIB design with m associate 
classes. 

Definition 4.2.2 Given an association scheme A with v treatments and 
m(;::: 2) classes, we have a PBIB design based on A if it is possible to 
arrange the treatments into b blocks such that 
{i) each block has k(< v} distinct treatments, 
{ii) each treatment appears in r blocks, 
{iii) if the treatments 0 and 4J are mutually ith associates in A, then 
these appear together in Ai blocks where Ai does not depend on the pair 
( 0, 4J) as long as they are mutually i th associates ( 1 :5 i :5 m). Also, not 
all Ai 's are equal. 

The integers v, b, r, k, Ai are called the parameters of the PBIB design. 
Clearly, the definition of an m-associate PBIB design is based on the ex­
istence of an association scheme on m classes and thus, if for some values 
of v, ~~P~s' m, there is no association scheme with m classes then there 
is no PBm design with m-associate classes based on the scheme. For 
example, it is known (Mesner (1965)) that there is no two-class associa­
tion scheme (m = 2) with v treatments when v is a prime number of the 
form 4u + 3. Thus, there does not exist any two-associate PBIB design 
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with v = 7, 11,19 etc. We next have the following result connecting the 
parameters of a PBffi design. 

Lemma 4.2.2 For a PBIB design d with parameters v, b, r, k, Ai based 
on an association scheme with parameters v, ~,p}8 , the following are 
true: 

m 

(i) vr = bk; (ii) L niAi = r(k- 1). (4.2.4) 
i=l 

Proof Relation (i) is trivial. To see the truth of (ii), let Nd be the 
incidence matrix of the design d. Then, 

Also, 
NdN~lv = Nd(N~lv) = kNdl& = rklv. 

Comparing (4.2.5} and (4.2.6) we get the required result. 

4.3 The Algebra of Association Matrices 

(4.2.5) 

(4.2.6) 

D 

The combinatorial properties of association schemes and PBIB designs 
based on them can be conveniently studied through association matrices, 
introduced by Bose and Mesner (1959). Consider an association scheme 
A with parameters v, ni,P)8 , 0 ::5 i,j, s ::5 m. For 0 ::5 i ::5 m, the ith 
association matrix Bi = (b~y) is a symmetric matrix of order v with 

b~ - 1, if x and y are mutually ith associates 

- 0, otherwise, 1 ::5 x, y :S v. (4.3.1) 

It follows then that Bo = lv and for 1 :S i :S m, 

(4.3.2) 

Also, it is not hard to see that 

(4.3.3) 

and the linear form E~o CiBi = 0 if and only ifthe scalars co, c11 ••• , Cm 
are each equal to zero. Thus, the matrices Bi, 0 ::5 i ::5 m, are linearly 
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independent and linear functions of these matrices form a vector space 
of dimension m + 1 with basis {Bo, B1, ... , Bm}· 

Consider the product of two association matrices. Since the (a, ,B)th 
entry of B;Bs is the number of treatments common between the jth 
associates of a and sth associates of ,8, we have 

m 

B;Bs = LP~8Bi, 0 ~ j, s ~ m. (4.3.4) 
i=O 

Since the association matrices are symmetric, we have 

- B;B8 • (4.3.5) 

Hence, the association matrices commute under multiplication. Also, it 
follows then that 

Pi -pi js- sj· (4.3.6) 

For 0 ~ i ~ m, consider now the following square matrices, each of order 
m+l: 

[ 

P~ P~i P~ 
PH PH PH 

'Pi= (Pji) = 
0 1 2 

Pmi Pmi Pmi 

Since matrix multiplication is associative, 

p~ l P1i 

m 
Pmi 

Bi(B;Bs) = LPjsP~uBt = (BiB;)Bs = LPijP!uBt. 
u,t u,t 

(4.3.7) 

Furthermore, since Bo, Bt, ... , Bm are linearly independent, we have 

This means that 

~ut_~ut 
LJPjsPiu - LJPijPus· 

1J. u 

m 

'P;'Ps = LP},'Pi· 
i=O 

(4.3.8) 

(4.3.9) 

Thus the matrices {'Pi} multiply in the same way as the association 
matrices. Furthermore, the 'Pi matrices are linearly independent and 
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form the basis of a vector space of dimension m + 1. Note that these 
matrices combine in the same way as the association matrices under 
addition and multiplication but have an order much smaller than that 
of the association matrices. 

It was shown by Connor and Clatworthy (1954) and Bose and Mesner 
(1959) that if Nd is the incidence matrix of an m-associate PBIB design 
based on an association scheme A with m classes, then the eigenvalues 
of the matrix 

(4.3.10) 

and those of 
(4.3.11) 

are the same. This fact enables one to compute the eigenvalues of the 
v x v matrix N dNd. in terms of the square matrix P, which is of order 
m+ 1 only. 

Following Bose and Mesner (1959), the eigenvalues 61 (and their re­
spective multiplicities, ai) of NdNd. where Nd is the incidence matrix of 
a connected, two-associate PBIB design, can be determined as follows: 
Putting m = 2 in (4.3.3), we get 

(4.3.12) 

From (4.3.2), it is clear that 1, is an eigenvector of Bi corresponding to 
an eigenvalue ni, i = 1, 2. Let :r.: be an eigenvector of B1 corresponding 
to an eigenvalue a, say, where a=/: n 1. Then, since l~:r.: = 0, it follows 
that :r.: is also an eigenvector of B2 corresponding to an eigenvalue, - (1 + 
a)= {j, say. These facts, together with (4.3.10) imply that z is also an 
eigenvector of NdNd. corresponding to the eigenvalue r + A1a + .A2{j. 

Putting m = 2 and s = j = 1 in (4.3.4) and using (4.3.12), one gets 

B~ = (n1- Pl1)l + (Pll- P~dBt + P~1J. 
Postmultiplying both sides of (4.3.13) by z, we get 

riz = (n1- pft)z + (pf1- p~1)az. 

Since :r.: =/: 0, a must satisfy the quadratic equation 

o:2 - CPl1 - P~1)a- (nt -Pit) = 0. 

(4.3.13} 

(4.3.14) 

(4.3.15} 

It follows then that Bt has two distinct eigenvalues other than n1 and 
these can be obtained by solving the equation (4.3.15}. The eigenvalues 
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of N dNd. can now be obtained. Their respective multiplicities can be 
determined from the relation tr(NdNd.) = vr and the fact that for a 
connected design d, rk is a simple eigenvalue of NdNd.. 

The eigenvalues of NdNd. (and their respective multiplicities) when d 
is a connected .two-associate PBm design were first obtained by Connor 
and Clatworthy (1954) following a different approach. These of course 
can be obtained following the approach outlined above. The explicit 
expressions for these are given below: 

8o - rk, ao = 1, 

8i - r- ~[(AI- A2){ -'Y + (-1)iv'X} + (.~1 + A2)], i = 1,2 

Cl'i -
n1 +n2 (-1)i . 

2 + 2v'K [(n1- n2) + 'Y(nt + n2)}, t = 1,2, (4.3.16) 

where 

_ 2 1 f.1 1 2 A 2 212 
'Y - P12 - P12' ,., = P12 + P12• ~ = 'Y + ,., + 1. (4.3.17) 

The eigenvalues (and their multiplicities) of NdNd. can sometimes be 
used to prove the nonexistence of a PBIB design in the following way. 
Since the multiplicities are necessarily integral and involve only the pa­
rameters of the parent association scheme, this places a restriction on 
the parameters of the association scheme. Similarly, since the eigenval­
ues of NdNd. are necessarily nonnegative, it places a restriction on the 
parameters of the PBIB design. 

For a comprehensive and elegant account of association schemes and 
related combinatorics, a reference may be made to Bailey (2004). 

4.4 PBm Designs with Two Associate Classes 

Among the PBIB designs, the ones with two-associate classes are the 
most important, these being the closest to a balanced design and con­
sequently, these designs have received a great amount of attention. An 
extensive catalog of two-associate PBm designs was prepared by Clat­
worthy (1973), which is an updated and improved version of an earlier 
catalog by Bose, Clatworthy and Shrikhande (1954). In this section, 
important results on two-associate PBID designs are reviewed. 
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4.4.1 Group-divisible Designs 

We first define a group-divisible (GD) association scheme. 

Definition 4.4.1 For integers m ;::: 2 and n ;::: 2, consider v = mn 
treatments, which are arranged in an m x n array, say B. A group­
divisible association scheme on these v treatments is defined as follows: 
two treatments are first associates if they belong to the same row of B 
and, second associates, otherwise. 

The rows of the array B have traditionally been called "groups" and 
hence the name "group-divisible". Though this nomenclature is not 
very appropriate as the "groups" here have nothing to do with the fa­
miliar mathematical notion of groups, we continue to use the same to 
be consistent with the existing literature. Incidentally, some authors 
have used the term "groop divisible", possibly to avoid the confusion; 
however, this terminology has not been accepted widely. 

The parameters of the GD association scheme are as follows: 

v = mn, n1 = n- 1, n2 = n(m- 1), 

P1 = (P}j) - [n~2 
n(m

0
-1)]' 

P2 = (P~j) - [n~1 n-1 ] 
n(m- 2) · (4.4.1) 

An incomplete block design is said to be group-divisible if it is based 
on the GD association scheme. If d is a GD design with parameters 
v = mn, b, r, k, >.1, >.2 and incidence matrix N d, then the eigenvalues, 
fh, i = 0, 1, 2, of NdNd and their respective multiplicities ai, following 
(4.3.16) and (4.3.17}, are given by 

Bo - rk, ao = 1, 

91 - r- >.t, a1 = m(n -1), 

92 - rk- v>.2, a2=m-l. (4.4.2} 

Clearly, we must have r ~ .X1 and rk ~ v.X2. Based on this fact, the GD 
designs have been classified into the following three classes: 
(a) Singular, if r = >.1; 
(b) Semi-regular, if r > >.1 and rk = v>.2; 
(c) Regular, if r > >.1 and rk > v>.2. 

We now discuss some results on the structure and construction of 
GD designs. 
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Theorem 4.4.1 A two-associate PBIB design is group-divisible if and 
only if either Pl2 = 0 or J12 = 0. If p\2 = 0, the treatments in the same 
group are ith associates, i = 1, 2. 

Proof. If dis a GD design on v = mn treatments with m groups of n 
treatments each, and a. pair of treatments belonging to the same group 
are first associates, then from (4.4.1), we have Pl2 = 0. Conversely, for 
a two-associate PBIB design, suppose Pl2 = 0. Then, from (4.2.1), we 
have Ph = n1 - 1. Let xo and x1 be two treatments that are mutually 
first associates. Let the other first associates of xo be x2, xa, ... , Xn1 • By 
virtue of the fact that Pl1 = n1 -1, xo and Xt have exactly n1 -1 common 
first associates and these have to be the treatments x2, ... , Xn1 • Also, the 
first associates of Xt are precisely the treatments xo, x2, xa, ... , Xn1 • It 
follows that a first associate of xo (other than Xt) is also a first associate 
of x1. This implies that the v treatments can be partitioned into sets 
of (n1 + 1) treatments each, such that a pair of treatments belonging to 
the same set are first associates while a pair of treatments belonging to 
different sets are mutually second associates. Thus, the design must be 
a GD design. In a similar way, one can show that if J12 = 0, then the 
design is again a GD design with a pair of treatments belonging to the 
same group being declared as second associates. D 

The following result relates a singular GD design with a BIB design. 

Theorem 4.4.2 The existence of a BIB design with parameters v1, b1, 
r 1, k1, A is equivalent to that of a singular group-divisible design with 
parameters v = nvt, b = bt, r = r11 k = nk11 At = r11 A2 = >., m = V~t n. 

The next two results provide a lower bound to the number of blocks in 
semi-regular and regular GD designs. 

Theorem 4.4.3 For a semi-regular group-divisible design with param­
eters v = mn, b, r, k, >.1, >.2, the inequality b ~ v- m + 1 holds. Further­
more, if the semi-regular design is resolvable, then b ~ v - m + r. 

Proof. Let d be a semi-regular GD design. Then, for such a design, 
rk = v..X2. If Nd is the incidence matrix of d, then an eigenvalue of 
NdN~ is rk - v..X2 = 0 with multiplicity m - 1. Hence we have 

v- (m- 1) = v- m + 1 = Rank(NdN~) = Rank(Nd) S b. (4.4.3) 

This proves the first assertion. If the design dis resolvable, Nd consists 
of r sets of b/r columns each, such that within each set a unity appears 
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once and only once in each row of the set. Adding the first, second, 
... , (b/r- 1)th columns of a set to the (b/r)th column of the same set, 
we get the column 1. As there are in all r sets, we have Rank(Nd) ~ 
b- (r- 1) = b- r + 1. Combining this fact with the one in (4.4.3), we 
get the required result. 0 

On similar lines, one can prove the following result. 

Theorem 4.4.4 For a regular group-divisible design, b :;::: v. Further­
more, if such a design is resolvable, we have the sharper inequality 
b2::v+r-1. 

We now have the following result in the context of a semi-regular GD 
design. 

Theorem 4.4.5 For a semi-regular group-divisible design, mlk. If in 
view of this fact, we write k = o:m, then each block contains o: treatments 
from each group. 

Proof Consider a semi-regular design with parameters v, b, r, k, Al! ..X2, 
m, n. Let Yii denote the number of treatments from the ith group in the 
jth block, 1 ~ i ~ m, 1 ~ j ~ b. Then, it is easy to see that 

b b 

LYii = nr, LYi;(Yii -1) = n(n- 1)..\1. (4.4.4) 
j=l j=l 

If y denotes the arithmetic mean of the Yii values, then, 

fi = nr/b = nkjv = k/m = o:, say. (4.4.5) 

Define S.S.(Yi;) = :E~=l y'f; -b(y)2• Then, using (4.4.4), (4.2.4), the fact 
that rk - v..\2 = 0, and simplifying, we have 

S.S.(yi;) - n(n- l}..\1 + nr- bk2 jm2 

- (n2 ..\2 - nrkfm) = 0. (4.4.6) 

It follows then Yil = Yi2 = · · · = Yib = 1i = o:. This completes the 
proof. D 

We now take up some major methods of construction of GD designs. 
By virtue of Theorem 4.4.2, the construction of a singular GD design 
does not pose any special problem and can be constructed by simply 
replacing each treatment in a BIB design involving m treatments by a set 
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of n treatments, the sets corresponding to distinct treatments of the BIB 
design being mutually disjoint. The next result also uses BID designs 
for the construction of semi-regular GD designs. Given an incomplete 
block design d, one can derive another incomplete block design d', called 
the dual of d by interchanging the roles of treatments and blocks in d. 
We then have the following result. 

Theorem 4.4.6 The dual of an affine resolvable BIB design with pa­
rameters v1, bt, rt, kt, >. is a semi-regular group-divisible design with pa­
rameters v = bt,b = Vt,r = kt,k = rt.>.t = 0,A2 = k~/vt,m = rt.n = 
bt/rt. 

Example 4.4.1 We illustrate the above theorem via an example. Let d 
be a BIB design with parameters Vt = 9, bt = 12, r 1 = 4, kt = 3, A = 1, 
whose block contents are given in Example 3.2.2. If d' is the dual of 
this BIB design, then the block contents of d' are as follows, where the 
treatments are labeled as 0, 1, ... , 11: 

(0,3,6,9), (0,4,7,10), (0,5,8,11), 
(1, 3, 7, 11), (1, 4, 8, 9), (1, 5, 6, 10), 
(2, 3, 8, 10), (2, 4, 6, 11), (2, 5, 7, 9). 

The design d' can be verified to be a semi-regular GD design with pa­
rameters v = 12, b = 9, r = 3, k = 4, At = 0, A2 = 1, m = 4, n = 3. 

Semi-regular GD designs with At = 0 coexist with a certain family of 
orthogonal arrays of strength two. For completeness, we first recall the 
definition of a symmetric orthogonal array. 

Definition 4.4.2 An M x N matrix A with entries from a finite set of 
t ;::: 2 distinct symbols is said to be a (symmetric) orthogonal array of 
strength g(2 ~ g < M) if in each g x N submatrix of A, each possible 
combination of the t symbols appears equally often as a column. 

An orthogonal array will be denoted by OA(N, M, t, g). From Definition 
4.4.2, it follows that for an OA(N, M, t,g), N = p,t9 for some positive 
integer p,. The integer J.t is called the index of the array. Orthogonal 
arrays were introduced by Rao (1947a) and have been studied extensively 
in the literature. For comprehensive accounts of orthogonal arrays and 
their applications, we refer to Hedayat, Sloane and Stufken (1999) and 
Dey and Mukerjee (1999). We now have the following result due to Bose, 
Shrikhande and Bhattacharya (1953). 



102 4. Partially Balanced Designs 

Theorem 4.4. 7 The existence of a semi-regular group-divisible design 
with parameters v = mn, b = n2A2,r = nA2,k = m,At = O,A2,m,n is 
equivalent to that of an orthogonal array OA(A2n2,m,n,2). 

Proof. Let d be a semi-regular GD design with parameters v = mn, 
b = n2A2,r = nA2,k = m,A1 = O,A2,m,n and for 1 5 i 5 m, let the 
treatments in the ith group of d be 

{(i -1)n + 0, (i- 1)n + 1, ... , (i- l)n + (n -1)}. 

From Theorem 4.4.5, each block of d contains a= k/m = 1 treatment 
from each of the m groups. Form an m x b array A whose columns are 
the blocks of d such that the treatments from the ith group form the 
i row (1 ~ i $; m). Next, replace the treatment (i- 1)n + j, of the 
ith group by j for j = 0, 1, ... , n - 1 to obtain an m x n2 A2 array B. 
Then, it can be seen that B is an orthogonal array OA(n2 A2, m, n, 2). 
The converse can be proved by tracing back the above steps. D 

Example 4.4.2 Consider the semi-regular GD design of Example 4.4.1. 
For this design, the groups are 

0 1 2 
3 4 5 
6 7 8 
9 10 11 

Following the method of construction outlined above, we get the 
array A as 

A= 

0 0 0 1 1 
3 4 5 3 4 
6 7 8 7 8 
9 10 11 11 9 

1 2 2 2 
5 3 4 5 
6 8 6 7. 

10 10 11 9 

Replacing the treatment {i- 1)n + j of the ith group by j, we get the 
following array: 

[ 
0 0 0 1 1 1 2 2 2 ] 
0 1 2 0 1 2 0 1 2 

B= 0 1 2 1 2 0 2 0 1 . 
0 1 2 2 0 1 1 2 0 

The array B is easily verified to be an orthogonal array OA(9, 4, 3, 2). 
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The next construction is also based on a BIB design. 

Theorem 4.4.8 The existence of a BIB design with parameters VI, bi, 
TI, ki, A = 1 implies that of a group-divisible design with parameters v = 
VI -1, b = bi- ri, r = rt -1, k = ki, AI= 0, A2 = 1, m = rt, n = kt -1. 

Proof. Let di be a Bffi design with parameters v1, b1, r1, kt, A = 1. 
Consider a particular treatment a in d1. Suppose the blocks of di con­
taining a are labeled as Bt, B~, ... , B~1 • By deleting these rt blocks 
from d1, we get a design d with v = v1 - 1 treatments and b = b1 - r1 
blocks. We now show that d is a group-divisible design. From the 
blocks { B;}, delete a and call the resultant blocks as B~t B2, ... , Br1 • 

Since A = 1, any two blocks of d1 intersect in at most one treatment. 
This shows that the blocks { Bi, 1 $ i $ rt} are mutually disjoint. The 
v = Vt - 1 = r1 ( k1 - 1) treatments form r1 groups of kt - 1 treatments 
each and in fact, the contents of the blocks Bi, 1 $ i $ r1, are these 
groups. Thus, m = r1, n = k1 - 1. A pair of treatments belong to the 
same group if and only if they appear together in the same block of 
dt as a. It follows then that A1 = 0, A2 = 1. The expression for the 
other parameters of d are obvious. Note that d is a regular GD design 
if r 1 > kt and is semi-regular if r1 = kt. 0 

A method of construction of GD designs was provided by Dey and 
Balasubramanian (1991}, which is as follows. For i = 1, 2, let Ni be a 
(0,1) matrix of order Vt x bt, satisfying 

N1N~ + (t -l)N2N~ - (r- A2)1v1 + A2Jv1 (4.4.7} 

NtN~ + N2N~ + (t- 2)N2N~ = (At- A2)1v1 + A2Jv1 (4.4.8) 

1~1 (Nt + (t -1)N2) = kl~1 , (4.4.9} 

where t ~ 2, r ~ 2, At ~ 0, A2 > 0, k ~ 2 are integers, r ~ max( At. A2), 
such that 

(4.4.10) 

We then have the following result. 

Theorem 4.4.9 Let Nt. N2 be matrices satisfying (4-4- 7}-(4-4-10}. 
Then, 

(4.4.11} 

is the incidence matrix of a group-divisible design with parameters 

(4.4.12) 
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Proof. Clearly, N is a (0,1) matrix of order tv1 x tb1 and thus, the 
expressions for v and b in (4.4.12) follow. Let the v = tv1 treatments 
be partitioned into v1 equivalence classes each containing t treatments, 
such that the ith class contains the treatment labels 

(4.4.13) 

Define a pair of treatments to be mutually first associates if they belong 
to the same equivalence class and, second associates otherwise. The 
proof is completed by using (4.4.7)-(4.4.9) in (4.4.11). 0 

The above result generalizes an earlier result of Dey (1977), who 
considered the special case of t = 2 and >.1 = 0. Several families of GD 
designs can be constructed via Theorem 4.4.10 and we refer the reader 
to Dey (1977) and Dey and Balasubramanian (1991) for details on these. 

The use of finite geometries has been made for the construction of GD 
designs and we refer to Sprott (1959) and Bose and Chakravarti (1966) 
for details on these. Similarly, the method of differences has also been 
used for the construction of GD designs and we refer to Raghavarao 
(1971) and Bose Shrikhande and Bhattacharya (1953) for details on 
these. A large number of GD designs with 2 ~ r, k ~ 10 are cataloged 
by Clatworthy {1973). After the publication of the catalog of Clatwor­
thy (1973), several other miscellaneous methods of construction of GD 
designs have been reported by Freeman (1976), John and Thrner (1977), 
Seberry (1978), Kageyama and Tanaka (1981), Mohan and Kageyama 
(1983), Dey and Nigam (1985) and Kageyama (1985). 

4.4.2 Triangular Designs 

An important class of two-associate PBIB designs is based on a trian­
gular association scheme, which is defined as follows. 

Definition 4.4.3 Let there be v = m(m- 1)/2 treatments (m ~ 5) 
which are arranged in an m x m array such that the positions on the 
principal diagonal are left blank, the m( m-1) /2 positions above the prin­
cipal diagonal are filled up by the v treatments and the positions below 
the principal diagonal are filled up by the v treatments in such a manner 
that the resultant arrangement is symmetric about the principal diago­
nal. On this array, a triangular association scheme with two associate 
classes is defined as follows: A pair of treatments are first associates if 
they belong to the same row or the same column of the array and, are 
second associates, otherwise. 
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The parameters of the triangular association scheme are 

(m- 2)(m- 3) 
v - m(m- 1)/2, nt = 2(m- 2), n2 = 2 , 

p 1 = [ : = ~ (m- ~(~ ~ 4)/2 ] ' 
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[ 4 2m-8 J 
p2 = 2m-8 (m-4)(m-5)/2 · (4.4.14) 

Note that form= 4, a triangular scheme reduces to a group-divisible 
association scheme and for m = 3, there is just one associate class. 

Example 4.4.3 Let m = 5. The triangular association scheme for 
v = 10 treatments, with treatment labels 0, 1, ... , 9, can be displayed as 

* 0 1 2 3 
0 * 4 5 6 
1 4 * 7 8 
2 5 7 * 9 
3 6 8 9 * 

The first and second associates of each of the treatments can now be 
written as in the following table. 

Theatment First associates Second associates 
0 1,2,3,4,5,6 7,8,9 
1 0,2,3,4,7,8 5,6,9 
2 0,1,3,5,7,9 4,6,8 
3 0,1,2,6,8,9 4,5,7 
4 0,1,5,6,7,8 2,3,9 
5 0,2,4,6,7,9 1,3,8 
6 0,3,4,5,8,9 1,2,7 
7 1,2,4,5,8,9 0,3,6 
8 1,3,4,6,7,9 0,2,5 
9 2,3,5,6,7,8 0,1,4 

A PBffi design is called a triangular design if it is based on a triangular 
association scheme. Let d be a triangular design with parameters v = 
m(m- 1)/2, b, r, k, >.1, >.2 and incidence matrix Nd. The eigenvalues (}i 

of NdNd. and their respective multiplicities, cti are given by 

9o - rk, c.to = 1, 

91 = r + (m- 4)>.1 - (m- 3)>.2, ct1 = m- 1, 

92 - r- 2>.1 + >.2, ct2 = m(m- 3)/2. (4.4.15) 
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Analogous to Theorem 4.4.5, the following result due to Raghavarao 
(1960a) can be proved. 

Theorem 4.4.10 If in a triangular design, fh = 0, then ml2k. In such 
a case, writing 2k/m = (3, every block contains (3 treatments from roch 
of the m rows of the association scheme. 

We now take up some methods of construction of triangular designs. 
Consider a triangular association scheme on v = m( m -1) /2 treatments. 
Form blocks of size k = 2 each by pairing a treatment label i, 1 s i s v, 
with each of its first associates. 

This process gives us b = m( m - 1) ( m - 2) /2 blocks of size two each 
and the design comprising of these blocks is a triangular design. Another 
family of designs with block size two can be obtained following the above 
construction by considering the second associates of each treatment, 
instead of the first associates. One then has the following result due to 
Clatworthy {1955). 

Theorem 4.4.11 For an integer m ~ 5, there exist two families of 
triangular designs with v = m( m -1) /2 treatments, block size k = 2 and 
other parameters given by (4.4,.16} and {4,.4,.17}: 

m(m- 1)(m- 2) 
b= 2 ,r=2(m-2),AI=l,A2=0, (4.4.16) 

b = m(m- 1)(m- 2)(m- 3), r = (m- 2)(m- 3), ,x1 = O, A2 = 1. 
8 2 

(4.4.17) 

Example 4.4.4 Let m = 5. Then the association scheme is as displayed 
in Example 4.4.3. By pairing each treatment with its first associates 
to get blocks, one arrives at the solution of a triangular design with 
parameters v = 10, b = 30, r = 6, k = 2, .\1 = 1, A2 = 0. 

As in the case of GD designs, dualization of a specific Bm design leads 
to a triangular PBIB design. A result in this direction, obtained by 
Shrikhande (1960) is given below. 

Theorem 4.4.12 Let d be a BIB design with parameters 
v1 = (m- l)(m- 2)/2, b1 = m(m- 1)/2, r1 = m, k1 = m- 2, A = 2, 
where m ~ 5. Then, d', the dual of d, is a triangular PBIB design with 
parameters v = m(m - 1}/2, b = (m - 1)(m - 2)/2, r = m - 2, k = 
m,.\1 = 1,.\2 = 2. 
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Chang, Liu and Liu (1965) proved the following result. 

Theorem 4.4.13 The existence of a BIB design d1 with parameters 
Vt = m- 1, b1, rt, kt, A implies that of a triangular design with parame­
ters v = m(m -1)/2,b = mb11r = 2r1.k = k1.A1 = A,A2 = 0. 

Proof. Let us write the triangular association scheme with m( m - 1) /2 
treatments as an m x m array, as explained earlier. Then, each row 
of the array has precisely m- 1 treatments. Next, write the solution 
of the design d1 with them- 1 treatments in each row of the array. 
This will generate a total of mb1 blocks. These blocks form the required 
triangular design. D 

Example 4.4.5 Let m = 5. The triangular association scheme can be 
exhibited as a 5 x 5 array as in Example 4.4.3. Consider a BIB design 
with Vt = m -1 = 4 treatments, say (Jt, ... , 84, in blocks of size k1 = 2, 
whose block contents are 

Writing these blocks, using the rows of the association scheme, we get 
a triangular design with parameters v = 10, b = 30, r = 6, k = 2, At = 
1, A2 = 0. For instance, the blocks generated from the first row of the 
association scheme are (0, 1}; (0, 2}; (0, 3); (1, 2); (1, 3); (2, 3} while those 
obtained from the second row are (0, 4); (0, 5); (0, 6}; (4, 5); (4, 6); (5, 6). 

In a triangular association scheme with m ~ 5, suppose we form 
blocks by considering the first associates of a treatment (} ( 1 :::; (} :::; v). 
Then these blocks, m(m-1)/2 in number, constitute a triangular design 
with parameters v = m(m-1)/2 = b,r = n1 = 2(m-2) = k,At =Ph= 
m-2,A2 =p~1 =4. 

Similarly, considering the second associates in place of the first asso­
ciates of each treatment to form blocks, we get a triangular design with 
parameters v = m(m- 1}/2 = b, r = n2 = (m- 2){m- 3)/2 = k, At = 
p~2 = (m- 3)(m- 4)/2, A2 = p~2 = (m- 4)(m- 5}/2. 

Cheng, Constantine and Hedayat {1984) gave a graph-theoretic 
method of construction of triangular designs and some of the above 
methods of construction can be obtained as special cases of their unified 
method. For details, the original source might be consulted. 
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4.4.3 Latin Square Type Designs 

The Latin square type PBIB designs with two associate classes are based 
on a Latin square association scheme, defined below. 

Definition 4.4.4 Suppose there are v = t2 treatments, where t ~ 3 is 
an integer. On these treatments, a Latin square association scheme with 
i ~ 2 constraints (called the Li association scheme) is defined as follows: 
Arrange the v = t2 treatments in at x t arrayS and assume that (i- 2) 
mutually orthogonal Latin squares of order t are available. Superimpose 
each of these squares on S. Two treatments are then defined to be first 
associates if they occur in the same row or same column of S or in 
positions occupied by the same letter in any of the Latin squares. They 
are second associates otherwise. 

The parameters of an Li association scheme are 

v - t2, n1 = i(t -1), n2 = (t- 1)(t- i + 1), 

H - [ (i- 1)(i- 2) + t- 2 
(i- 1)(t- i + 1) 

(i- l)(t- i + 1) ] 
(t- i)(t- i + 1) ' 

p2 - [i(i-1) 
i(t- i) 

i(t- i) ] 
{t- i)(t- i- 1) + t- 2 . (4.4.18) 

A PBIB design based on the Latin square association scheme is called a 
Latin square type PBm design. If d is a Latin square type PBIB design 
with parameters v = t2 , b, r, k, AI. A2 and incidence matrix Nd. then the 
eigenvalues (fl.) of NdN~ and their respective multiplicities (ai) are given 
by 

Oo - rk, ao = 1, 

01 - r + (t- i).X1 - (t- i + 1).X2, a1 = i(t- 1), 

02 - r- iA1 + (i -l)A2, a2 = (t -1}{t- i + 1). {4.4.19) 

Analogous to Theorem 4.4.5, the following result due to Raghavarao 
{1960a) can be proved. 

Theorem 4.4.14 If in a PBIB design based on L2 association scheme, 
01 = 0, then tlk and in such a case, each block of the design has k/t treat­
ments from each of the rows (or, columns) of the association scheme. 

We now take up some methods of construction of Latin square type 
PBIB designs. 
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Theorem 4.4.15 1ft is a prime or a prime power, then a PBIB design 
based on L2 association scheme with parameters 

v = t2, b = t(t -1), r = t -1, k = t, A1 = 0, A2 = 1 (4.4.20) 

can be constructed. 

Proof As before, arrange the v = t2 treatments in a t x t array S. Since 
t is a prime or a prime power, a complete set oft -1 mutually orthogonal 
Latin squares of order t exists. Call these Latin squares A11 A2, ... 1 At-1· 

Superimpose A1, ••. , At-1 in turn on Sand form blocks with those treat­
ments that fall under a particular letter of a Latin square. Thus, from 
the Latin square A;, we obtain t blocks. Applying this process to all the 
Latin squares {A; 1 1 ~ j ~ t- 1} 1 we get a total of t( t- 1) blocks which 
can be verified to constitute the PBffi design with parameters given by 
(4.4.20). 0 

Suppose there exists a BIB design dt with parameters v1 = t, b1, r1, 
kt, A. Then we have the following result. 

Theorem 4.4.16 The existence of a BIB design dt implies that of a 
PBIB design based on the L2 association scheme with parameters v = 
t2 , b = 2bt, r = 2rlt k = tk11 At = r1 + A, A2 = 2A. 

Proof Consider an L2 association scheme with t2 treatments. Replace in 
dt, the ith treatment by the ith row of the association scheme, 1 :::; i :::; t. 
This gives a design with t2 treatments in b1 blocks of size tkt each. Next, 
replace the ith treatment by the ith column of the association scheme 
to get another b1 blocks, which, together with the earlier bt blocks give 
a solution of the required design. 0 

Again, consider the Bffi design dt as above. If we write the solution 
of d1 with the treatments in the rows and the columns of the L2 asso­
ciation scheme, we get a design involving t2 treatments and 2tb1 blocks. 
One can then prove the following result. 

Theorem 4.4.17 The existence of a BIB design with parameters v1 = 
t, bt, r1, k1, A implies the existence of a PBIB design based on the L2 as­
sociation scheme with parameters v = t2, b = 2tbt, r = 2r1, k = k1, A 1 = 
A,A2 = 0. 

The next two results are due to Clatworthy (1967a). 
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Theorem 4.4.18 A PBIB design based on an L2 association scheme 
with parameters v = t 2 = b,r = 2t- 1 = k,..\1 = t,..\2 = 2 can be 
constructed for every integral t 2::: 3. 

Proof Consider an L2 association scheme with v = t 2 treatments. From 
this scheme, form blocks by putting in the ith block, the treatment i 
and all its first associates, 1 $ i $ t 2• Then, the design so formed is a 
PBIB design with parameters as stated in the theorem. D 

Theorem 4.4.19 A PBIB design based on the L2 association scheme 
with parameters v = t2 ,b = t2 - t,r = 2(t- 1),k = 2t,.A1 = t,..\2 = 2 
can be constructed for every integral t 2::: 3. 

Proof Again, consider an L2 association scheme with t2 treatments and 
form blocks by combining all possible pairs of rows and all possible pairs 
of columns. The design so obtained is the required PBIB design based 
on the L2 association scheme. D 

In the catalog of Clatworthy (1973), a large number of PBm designs 
based on the Latin square association scheme are tabulated with v $ 
100, 2 $ r, k $ 10. For a unified method of construction of PBm 
designs based on the L2 association scheme, see Cheng et al. (1984). 

4.4.4 PBIB Designs Based on Partial Geometries 

Bose (1963) defined a partial geometry (r, k, t) as follows. 

Definition 4.4.5 A partial geometry (r, k, t) is a system of undefined 
points and lines and an underlying incidence relation satisfying the fol­
lowing conditions: 
(a) any two points are incident with not more than one line; 
(b) each point is incident with r lines; 
(c) each line is incident with k points; 
{d) if a point Pis not incident with a line l, then there are exactly t(2::: 1) 
lines passing through P and intersecting l. 

Let us identify the points of a partial geometry (r, k, t) with treatments 
and define two treatments as first associates if the points corresponding 
to this pair of treatments are incident with a line of the geometry and, 
second associates, otherwise. Then, this association rule is an association 
scheme with two classes and with parameters 

v = kr1{(r- 1)(k- 1) + t}, n1 = r(k- 1), 
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n2 - c 1(r- l)(k- l)(k- t), 

[ (t- 1){r- 1) + k- 2 (r- 1)(k- t) J 
p1 - (r- 1){k- t) t-1(r- l)(k- t)(k- t- 1) ' 

[ rt r(k- t- 1) ] 
p 2 - r(k- t- 1} t-1{(r -1)(k -1)(k- 2t) + t(rt- k)} · 

(4.4.21) 

'Iteating the lines of a partial geometry (r, k, t) as blocks, one gets a 
PBIB design with two-associate classes and parameters 

v = kC1{(r-1)(k-1)+t}, b = rt-1{(r-1)(k-1)+t}, r, k, >.1 = 1, A2 = 0, 
(4.4.22) 

where 1 :5 t :5 r, 1 :5 t :5 k. It can be seen that the partial geometry 
(2, m-1, 2) is a triangular design with rows of the triangular association 
scheme with m(m -1}/2 treatments as blocks. Some other designs con­
structed e.g., by Clatworthy (1954}, Bose and Clatworthy (1955}, Seiden 
(1961), Raychaudhuri (1962}, Shrikh8Jlde {1965) and Benson (1966) are 
now known to be based on partial geometries. 

Given a partial geometry (r, k, t) there exists a dual geometry (k, r, t) 
obtained by interchanging the roles of lines and points in the original ge­
ometry. Bose {1963) showed that a necessary condition for the existence 
of a partial geometry (r, k, t) is that 

rk(r- 1}{k- 1) 
t(r + k- t -1) 

must be integral. Clatworthy (1973) lists 15 PBIB designs based on 
partial geometries. The solutions of four more PBffi designs based on 
partial geometries were given by Dey {1988). For a review of partial 
geometries 8Jld related structures, a reference may be made to Thas 
(2007). 

4.4.5 Cyclic Designs with Two-associate Classes 

Though the term cyclic designs refers to a wide class of designs, in this 
subsection we consider only those cyclic designs that are based on a 
two-class cyclic association scheme. The general cyclic designs will be 
considered later in this chapter. We begin the discussion by defining a 
two-class cyclic association scheme. 

Definition 4.4.6 An association scheme with two classes and involv­
ing v treatments is called a two-associate cyclic association scheme if 
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the first associates of the treatment labeled i are (i + e1. i + e2, ... , i + 
en1 ) mod v, other treatments being second associates ofi, where thee, 's 
satisfy the following conditions: 
(a) the Ci 's are all distinct and for 1 '5 j '5 n1, 0 < e; < v; 
{b) among the nl(n1 - 1) differences ei - e; reduced mod v, each of the 
elements e1, ... , en1 appears a times and each of the elements !I, ... , f n 2 

appears {j times, where e~, ... , en1 and !1, ... , fn2 are distinct nonzero 
elements of the additive group of residue classes mod ( v) and a #- {j. 

The parameters of a two-associate cyclic association scheme are v, n1, n2 
and 

{4.4.23) 

Next, some construction methods of cyclic designs with two-associate 
classes are considered. These are due to Clatworthy (1956, 1973}. 

Suppose e 1 = 2, e2 = 3 mod 5 and n 1 = 2. Among the differences 
e; - e3,, 1 '5 j # j' '5 n11 the elements e1 = 2, e2 = 3 do not appear at 
all (i.e., a= 0), while the elements h = 1, h = 4 appear /3 = 1 times. 
Thus, we have a cyclic association scheme with parameters v = 5, n 1 = 
2 = n2, a = 0, {j = 1 and it follows that the first associates of treatment 
label i are {i+2,i+3). The remaining treatments are second associates 
of i. Designs for v = 5, r :5 10, based on this cyclic association scheme 
and their respective parameters are given below, where each initial block 
is to be developed mod 5: 

No. Parameters 
(i) b = 5, r = 2 = k, .A1 = 1, .A2 = 0. 
(ii) b = 5, r = 3 = k, .A1 = 2, .A2 = 1. 
(iii) b = lO,r = 6,k = 3,>.1 = 4,>.2 = 2. 
(iv) b = 15, r = 6, k = 2, >.1 = 2, >.2 = 1. 
(v) b = 15,r = 9,k = 3,.A1 = 5,.A2 = 4. 

(vi) b = 25, r = 10, k = 2, A1 = 4, A2 = 1. 

Initial Block{s) 
(1, 3}. 

(1,2,4). 
Repeat Design(ii). 
(1, 3); (1, 3); (1, 2). 

(1, 2, 4}; (1, 2, 4} 
(1, 2, 5). 

(1, 3); (1, 3); {1, 3}; 
{1, 3); (1, 2). 

Consider the residue classes mod 13 and let the elements e, with 
n1 = 6 be 

e1 = 2,e2 = 5,ea = 6,e4 = 7,es = 8,e6 = 11. 
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Then, among the 30 differences among these elements, the elements { ei} 
appear a = 2 times each and the elements h = 1, h = 3, fa = 4, /4 = 
9, /s = 10, fa = 12 appear f3 = 3 times each. Thus, we have a cyclic 
association scheme with v = 13, n1 = 6 = n2, a = 2, f3 = 3. Solutions of 
known cyclic designs with v = 13 are given below; each initial block is 
to be developed mod 13. 

No. 
{i) 
(ii) 
(iii) 
(iv) 
(v) 
(vi) 
(vii) 
{viii) 
{ix) 

Parameters 
b- 13, r - 3 - k, A1 = 1, A2 = 0. 
b = 13,r = 6 = k,>.1 = 3,A2 = 2. 
b = 13,r = 7 = k,A1 = 4,A2 = 3. 
b = 13, r = 10 = k, A1 = 8, >.2 = 7. 
b = 26, r = 6, k = 3, At = 2, >.2 = 0. 
b = 26, r = 8, k = 4, At = 1, A2 = 3. 
b = 39,r = 6,k = 2,A1 = 1,>.2 = 0. 
b = 39,r = 9,k = 3,A1 = 3,>.2 = 0. 
b = 39,r = 9,k = 3,AI = 1,>.2 = 2. 

Initial Block(s) 
{1,3,9). 

{0, 1,2,4, 7,9). 
(1,2,4,6, 7,8, 12). 

{1,2,3,4,5, 7,8,9,10,12). 
Repeat Design(i). 

(1, 4, 12, 13); (1, 4,10, 13). 
(1, 3); (1, 6); (1, 7). 

Repeat Design(i) thrice. 
{0,1,12);(0,3,10);{0,4,9), 

With v = 17 treatments and n 1 = 8, if we take the elements { ei} as 

e1 = 3,e2 = 5,ea = 6,e4 = 7,es = 10,es = ll,e7 = 12,es = 14, 

then we have a cyclic association scheme with a = 3, f3 = 4. Solutions of 
cyclic designs with at most 10 replications are given below; each initial 
block is to be developed mod 17. 

No. Parameters 
(i) b = 17,r = 8 = k,-\1 = 4,-\2 = 3. 
(ii) b = 17,r = 9 = k,-\1 = 5,-\2 = 4. 
(iii) b = 34, r = 8, k = 4, >.1 = 1, >.2 = 2. 
(iv) b = 68,r = B,k = 2,-\1 = 1,-\2 = 0. 

Initial Block(s) 
(1, 2, 4, 8, 9, 13, 15, 16). 

(1,4,6, 7,8, 11,12,13, 15). 
(0, 1,4, 5); (1, 8, 10, 16). 

(1,4); (1,6);(1, 7);(1,8). 

Some other cyclic designs with v = 29, 37 have also been reported 
by Clatworthy (1973) and we refer to the catalog of Clatworthy (1973) 
for details. 

The two-class association schemes and PBffi designs based on them 
that we have described so far cover all the major types. There are 
certain other two-class association schemes like the pseudo-triangular, 
pseudo-Latin square and pseudo-cyclic association schemes that have 
received attention in the literature. We refer to Shrikhande (1959a), 
Chang {1960), Hoffman {1960), Seiden {1966) and Mesner (1967} for 
more details on these. 
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4.5 PBm Designs with More Than Two Classes 

While the PBffi designs with two-associate classes are the most impor­
tant among all the PBIB designs, designs with more than two classes 
have also been studied quite extensively in the literature. In this section, 
we cover a few aspects of PBIB designs with more than two-associate 
classes. 

4.5.1 Rectangular Designs 

These designs were introduced by Vartak (1955). We first define a rect­
angular association scheme. 

Definition 4.5.1 Let there be v = t1t2 treatments, which are arranged 
in a t1 x t2 array, say B. On this array, a rectangular association scheme 
with three associate classes is defined as follows: A pair of treatments 
are first associates if they belong to the same row of B, second associates 
if they belong to the same column of B and, third associates, otherwise. 

The parameters of a rectangular association scheme are 

v - t1t2, n1 = t2- 1, n2 = t1 - 1, na = (t1 - 1)(t2- 1), 

[ t, ~ 2 0 
0 ] P1 - 0 tl -1 ' 

tl -1 (tl - l){t2- 2) 

[~~1 
0 ~-1 ] p2 - tl- 2 0 ' 
0 (tl - 2)(t2 - 1) 

[~~2 
1 t, -2 ] 

Ps - 0 tl- 2 . (4.5.1) 
tl- 2 (tl - 2)(t2 - 2) 

A PBIB design with three associate classes is called a rectangular design 
if it is based on the rectangular association scheme. A simple way of con­
structing a rectangular design is as follows. For i = 1, 2, let di be a BIB 
design with parameters v(i), b(i), r(i), k(i), _x(i) and incidence matrix Nr1;. 
Then, Nd = Nd1 ® Nd2 is the incidence matrix of a rectangular design 
with parameters v = v<1>v<2>,b = b(1)b(2),r = r<1>r<2>,k = k<1>k<2>,.X1 = 
r(l) _x{2), A2 = r(2) _x(l}, .Xs = _x(l) _x{2}' tl = v(l)' t2 = v(2). 
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4.5.2 Generalized Right-angular Designs 

A generalized right-angular PBIB design is a four-associate design based 
on a generalized right-angular association scheme, defined by Tharthare 
(1965) as follows. 

Definition 4.5.2 Let there be v = xyz treatments, indexed by a triple, 
say (x~, x2, xa) where 1 :5 x1 :5 y, 1 :5 x2 :5 x, 1 :5 xa :5 z. On these 
v treatments, a generalized right-angular association scheme is defined 
as follows: For any treatment ( x1, x2, xa), the first associates are those 
that differ in the third position, second associates are those that differ 
in the second position, irrespective of what is in the third position, third 
associates are those that have the same second coordinate, a different 
first coordinate, third position being immaterial. All other treatments 
are fourth associates of (x11x2,xa). 

The parameters of this association scheme are 

v - xyz, n1 = z- 1, n2 = z(x- 1), na = z(y- 1), 

n4 = z(x- 1)(y- 1), 

[ z- 2 z(:t ~I) 0 
0 

z(y -1) 
0 ] 0 
0 , 

z(x- 1)(y- 1) 

~ - [0 
z-1 0 

z(x- 2) 0 
0 0 l 0 

z(y -1) ' 
z(x- 2){y -1) 

Pa - [ 0 ~ z-1 
0 

z(y- 2) 
0 ] z(x -1) 
0 , 

z(x- 1)(y- 2) 

[0 q z-1 l z(x- 2) 
z(y- 2) ' 

z(x - 2)(y- 2) 

{4.5.2) 

where, for convenience, only the upper triangle of the symmetric ma­
trices~ are displayed above. For x = 2, the above association scheme 
reduces to a right-angular association scheme of Tharthare {1963). For 
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more on these schemes and PBffi designs based on these, we refer to 
Tharthare {1963, 1965). 

4.5.3 Designs Based on Factorial Association Schemes 

A factorial association scheme is defined as follows. 

Definition 4.5.3 Let there be v = m1m2 ... mp treatments, denoted by 
tjJ(x1, x2, ... , Xp) and indexed by p-tuples (x1, ... , x11), where for 1 ~ i ~ 
p, Xi = 1, 2, ... , mi. On these treatments, a factorial association scheme 
is defined as follows: a pair of treatments tjJ(x1. ... , xp) and tP(Yl, ... , Yp) 
are (ult u2, ... , up)th associates if 

where u(z) is a function of z such that u(z) = 0, if z = 0 and equals 1, 
otherwise. 

For this association scheme, the associate classes are represented in bi­
nary notation. Clearly, the number of associate classes is 2P - 1. This 
scheme has been studied and used, among others, by Hinkelmann and 
Kempthorne (1963) and Hinkelmann (1964), who called this scheme as 
an extended group-divisible (EGD) scheme. Note that for p = 2, this 
scheme reduces to a rectangular association scheme. For p = 3 and 
m1 = m2 = rna = m, such schemes have been called a cubic association 
scheme by Raghavarao and Chandrasekhararao (1964). For arbitrary 
p > 3, such schemes are known as hypercubic and PBIB designs based 
on such a scheme are called hypercubic designs, which have been studied 
by Kusumoto (1965) and Chang (1989). A simple method of construc­
tion of PBIB designs based on the extended group-divisible association 
scheme is as follows: for 1 ~ i ~ t, let c4 be a BIB design with parame­
ters Vi,bi,ri,ki,,\(i) and incidence matrix Ndi. Then, the design d with 
incidence matrix Nd is an extended group-divisible design where Nd is 
given by 

(4.5.3) 

For another family of extended group-divisible designs, see Chang and 
Hinkelmann (1987). 
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4.5.4 Designs Based on Group-divisible Family 
of Schemes 
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A family of association schemes, called the group-divisible family of 
association schemes, was introduced by Rao (1966). This scheme is 
defined as follows. 

Definition 4.5.4 Let there be v = st treatments indexed by a pair (x, y), 
where 1 :$ x :$ t, 1 :$ y :$ s. A pair of treatments (xt. YI), (x2, y2) are ith 
associates if x1 = x2 and Yb Y2 are mutually ith associates according to 
some given association scheme with u classes on s treatments, 1 :$ i :$ u; 
(x1, yl), {x2, Y2) are (u + 1)th associates if XI :f:. x2. 

The parameters of this association scheme with u + 1 associate classes 
are 

v - st, ni = ni (1 :$ i :$ u), nu+l = s(t- 1), 

pi - [ ~· s(t ~ 1) ] , 1 :$ i :$ u, 

0 0 0 n1 

0 0 0 n2 

Pu+l - (4.5.4) 
0 0 0 nu 
nl n2 nu s(t- 2) 

where Pt = (p~k *) and n; are the parameters of the association scheme 
with u classes. Clearly, for u = 1, this scheme reduces to the two--class 
group-divisible association scheme. Methods of construction of PBIB 
designs based on this association scheme are given by Rao (1966) and 
Dey and Midha (1974). A generalization of the group divisible family of 
association schemes and designs based on them was considered by Saha 
and Gauri Shankar (1976) and we refer to the original source for more 
details. 

4.5.5 Them-dimensional Triangular Designs 

The two--class triangular association scheme, considered in the previous 
section has been generalized to a scheme with m > 2 classes, called 
them-dimensional triangular association scheme (Tm)· This scheme is 
defined as follows. 
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Definition 4.5.5 Let there be v = {!) treatments denoted by t/>(Xt,X2 1 

... , Xm) and indexed by the combinations of m integers (x1. x2, ... , Xm) 
out of the t integers 1, 2, ... , t. A pair of treatments «P(xt, ... , Xm) and 
tf>(Yt, •.. , Ym) are ith associates if their indices have precisely m- i in­
tegers in common ( 1 $; i $; m). 

It is easy to see that for m = 2, this scheme reduces to the two asso­
ciate triangular scheme considered earlier. The parameters of the Tm 
association scheme are given by 

( t-m-i ) 
\.i+k+u-m · 

(4.5.5) 

The special case of this association scheme for m = 3 was studied by 
Kusumoto (1965) and John (1966). The Tm scheme for arbitrary m 
was considered by Ogasawara (1965). Methods of construction of PBffi 
designs based on the T m scheme can be found in the above mentioned 
references and in Saba (1973). 

4.5.6 Kronecker Product Designs 

It has been observed earlier in this section that some PBffi designs can 
be obtained by taking the Kronecker (or, tensor) product of incidence 
matrices of two known designs. In this subsection, we first introduce 
a Kronecker product (or simply, product) association scheme and then 
show how designs based on this scheme can be constructed. 

Fort= 1,2, let At be an association scheme with parameters 

(t) (t) (t)i . . - 1 2 "f t - 1 v , ni ,pjs , ~,J, s- 1 , ••• , m, 1 - 1 

i,j,s = 1,2, ... ,n, ift = 2. 

The product association scheme A = A1 x A2 is defined as follows: 
A has v = v(1)v(2) treatments indexed by a pair (a,/3), 1 $; a $; 

v<1> ,1 $; f3 S v<2>. A pair of treatments (a, {3) and ('y,6) are mutually 
( Ut, u2)th associates if a is the u1 th associate of 'Y in At and fJ is the 
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u2th associate of 6 in A2, 1 5 u1 5 m, 1 5 u2 5 n. Every treatment is 
(0, O)th associate of itself and of no other treatment. 

Clearly, the number of associate classes in A, excluding the(O, O)th 
class, is m + n + mn. The other parameters of A can be easily derived. 
The same idea can be extended easily to obtain a product association 
scheme based on the product of more than two association schemes. 

We may regard a BIB design as a special case of a PBIB design 
with just one associate class. The corresponding association scheme can 
be defined as follows: every treatment is the first associate of every 
other treatment and is the zeroth associate of itself. For convenience, 
such an association scheme may be referred to as the BIB association 
scheme. It can then be verified that the product association scheme of t 
BIB association schemes with v 17 v2, ... , Vt treatments respectively, is an 
extended group-divisible association scheme with 2t -1 associate classes. 
If v1 = v2 = · · · = Vt, the scheme reduces to a hypercubic association 
scheme. 

Finally, it can be seen easily that if N1 is the incidence matrix of a 
PBffi design with m associate classes based on an association scheme 
A1 and N2, that of a PBIB design with n associate classes based on an 
association scheme A2, then N = N1 ® N2 is the incidence matrix of a 
PBffi design based on the product association scheme A= A1 x A2• 

In some situations, the number of associate classes in a product asso­
ciation scheme can be reduced. For an excellent account of the conditions 
under which the number of classes in a product association scheme (and, 
other association schemes) can be reduced, see Kageyama (1974). 

Remark 4.5.1 The above are some of the major association schemes 
and related PBffi designs with three or more associate classes. There 
are several other PBIB designs based on higher associate class schemes; 
see for example, Roy (1953), Raghavarao (1960b), Adhikary (1967) and 
Saha, Kulshreshtha and Dey (1973). However, we do not elaborate on 
these here as these are beyond the scope of this book. For several other 
results on PBIB designs, including those on existence, see Raghavarao 
(1971) and Dey (1986). 

4.6 Analysis of PBm Designs 

The analysis of a PBm design with m ;:::: 2 associate classes can be 
derived from the general results outlined in Chapter 2. In what follows, 
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however, we briefly sketch the essential steps of analysis of a PBIB design 
with m 2:: 2 associate classes. 

Let d be a connected m-associate PBIB design with parameters 
v, b, r, k, Ai, ni,P~8 , i,j, s = 1, 2, ... m, and let as before, 'T = (rlt ... , Tv)', 
where Ti is the effect of the ith treatment, 1 $ i $ v. Under the intra­
block model, the reduced normal equations for estimating linear combi­
nations of treatment effects are given by 

kCdT = kQ. (4.6.1) 

In view of {4.3.10), kCd can be expressed as 
m 

kCd = r(k- 1)Bo - L AtBt. {4.6.2) 
t=l 

Hence, one can write {4.6.1) as 
m 

- LAtBt'T = kQ, (4.6.3) 
t=O 

where >.0 = -r(k -1). 
For 0 $ j $ m, let S;(i) denote the set of treatments which are jth 

associates of treatment i. Recall that S0(i) = {i}. Define 

1j(i) = L ~ and T;(Qi) = L Ql. (4.6.4) 
lES;(i) lES;{i) 

Clearly then, 
T;(i) = B;T and T;(Qi) = B;Q. (4.6.5) 

Premultiplying both sides of (4.6.3) by Bi and using (4.4.5), we get 
m m 

-L At LP:tBs'T = kBiQ, 
t=O s=O 

which can be written as 

-f (f:Ptt>-t) BsT = kB,Q. 
s=O t=O 

(4.6.6) 

Set 
m 

ais - - LP:t>-t, 
t=O 

Xs - Ts(Th), 

bi - k7i(Qh)· (4.6.7) 
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Then, in view of (4.6.5), the system of equations (4.6.6) can be written 
as a system of m + 1 equations 

Ax=b, (4.6.8) 

where A= (ais), 0 S i, s s m, :.r: = (xo, Xt, ... , Xm)' and b = (bo, bt, ... , bm)' 
It can be checked that 

m m m 

Lais = 0, LXs = 0 and Lbi = 0. 
i=O s=O i=O 

In view of this, we may ignore the Oth equation of ( 4.6.8) and express 
xo as - 2::.1 x8 in the other equations to get a system of m equations 

Ux* = b*, (4.6.9) 

where U = ('Ui;), 1 s i,j s m, 'Ui; = ai; - aio, 1 s j s m, x* = 
(xt, ... , Xm)' and b* = (b~, ... , bmY· It may be verified that U is non­
singular and thus, a solution of the normal equations, Th, can be obtained 
by noting that the solution of (4.6.9) is :.r;* = u-1b*. 

For m = 2, one can follow the above steps to get a solution of the 
normal equations explicitly a.s 

~. _ k(B2Qi- A2Tl(Qi)) 1 < . < (4.6.10) r. - A B A B ' - z - v, 1 2- 2 1 

where 

A1 - r(k-l)+.\2, 

A2 - .A2- .At, 

B1 - A2P~2' 
B2 - A1 + (.\2- AI)(Plt- Pit)· (4.6.11) 

The variance of the best linear unbiased estimator of an elementary 
treatment contrast is given by 

2k(A2 + B2)a2 
Var(fi- f;) = A1B2- A2B1 ' 

if i and j are first associates, 

2kB2a2 

A1B2- A2B1' 
if i and j are second associates. 

(4.6.12) 

(4.6.13) 
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Next, we briefly take up the issue of recovery of inter-block information 
in the context of an m-associate PBm design d. Recall equation (2.4.39) 
of Chapter 2. Since d is equireplicate, we have here 

(4.6.14) 

Now, following the steps of analysis under the intra-block model, we find 
that z• = (x1, ... ,xm)' can be obtained by solving the following system 
of m equations 

(4.6.15) 

where UM = (wl-W<J)U+rkW'Jlv and bM- (blM•···,bmM)' with 
b;M = kT;(QiM) and QiM is the ith component ofQM given in (2.4.39). 
The analysis can now be completed. 

4. 7 Lattice Designs 

Lattice designs, also called quasi-factorial designs, form an important 
class of incomplete block designs. These designs were introduced by 
Yates (1936b). In the two classes of lattice design that we define and 
study in this section, the treatments can be identified with the treatment 
combinations of a symmetrical factorial experiment and using this fac­
torial structure, one can obtain resolvable incomplete block designs by 
using different patterns of confounding of factorial effects. The nomen­
clature quasi-factorial is justified in view of this analogy. 

We first introduce square lattice designs. Let there be v = t2 treat­
ments, where t ~ 2 is an integer. As in the context of a Latin square 
association scheme, let us arrange the v treatments in at x t arrayS. 
Assume furthermore that there exist i - 2 ::; t - 1 mutually orthogonal 
Latin squares of order t and call these squares A1, A2, ... , Ai-2· The 
blocks of an i-ple square lattice design are then obtained as follows: 
(i) treat the rows of S as blocks to get t blocks, each of size k = t; 
(ii) treat the columns of S as blocks to generate another t blocks; 
(iii) superimpose the Latin squares A1. ... , Ai-2 in turn on Sand form 
blocks by putting all those treatments in a block which fall under a 
particular letter of a Latin square. For each of the Latin squares, we 
thus get t blocks, and considering all the i - 2 Latin squares, one gets a 
total of t(i- 2) blocks each of size k = t. 

The collection oft+ t + t( i- 2) = it blocks constitute an i-ple square 
lattice design. From this construction procedure, it is clear that an 
i-ple square lattice design is a two-associate PBffi design based on the 
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Latin square association scheme with i constraints (or, an Li association 
scheme, i ~ 2) with parameters v = t 2, b =it, r = i, k = t, A1 = 1, A2 = 
0. When i = 2, we get a simple square lattice design. If i = t + 1 (i.e., 
when a complete set of mutually orthogonal Latin squares is available), 
a square lattice design reduces to a BIB design (called a balanced lattice 
design) with parameters v = t2, b = t(t + 1}, r = t + 1, k = t, A = 
1; see Remark 3.4.1. Recall that this family of Bffi designs was also 
constructed earlier using finite Euclidean geometry in Chapter 3 (vide 
Theorem 3.4.2). 

We may identify the v = t2 treatments of a square lattice design· 
with the treatment combinations of a symmetrical factorial experiment 
involving two factors, say F1 and F2, each at t levels. One can then 
obtain a square lattice design by obtaining blocks using different con­
founding patterns in each replicate. For instance, lett= 2. The v = 4 
treatment combinations of a 22 factorial experiment can then be written 
as {00,01, 10,11}, where 0 and 1 denote the two levels of each of the 
factors. Suppose we choose to confound the main effect of F1 in the first 
replicate and the main effect of F2 in the second replicate. Then, the 
blocks of the design are as displayed below: 

Replicate Confounded effect Block 1 Block 2 
I F1 {00,01) (10,11) 
II F2 (00,10) (01,11) 

Relabeling the treatment combinations according to the scheme 

00-+ 1,01-+ 2,10-+ 3, 11-+ 4, 

we get the following design: 

Replicate Block 1 Block 2 
I (1,2) (3,4) 
II (1,3) (2,4) 

This design is easily recognized as a simple square lattice design, which 
could also have been constructed following the construction method de­
scribed in the beginning of this section. 

A cubic or three-dimensional lattice design is an incomplete block 
design involving v = t3 treatments in blocks of size k = t. Consider a 
cube of side t and arrange the treatments on this cube such that the 
treatment in the ith row, jth column and mth layer is (xi, y1, Zm). A 
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three-dimensional lattice has at least three replicates involving t2 blocks 
in each replicate and the blocks of these replicates are as follows: 
Replicate 1: {(xi,y;,zi), (xi,y;,za), · · ·, (xi,Y;,zt)}, 1 $ i,j $ t. 
Replicate 2: {{xi, Yb Zm), (xi, Y2, Zm), ···,(xi, Yt 1 Zm)}, 1 $ i, m $ t. 
Replicate 3: {{x~, Y;, Zm), (x2, Y;, Zm), · · ·, (xt, Y;, Zm)}, 1 $ j, m $ t. 

It can be shown that a cubic lattice design as described above is a 
three-associate PBIB design based on a cubic association scheme with 
parameters v = t3,b = 3t2,r = 3,k = t,.X1 = l,.X2 = 0 = .Xa. 

Finally, we describe a rectangular lattice design involving v = t(t-1) 
treatments. These treatments are indexed by a pair (a,/3), where a =f. {3. 
A simple rectangular lattice design has b = 2t blocks. One can obtain t 
blocks by putting all those treatments in a block which have the same 
first coordinate. Similarly, another t blocks can be obtained by putting 
all those treatments in a block that have the same second coordinate. 
Nair (1951) showed that a simple rectangular lattice design is indeed a 
PBIB design with four associate classes and parameters 

v - t(t -1), b = 2t, r = 2, k = t- 1, A1 = 1, .Xa = 0 = .Xa = A4, 

n1 - 2{t- 2), n2 = (t- 2)(t- 3), na = 2(t- 2), n4 = 1, 

pl - [ t - 3 (t - t3~:- 4) t ~ 3 ~ ] 
t -3 1 I 

0 

p2 - (t- 4){t- 5) 2(t- 4) 
[ 

2 2{t- 4) 2 00: ] ' 

2 

[
1 t-3 t-3 ~01]1 (t- 3)(t- 4) t- 3 

Pa -
1 

(t- 2)(t- 3) 0 0 [ 
0 0 2(t- 2) 0 ] 

p4 = 0 ~ . (4.7.1) 

While the lattice designs describP..d so far in this section are PBIB designs 
with two or more associate classes, not all lattice designs are PBm 
designs. For more details on such lattice designs, see Nair (1951) and 
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Harshbarger (1951). See also Rao (1956) for another class of quasi­
factorial designs. 

It has been shown by Patterson and Williams (1976) that the effi­
ciency factor of a square lattice design with v = t2 treatments and s 
replicates is given by 

E = (v- l)(s- 1) 
(v- 1}(s- 1) + s(t- 1) · 

(4.7.2) 

For a proof of this result and more details, we refer to the original 
source. 

4.8 Cyclic Designs 

While discussing the two-associate cyclic PBm designs (Section 4.4.5), 
we had remarked that the term "cyclic designs" is used in a broader 
context. In this section, we briefly study a general cyclic design. For a 
more comprehensive account of cyclic designs including generalizations 
and applications, we refer to John (1987) and John and Williams (1995). 

In Chapter 3, we have described the method of developing initial 
blocks for constructing BIB designs. The same method can be applied 
to a set of initial blocks even when these initial blocks do not have the 
property of symmetrically repeated differences. Designs obtained by 
developing initial blocks are known by the generic name cyclic designs. 
When the chosen initial blocks do not give rise to symmetrically repeated 
differences, the cyclic design obtained by developing is not a BIB design, 
but it may have some desirable properties. Clearly, cyclic designs are 
easy to construct and very flexible, making these extremely useful in 
practice. These designs can be analyzed easily, as we shall see presently. 
A systematic study of cyclic designs in blocks of size two (also called 
cyclic paired comparison designs) was initiated by Kempthorne {1953) 
with subsequent contributions from Zoellner and Kempthorne (1954), 
McKeon (1960) and David (1963a,b, 1965). Cyclic designs with arbi­
trary block sizes have been studied quite extensively; see e.g., Wolock 
(1964), David and Wolock (1965), Clatworthy (1967b) and John (1966, 
1969, 1973). 

A cyclic design involving v treatments, block size k and replication 
number r will be denoted by C(v, k, r). The treatments will invariably be 
labeled as the elements of residue classes modulo v, i.e., as 0, 1, ... , v-1. 
If an initial block has treatments (il,j2, ... ,j~~:), then the other blocks 
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are obtained by adding a nonzero element from the set {0, 1, ... , v -1} 
and reducing the elements so obtained mod v. For example, let there 
be two initial blocks, (1, 2, 4) and {1, 3, 7) for generating a cyclic design 
0(9, 3, 6). Then the full design is obtained by developing these initial 
blocks mod 9, which is shown below: 

{1,2,4);(2,3,5);(3,4,6);{4,5,7);(5,6,8);(0,6,7);(1, 7,8); 

{0, 2, 8); {0, 1, 3); 

(1,3,7);(2,4,8);(0,3,5);(1,4,6);(2,5,7);(3,6,8);(0,4, 7); 

(1, 5, 8); (0, 2, 6). 

For a given triple (v, k, r), there will in general be several choices for 
a design O(v, k, r). In such a scenario, one should choose that design 
for which the average efficiency factor is a maximum over the class of 
all designs with the same parameters. A catalog of designs prepared by 
John, Wolock and David (1972) contains a very large number of most 
efficient cyclic designs. 

The intra-block analysis of cyclic designs can be accomplished by 
following the theory presented in Chapter 2. Some features special to 
cyclic designs are described in the following. Under the standard model 
{2.2.1), it can be seen that the 0-matrix of a cyclic design is circulant. 
Recall that a square matrix of the form 

ao a1 a2 0-n-1 
tln-1 ao a1 tln-2 

A= tln-2 tln-1 ao tln-3 

a1 a2 a a ... ao 

is called circulant, i.e., for a circulant matrix, the tth row (2::; t::; n) is 
obtained from the ( t - 1 )st row by moving each element of the ( t - 1 )st 
row one column to the right and placing the element in the last column 
of the (t- 1)st row in the first column of the tth row. In view of this, 
it suffices to display the entries in the first row to describe a circulant 
matrix. 

One can obtain a circulant generalized inverse of the 0-matrix fol­
lowing Kempthome {1953). Suppose A= (lli;) is a circulant generalized 
inverse of the 0-matrix of a cyclic design. Since A is circulant, it suffices 
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to specify only the first row of A. The elements of the first row of A are 
given by 

v 

au - v-1 L A;1' 

u=2 
v 

a1; - v-1 2: cos{{u- l)(j- 1)4>}>.;;1, 2 ~ j ~ v, (4.8.1) 
u=2 

where 

v 

¢ = 27rfv and Au= cu + L Ctu cos{(u- 1)(j -1)¢} (4.8.2) 
u=2 

and cu,c12, ... ,c1v are the entries in the first row of the C-matrix, 
which is circulant. The quantities Au are symmetric with Av-u+2 and 
the elements c1; are given by 

cu - rk-1(k -1), 

Ct2 - k-1 Ctv =- #-'12, 

C13 - k-1 C1,v-1 =- #-'13, 

cl .!!.±.l - c1 ~ = -k-1 #Lt .!!.±.l, if vis odd, 
' 2 ' 2 ' 2 

c1 ttl k-1 "f · (4.8.3) - - #Lt ttl , 1 v IS even, 
' 2 ' 2 

where, for 1 ~ i, j ~ v, i =/:- j, #Lij is the number of times treatments i and 
j appear together in a block of the design. The variance of the BLUE 
of an elementary treatment contrast under a cyclic design is given by 

(4.8.4) 

where t = j- i + 1, j > i. It can then be shown that the average 
variance of the BLUEs of all elementary treatment contrasts is 

. 2o-2auv 
Average Va.nance = 1 . 

v-
(4.8.5) 

It follows then that the efficiency-factor of a cyclic design is given by 

v-1 
E=--. 

vrau 
(4.8.6) 
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Following the development in Chapter 2 (Section 2.4) and the notations 
used therein, one can show that combined intra-inter-block estimate of 
; under a cyclic design d with incidence matrix Nd is 

t = (wtrl- k-1(w1- w2)NdN~)-1 (w1T- k-1(w1- w2)NdB), (4.8.7) 

where, as in Chapter 2 (equation (2.4.23)), w1 = 0'-2 and w2 = (0'2 + 
kO'~) -l. The matrix 

vd = Wtrl- k-1(wl- W2)NdNd. (4.8.8) 

for the cyclic design d is also circulant and invertible. Suppose the 
elements in the first row of vd-l be vu, ... , Vtv· Then, it can be shown 
that 

v 

vn - v-1 L 1'~1' 
u=2 

v 

Vtj = v- 1 2:cos{(u-1)(j-1)4>h~ 1,2~j~v, (4.8.9) 
u=2 

where, for 2 ~ u ~ v, 'Yv. = (wl - w2)..\v. + rw2 and Au and 4> are as in 
(4.8.2). 

John (1973) extended cyclic designs to generalized cyclic (GC) de­
signs, in which there are v = s1 82 ... Sn treatments arranged in b blocks 
of size k each. A treatment is indexed by an n-tuple (et. e2, ... , en), 
where for 1 ~ i ~ n, ei = 0, 1, ... , Si- 1. A GC design is obtained by 
developing one or more initial blocks, the jth block developed from an 
initial block being obtained by adding the jth treatment to each of the 
contents of the initial block, where addition means entry-wise addition, 
i.e., (et, e2, ··.,en) + (ft, h, ... , fn) = (et + ft, e2 + h, ... , en+ fn), 
the elements being reduced mod (st, 82, ... , sn)· For example, let v = 
16, s1 = s2 = 83 = s4 = 2 and suppose k = 6. Consider an initial block 

(0000,0001,1000,1111,0101,0011). 

Then, developing this block mod (2,2,2,2), we get a generalized cyclic 
design with r = 6. In fact, this is a BIB design with parameters v = 
16 = b, r = 6 = k, ,\ = 2. 

Another type of generalized cyclic design has been considered by 
Jarrett and Hall (1978). In general, these designs are with unequal 
block sizes and unequal replications. For details, we refer to Jarrett 
and Hall (1978) and John (1987). For an excellent review of generalized 
cyclic designs and their use in factorial experiments, see Dean (1990). 
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4.9 Linked Block Designs 

In this section, we briefly study a class of incomplete block designs, called 
linked block designs, introduced by Youden (1951). These designs are 
defined below. 

Definition 4.9.1 An incomplete block design is called a linked block 
design if each pair of blocks intersects in a constant number, say p,, of 
treatments. 

It is easy to see that if dis a Bill design with parameters v, b, r, k, A, 
then its dual design d! is a linked block design with the parameter p, = A. 
Roy and Laha (1956) classified linked block designs into the following 
three categories: (a) symmetric BIB designs, {b) PBIB designs and, 
(c) irregular designs, that are not covered by the types (a) and (b). The 
designs of type {a) do not offer any special features different from those 
of a BIB design and are thus of little interest as linked block designs. It 
is of interest though to examine conditions under which a linked block 
design is a PBIB design. To that end, we have the following result. 

Theorem 4.9.1 Let d be a PBIB design with m associate classes and 
parameters v, b, r, k, Ai, fl.i, p~8 , i, j, s = 1, 2, ... , m, and suppose Nd is 
the incidence matrix of d. Then d is a linked block design if and only if 
NdNd. has only two nonzero eigenvalues, 8o = rk and lh with respective 
multiplicities ao = 1, a1 = b - 1. 

Proof. If d is a linked block design with (constant) block intersection 
number p,, then we have 

It follows then that the eigenvalues of Nd,Nd are fJo = rk and 61 = k- p, 
with respective multiplicities ao = 1, a1 = b - 1. Since the nonzero 
eigenvalues of NdNd. and those of Nd,Nd are the same, including the 
multiplicities, NdNd. has only two nonzero eigenvalues, rk with multi­
plicity 1 and k - p. with multiplicity b - 1. Conversely, suppose d is a 
PBIB design with block size k and replication r such that NdN~ has only 
two nonzero eigenvalues, say fJo = rk and 61, with respective multiplic­
ities 1 and b - 1. Then Nd.Nd,· which is a symmetric matrix of order b, 
has only two eigenvalues, fJo and 61. the latter having multiplicity b - 1. 
Also, since Nd,Ndlb = rkl, = fJolb, 1, is an eigenvector corresponding 
to fJo. Thus, Nd,Nd is completely symmetric (recall the result given in 
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the proof of Corollary 2.3.1) and is given by N~Nd = (k- 61)Ib + 61Jb 

as, the diagonal elements of N~Nd are each equal to k. D 

As an application of the above theorem, consider a singular GD 
design with v = mn treatments (i.e., there are m groups of n treatments 
each). From (4.4.2), it follows then that such a design is linked block 
if and only if b = m. Similarly, a semi-regular GD design is linked 
block if and only if b = v - m + 1. Similar results can be obtained for 
two-associate triangular designs and designs based on the Latin square 
association scheme. 

4.10 C-Designs 

In this section, we consider a class of incomplete block designs possessing 
a certain property, called C-property. This property was introduced 
by Ca.liliski ( 1971) and subsequently studied in greater detail by Saha 
(1976), Purl and Nigam (1977) and Ceranka and Kozlowska {1983). Saha 
(1976) called the designs having C-property as C-designs while, the same 
class of designs was termed simple partially efficiency-balanced designs 
by Puri and Nigam {1977). These designs, though not always balanced, 
have a simple analysis and this fact seems to be the main motivation for 
studying these designs. 

Consider a connected block design with v treatments, b blocks and 
incidence matrix Nd. Recall the definition of the symmetric matrix Ad 
of order v from Chapter 2 (equation (2.3.9)). Suppose Ad has only two 
distinct nonzero eigenvalues, E E (0, 1) and 1 with respective multiplic­
ities m, 1 ~ m ~ v - 1 and v - 1 - m. This in tum means that the 
design d has only two distinct canonical efficiency factors, E and unity. 
A connected block design will be called a C-design if it has only two 
distinct canonical efficiency factors, E E (0, 1) and unity. It is easily seen 
that the C-matrix of a C-design d is 
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(4.10.1) 

where, as before, ~ = diag( r dl• ... , r dv), n is the total number of exper­
imental units in d and without loss of generality, the positive eigenvalues 
of Ad are Attl = Ad2 = · · · = Adm = E and Ad,m+l = · · · = Ad,v-1 = 1. 
The corresponding orthonormal eigenvectors are denoted as before by 
E'di, 1 $ i :::; v -1, while the normalized eigenvector corresponding to the 
zero eigenvalue of Ad is Pdfnl. Recalling the definition of the matrix 
MOd from (2.3.17), we have for a C-design, 

MOd - R;i1 NdKi1 Nd - lrd,/n 
- R;i1(~- Cd)- lrd.fn 

- (1- E) (lv- lrd.Jn- R~l I: E'diE'diRj) 
i=m+l 

- {1- <)R~i (1.- P•P..fn- ,f_, E.,.(.,.) R} 

- (1- E)R~i ('t,edie~) Rj. (4.10.2) 
1=1 

Conversely, suppose for a connected design d, the matrix Mod is given 
by (4.10.2). Also, from (2.3.17), for an arbitrary design d, 

MOd - R;i1 NdKi1 Nd - lvrd./n 
1 1 1 1 

- R~2 (Iv- R~2CdR~2 - PdPd./n)Rj 
1 1 

- R~2 (Iv - ~ - PdPd./n)Rj · (4.10.3) 

Equating (4.10.2) and (4.10.3), we have after simplification, 

m v-1 

Ad= E I: Ea,E'd.i + I: E'diE'di• (4.10.4} 
i=l i=m+l 

which shows that Ad has only two distinct eigenvalues, E and unity. 
From (4.10.2), it is easily seen that for every positive integers, 

(4.10.5) 
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The condition in (4.10.5) was used by Saha (1976} to define a C-design. 
The above analysis shows that equivalently, a connected block design d 
is a C-design if and only if d has only two distinct canonical efficiency 
factors, t E (0, 1) and unity, with respective multiplicities m and v-
1 - m. This in turn means that under a C-design, v - 1 - m basic 
contrasts (see Section 2.3) are each estimated with full efficiency while 
the rest are estimated with the same efficiency factor e E (0, 1). Clearly, 
an orthogonal design is a C-design with m = 0 and a nonorthogonal 
efficiency-balanced design is a C-design with m = v - 1. 

It can also be seen that for a C-design d, the matrix Mod can be 
written as 

MOd = (1- t)L, (4.10.6} 

where 
1 n\ 1 

L = R~2 E~diediRJ (4.10.7) 
i=l 

is an idempotent matrix of rank m. Also, it can be shown that for a 
C-design d, a choice of a generalized inverse of Cd is 

c;; - R~t ( ,-, t. e .. e-.. \~_, e .. E' .. ) R~l 
- (e-1 Mod+ lv)R"d1 -1v1~/n. (4.10.8) 

A similar g-inverse of Cd was also obtained by Calinski (1971). 
As observed earlier, all efficiency-balanced designs are C-designs. 

However, the class of C-designs is much larger and includes designs that 
need not be efficiency-balanced. The following result due to Saba (1976) 
provides a characterization of C-designs, the proof of which is left as an 
exercise. 

Theorem 4.10.1 An incomplete block design d with incidence matrix 
Nd is a C-design if and only if there exists a constant p, E [0, 1} such 
that 

(4.10.9} 

where 
(4.10.10} 

The following are consequences of Theorem 4.10.1. 
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Corollary 4.10.1 An incomplete block design d is a C-design if for 
some constant 1J E [0, 1), 

(4.10.11) 

Corollary 4.10.2 An incomplete block design d is a C-design if for 
some constant p, E [0, 1), 

(4.10.12) 

For some more results on C-designs, see Saha {1976). For methods of 
construction of C-designs, see Galinski and Kageyama {2000), where 
more references can be found. The notion of C-designs (or, simple 
partially efficiency-balanced designs) has been generalized to partially 
efficiency-balanced {PEB) designs by Puri and Nigam (1977). However, 
as observed by Pal (1980) and Dey and Gupta {1986), every conceivable 
connected incomplete block design is a PEB design with m efficiency 
classes for some integer m, 1 ~ m ~ v - 1. Thus, it appears that the 
concept of a PEB design with arbitrary number of efficiency classes is 
rather weak. 

4.11 Alpha Designs 

In agricultural and forestry experiments, often efficient resolvable de­
signs with small number of replications are desired. This is because 
resolvable designs can be conducted with one replication at a time, 
with different replications applied at different points of time or, even 
at different locations. If locations or different time periods are used as 
replications of a resolvable incomplete block design, then the variability 
among locations for instance, can be eliminated, apart from the variabil­
ity within a location. Though several designs that have been covered 
so far have a resolvable solution, there are still some combinations of 
v, the number of treatments and r, the replication number, for which 
either a resolvable solution is unknown or the known design has poor 
efficiency. In view of this, a very fl.exible class of resolvable incomplete 
block designs called a designs was introduced by Patterson and Williams 
(1976a). An a design can be constructed as follows: 

The first step towards the construction of an a design is to consider a 
k x r array, a with elements from the set of residue classes mod s, where 
k is the block size, r is the replication of each treatment and s ~ 2 is an 
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integer which equals the number of blocks in each replicate. The array 
a is called the "generating array". Next, each column of a is used to 
generate s -1 more columns by a cyclical development. Let the resulting 
k x r s array be denoted by a•. Finally, add is to each element of the 
( i + 1 )st row of a•. The columns of the resulting array are the blocks of 
the required a design and each set of columns (blocks) generated from 
the same column of a constitutes a replication. 

Example 4.11.1 Suppose it is desired to construct an a design with 
v = 12, k = 3, r = 3 and s = 4. One can choose the following array as 
the generating array: 

0 0 0 
a= 0 2 3 

0 3 1 

One can now develop each column of the above array mod 4 to get the 
following intermediate array: 

0 1 2 3 0 1 2 3 0 1 2 3 
a*= 0 1 2 3 2 3 0 1 3 0 1 2 

0 1 2 3 3 0 1 2 1 2 3 0 

Following the construction method described above, we get the desired 
a design with the following blocks: 

Block 1 Block 2 Block 3 Block 4 
0 1 2 3 

Replicate I 4 5 6 7 
8 9 10 11 

Block 5 Block 6 Block 7 Block 8 
0 1 2 3 

Replicate II 6 7 4 5 
11 8 9 10 

Block 9 Block 10 Block 11 Block 12 
0 1 2 3 

Replicate III 7 4 5 6 
9 10 11 8 

The generating array used in the above example has all elements 
equal to zero in the first row and first column. Such an array is called a 
"reduced array". By a suitable relabeling of elements, all arrays can be 
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represented by reduced arrays. This fact is useful in finding efficient a 
designs as, the search of such designs can be restricted to the generating 
arrays that are in the reduced form. 

Upper bounds for the average efficiency factor of an a design have 
been given by Patterson and Williams ( 1976b) and Williams and Pat­
terson (1977). A software, called ALPHA+ providing a designs in the 
parameter ranges 2 $ r $ 10, 2 $ k $ 20, v $ 500 has been pre­
pared by Williams and Talbot (1993}. A more general software package, 
called CycDesigN has been provided by Whitaker, Williams and John 
(1997). Both packages provide a designs with high efficiency factors. 
A monograph on a designs with tables of designs and their efficiencies 
haB recently been prepared by Parsad et al. (2007). A short table of 
generating arrays for constructing a designs can be found in Patterson, 
Williams and Hunter (1978) and also reproduced in John (1987, p. 86). 

4.12 Exercises 

4.1. Using (4.3.8), provide an alternative proof of the third relation in 
(4.2.3). 

4.2. Show that a group-divisible design with two-associate classes satis­
fying Aa = 0 is necessarily disconnected. 

4.3. Consider a two-associate PBIB design with v treatments, r = 2 
replicates and concurrence parameters Ab .X2• Show that if such a design 
has A1 = 2 and .Xa = 0, then the design is disconnected. 

4.4. Show that the inequality rk- v.X2 2:: 0 holds for singular group­
divisible designs as well. 

4.5. Show that for a semi-regular group-divisible design, .X2 - .X1 > 0. 

4.6. Provide a proof of Theorems 4.4.2 and 4.4.4. 

4.7. Suppose there exists a two-class association scheme with v treat­
ments satisfying the condition Pl1 = p~1 . Show that this implies the 
existence of a BIB design. Determine the parameters of the BIB design. 

4.8. Is it true that the complement of a connected group-divisible design 
is also connected? H so, provide a proof; otherwise, give a counter­
example. 

4.9. Construct a group-divisible design with parameters v = 8 = b, r = 
3 = k, A1 = 0, .X2 = 1, m = 4, n = 2. 
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4.10. Give a proof of Theorem 4.4.6. 

4.11. Show that a necessary condition for the existence of a partial 
( k ) . h rk(r- 1)(k- 1) . . . . 

geometry r, , t 1st at a= (k 1) 1s a pos1t1ve mteger. 
t +r-t-

4.12. Provide a proof of Theorem 4.4.17. 

4.13. Let v = 3n for some integer nand consider the following 3n blocks 
involving the v treatments, which are labeled as 0-i, bi, Ci, 1 :5 i :5 n.: 

Show that these 3n blocks form a two-associate PBIB design. Determine 
the underlying association scheme and also the design parameters. 

4.14. Consider a linked block design with v treatments, b blocks, repli­
cation rand block size k. Show that for such a design, k(r -1)/(b -1) 
is a positive integer. 
4.15. Show that for a two-associate triangular design with parameters 
v = m(m- 1)/2, b, r, k, )'1 = 0, ..\2 > 0, the inequality 2k :5 m holds. 
4.16. Show that a two-associate triangular design with usual parameters 
v = m(m -1)/2,b,r,k,>.1,..\2 is a linked block design if and only if (i) 
r- 2>.1 + >.2 = 0 and b = m or, (ii) r- (m- 3)>.2 + (m- 4)>.1 = 0 and 
b = {m- 1)(m- 2). 

2 
4.17. Let A be a two-class association scheme with parameters v, ni, p~8 , 
i, j, s = 1, 2. For the uth treatment (1 :5 u $ v), form a block by putting 
all those treatments that are ith associates of u, i = 1, 2. Show that these 
v blocks form a PBffi design based on A. Determine the parameters of 
the designs so obtained. 
4.18. Let d be a two-associate PBIB design obtained by treating the 
points of a partial geometry (r, k, t) as treatments and the lines of the 
geometry as blocks and suppose Nd is the incidence matrix of d. Find 
the eigenvalues of NdNd_. 
4.19. Let d be a BIB design with parameters v•, b*(> v*), r*, k*, ).* = 1. 
Let the blocks of d be treated as treatments, so that we now have v = b* 
treatments. On these v treatments, define an association rule as follows: 
two block labels are first associates if these blocks have one treatment 
of d in common and, second associates otherwise. Show that this rule is 
a two-class association scheme and determine its parameters. 

4.20. Consider v = 6 treatments, labeled 0, 1, ... , 5 on which the follow­
ing association rule is defined: for treatment i, the first associates are 
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(i + 1, i + 5), the second associates are (i + 2, i + 4) and i + 3 is the third 
associate, 0 ~ i ~ 5, and the sums are reduced modulo 6. Examine 
whether the above association rule is an association scheme with three 
classes. 

4.21. Fori= 11 2, let Ni be the incidence matrix of a Bill design di with 
parameters v(i} 1 b(i} 1 r(i}, k(i} 1 _x(i} and let Ni be the incidence matrix of 
the complement of di. Show that 

is the incidence matrix of a rectangular design. 

4.22. Provide a proof of Theorem 4.10.1. 



Chapter 5 

More Incomplete Block Designs 

5.1 Introduction 

In Chapters 3 and 4 we have considered a variety of incomplete block 
designs. It was tacitly assumed therein that all treatments are equally 
important and thus, the interest was primarily in elementary treatment 
contrasts. However, there are several situations in practice wherein in­
terest shifts from elementary treatment contrasts to contrasts of special 
types. For instance, in the context of factorial experiments, interest 
centers around contrasts belonging to the factorial effects, namely those 
belonging to main effects and interactions. These contrasts of course 
are quite different from elementary treatment contrasts. Similarly, in 
the context of biological assays, one is interested in specific contrasts 
among the dose (treatment) effects that are crucial for estimating the 
relative potency and making validity tests. In this chapter, we consider 
incomplete block designs for some specific applications. We consider 
four experimental situations and discuss incomplete block designs for 
each of these. Factorial experiments are an extremely important class of 
experiments with applications in almost all areas, including agriculture, 
biology, physical and chemical sciences etc. A comprehensive account 
of designs for factorial experiments is available in Gupta and Mukerjee 
(1989) and in Section 5.2, we briefly state some important results on 
incomplete block designs for factorial experiments. In Section 5.3, in­
complete block designs for a type of biological assays, called parallel line 
assays are studied. Incomplete block designs for making comparisons 
between a set of test treatment and a special treatment, called control 
are considered in Section 5.4. In Section 5.5, we consider a type of 
plant breeding experiments, called diallel cross experiments and study 
incomplete block designs for such experiments. Finally, in Section 5.6, 
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we consider the robustness of incomplete block designs against the non­
availability of data or, presence of an outlying observation and trend-free 
block designs. 

5.2 Designs for Factorial Experiments 

In this section, we present a brief account of some major concepts and 
results related to incomplete block designs for factorial experiments. 
Typically, in such an experiment there is an output variable which is 
dependent on several controllable or input variables. These input vari­
ables are called factors. For each factor there are two or more possible 
settings known as levels. Any combination of the levels of all the factors 
under consideration is called a treatment combination. Factorial exper­
iments aim at exploring the effects of the individual factors and their 
inter-relationship as well and, such effects are called factorial effects. 

Factorial experiments and the designs associated with such experi­
ments were introduced by Fisher (1937). Important early contributions 
were made by Yates {1937), Bose and Kishen {1940), Bose (1947) and 
Nair and Rao (1941, 1942a, 1948). The mathematical theory underly­
ing incomplete block designs for symmetric factorial experiments of the 
type pn, where p is a prime or a prime power was fully developed by 
Bose (1947) and a brief review of this theory and related results may be 
found in Dey and Mukerjee (2003). A host of other authors contributed 
to this and related areas subsequently. For lucid descriptions of the de­
sign and analysis of factorial experiments, their applications and recent 
developments, we refer to Box, Hunter and Hunter (1978), Hinkelmann 
and Kempthorne (1994, 2005), Raktoe, Hedayat and Federer (1981), Wu 
and Hamada (2000) and Mukerjee and Wu (2006). 

In the context of factorial experiments, interest lies in treatment 
contrasts belonging to factorial effects. It is therefore important to define 
such contrasts. Consider a factorial experiment involving n(~ 2) factors, 
say H, ... , Fn. For 1 $; i $; n, let the factor Fi have mi(~ 2) distinct 
levels. An experiment of this kind is called an m1 x · · · x mn factorial 
experiment. If m1 = · · · = mn = m, say, then the set up is that 
of a symmetric factorial experiment; otherwise, we have a mixed or, 
asymmetric factorial experiment. For 1 5 i 5 n, let the levels of the 
factor Fi be coded as 0, 1, ... , mi - 1. A typical treatment combination 
can be expressed as an ordered n-tuple ili2 .. ·in and the fixed effect 
of ili2 .. -in is denoted by r(ii .. -in), 0 $; ii $; mi - 1,1 $; i $; n. 
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Clearly, the total number of treatment combinations in an m1 x · · · x 
mn experiment is v = IJ~=l Tni· Henceforth, it is assumed that these 
v treatment combinations are lexicographically ordered. We let V to 
denote the set of v treatment combinations and T to denote the v x 1 
vector of treatment effects T(jl ... jn), arranged lexicographically. 

The treatment effects, i.e., the elements ofT are unknown parame­
ters. A linear parametric function 

L · · · Ll(il· · ·in)r(il· ··in), (5.2.1) 

where {l(it· . . jn)} are real numbers, not all zero simultaneously, such 
that E · · · E l{jl ... in) = 0 and the summation extends over i1 ... in E 
V, is called a treatment contrast. In factorial experiments, one is inter­
ested in special types of treatment contrasts, namely those belonging to 
factorial effects. Following Bose (1947), a treatment contrast of the type 
(5.2.1) is said to belong to the factorial effect Fi1 .Fi2 ••• Fig (1 ::; i1 < 
i2 < · · · < i9 ::; n, 1 ::; g ::; n) if the following conditions hold: 

(i) l(jl ... in) depends only on ji1 ••• jig• and 

(ii) writing l(j1 .. ·in) = l(ji1 ••• jig) by virtue of {i) above, the sum of 
l(ji1 ••• jig) separately over each of the arguments ji1 , ••• , jig is zero. 

By {i) and (ii), there are 11!=1 (mi,. - 1} linearly independent con­
trasts belonging to the factorial effect .Fi1 ••• Fig. A factorial effect is 
called a main effect if it involves just one fac~or (g = 1) and an interac­
tion if g > 1. The total number of factorial effects is 2n -1, there being 
n main effects, (~) 2-factor interactions, (;) 3-factor interactions, etc. 
In the absence of a better notation, the ith factor and its main effect 
will both be denoted by .fi. 

Kurkjian and Zelen (1962, 1963) introduced a tensor calculus for 
factorial experiments which provides a powerful tool for the analysis of 
factorial experiments. This calculus in particular helps in expressing 
the notation in a compact and convenient form and has been effectively 
used, among others, by Gupta and Mukerjee (1989), Dey and Mukerjee 
(1999) and Mukerjee and Wu {2006). In what follows, we briefly review 
the essentials of this calculus in the context of an m1 x · · · x mn factorial 
experiment. 

Let n denote the set of all binary n-tuples and 0* = 0 \ {00 ... 0}. 
For each :r: = X1X2 •.. Xn E n, define 

n 

a(:r:) =II (mi- 1Y11i. (5.2.2) 
i=l 
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It is easy to see that there is a 1-1 correspondence between n• and 
the set of factorial effects in the sense that a typical factorial effect 
}i1 ••• Fi9 corresponds to the element a: = X1X2 ... Xn of 0* such that 
Xi1 = Xi2 = · · · = Xi9 = 1 and all other Xi's are zero. Thus the 2n - 1 
factorial effects can be represented by Fa: I z E n·. For instance, with 
n = 2, n = {00,10,01,11}, {}* = {10,01,11}, the main effect of the 
first factor can be represented as F 10, that of the second factor as F 01 
and the 2-factor interaction as F 11 • As noted earlier, for each z E {}*, 

there are a( z) linearly independent treatment contrasts belonging to 
the factorial effect Fz, where a(z) is given by (5.2.2). 

For 1 ~ i ~ n, let ~ be an ( mi -1) x mi matrix such that the matrix 
_! 

(mi 2 lmi' Pf) is orthogonal. It follows then that 

~lm, = 0, RPf = Im;,-1· 

For example, if n = 2, m1 = 2, m2 = 3, one can take 

( 1 -1) [ ...!... 0 -l l 
Pl= ../2 ../2 I P2= J: 1s J: . 

(5.2.3) 

{5.2.4) 

Note that the matrices Pi satisfying (5.2.3) are nonunique in general; 
however, the main ideas and conclusions that follow do not depend on 
the specific choice of the ~'s- see Remark 2.3.1 in Dey and Mukerjee 
(1999) for details. For each :1: = Xl ••• Xn E {}, define the a( Z} XV matrix 

Z n . p = Pfl ® • • • ® _P-n = ® ]Yf• I 
n i=l ' 

where for 1 ~ i ~ n, 

if Xi= 0, 
if Xi= 1. 

One then has the following result. 

Lemma 5.2.1 For each z, y E 0, z # y, 
(a) pZ(pZ)' = la(z), 

(b) pZ(P'Y)' = 0. 

(5.2.5) 

(5.2.6) 

It is easy to observe that for each z E {}*, the elements of pzT are 
treatment contrasts belonging to the factorial effect pz. Also, by part 
(a) of Lemma 5.2.1, Rank(PZ)(= a(z)) equals the number of linearly 
independent treatment contrasts belonging to pz. The following result, 
giving a convenient representation of contrasts belonging to factorial 
effects, is now immediate. 
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Lemma 5.2.2 For each z E 0*, the elements of pz.,. represent a com­
plete set of orthonormal contrasts belonging to the factorial effect pz. 
Furthermore, contrasts belonging to different factorial effects are mutu­
ally orthogonal. 

It is also possible to give an interpretation of pao ... o.,.. By (5.2.5) 
and (5.2.6), p00 ... o = v-it~ and thus, poo ... o.,. =vir, where 7' is the 
arithmetic mean of the quantities {r(j1 .. ·in)}. 

Remark 5.2.1 There is an equivalent way of representation of treat­
ment contrasts belonging to the factorial effects in the context of an 
m1 x · · · x mn factorial experiment. For each z = (x~, ... , Xn) E 0*, let 

(5.2.7) 

where for 1 :::; i :::; n, 

Im; - m;-1 Jm, if Xi = 1, 
m;-1 Jm; if Xi = 0. 

(5.2.8) 

Then, analogous to Lemma 5.2.2, it can be shown that (i) the elements 
of Mz.,. represent a complete set of treatment contrasts belonging to 
pz and, (ii) treatment contrasts belonging to any two distinct factorial 
effects are mutually orthogonal. Since for each ~, 1 :::; i :::; n, ( Pt• )' Pt:• = 
M:• irrespective of whether Xi = 0 or 1, we have for every z E !1*, 

(5.2.9) 

and in this sense, the two representations are equivalent. 

Consider again the set up of an m1 x · · · x mn factorial and suppose 
the v = rr:=l mi treatment combinations are laid out in an incomplete 
block design d involving b blocks of sizes kd1, ... , kdb. Also, for 1 :::; i :::; v, 
let r di denote the replication of the ith treatment combination. Recall 
from Chapter 2 that the reduced normal equations for estimating linear 
functions of the elements ofT is CdT = Q, where Tis the vector of the 
effects of the treatment combinations, as defined in the beginning of this 
section. 

As emphasized earlier, in the context of factorial experiments, one is 
interested in drawing inferences on contrasts belonging to factorial effects 
and in such a scenario, great simplification occurs in the interpretation of 
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results if the incomplete block design under consideration has orthogonal 
factorial structure. We begin with a formal definition where the term 
"design" refers to an incomplete block design of the type considered 
above. 

Definition 5.2.1 A design d will be said to have the orthogonal factorial 
structure (OFS) if under d, the BLUEs of estimable treatment contrasts 
belonging to distinct factorial effects are mutually uncorrelated. 

The above definition implies that OFS holds for a design if for each pair 
z, y E fl* m # y, the BLUE of every estimable linear combination of 
the elements of pzT is uncorrelated with the BLUE of every estimable 
linear combination of the elements of PY T. When a connected design has 
OFS, the adjusted treatment sum of squares can be split up orthogonally 
into components due to different factorial effects and, as such, these 
components can be shown in the same analysis of variance table. Clearly, 
OFS is an important and desirable property of a factorial design. 

Another important concept in the set up of designs for a factorial 
experiment is that of balance. We define this notion following Shah 
(1958). 

Definition 5.2.2 In a design d, a factorial effect pz, a:: E fl* is said 
to be balanced if either 
(a) all treatment contrasts belonging to pz are estimable under d and 
the BLUEs of all normalized contrasts belonging to Fz have the same 
variance, or, 
(b) no contrast belonging to pz is estimable under d. 

A design d is called balanced if Fa:: is balanced for each z E fl*. In Defi­
nition 5.2.2, the trivial situation (b) is included merely for mathematical 
completeness. Note that the situation in (b) will never arise if the de-­
sign under consideration is connected. The following result provides a 
characterization of balanced designs. 

Lemma 5.2.3 In a design d, a factorial effect pz is balanced in the 
sense (a) of Definition 5.2.2 if and only if all treatment contrasts be­
longing to pz are estimable under d and the BLUEs of every pair of 
mutually orthogonal contrasts belonging to Fz are uncorrelated. 

Proof. First, assume that d is balanced in the sense (a) of Definition 
5.2.2. Let p' 1 T and p' 2T be two mutually orthogonal contrasts belonging 
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to Fa:. Set 

Ei - pif~, i = 1,2, 

E - (Et + E2)/../2. (5.2.10) 

Then it is easy to see that E~ T, E~-r and E' T are each a normalized 
treatment contrast belonging to Fa:. By the hypothesis, Fa: is balanced 
and thus 

Var(e'T-) = Var(E~T-) = Var(E~T-), (5.2.11) 

where T is a solution of the reduced intra-block normal equations. Also, 

Var(E'T-) - ~Var(E~T- + E~T-) 

- ~[Var(E~T-) + Var(E~T-) + 2Cov(E~T-,E2T-)]. 

This, by virtue of (5.2.11), gives Cov(E~T-,E2T-) = 0 and, hence 
Cov(p'1T-,p'2T-) = 0. This proves the necessity. 

To prove the converse, consider two distinct normalized contrasts 
p'1-r and p'2-r, each belonging to the factorial effect Fz. If p 1 = -P2, 
then trivially, Var(p'1T-) = Var(p'2T-). So, assumethatp1 :/: -p2. Then, 
(p1 +p2)'-r and (p1 -p2)'-r are mutually orthogonal contrasts belonging 
to pa: and hence, under the stated condition in the lemma, 

Cov((pl + P2)'T-, (Pl- P2)'T-) = 0, 

which yields Var(p'1T-) = Var(p'2T-). 0 

The next result is a consequence of Lemmas 5.2.2 and 5.2.3. 

Corollary 5.2.1 In a design, a factorial effect FZ is balanced in the 
sense (a) of Definition 5.2.2 if and only if all treatment contrasts belong­
ing to pz are estimable and the dispersion matrix of pz-r is a scalar 
multiple of an identity matrix. 

From the preceding discussion, it follows that the property of OFS en­
sures "between effect" orthogonality (sometimes called inter-effect or­
thogonality) while, by Lemma 5.2.3, the property of balance ensures 
''within effect" (intra-effect) orthogonality. Therefore, if a design has 
both OFS and balance, then further simplifications in the analysis and 
interpretation are achieved. Designs having both OFS and balance are 
called balanced. factorial designs ( cf. Shah ( 1958, 1960a)). In view of 
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the above, it becomes important to characterize balanced factorial de­
signs. To achieve that goal, we first introduce some further notation. 
We continue to consider the set up of an m1 x · · · x mn factorial. 

For each :c = Xl ••• Xn E n, let 

(5.2.12) 

where for 1 $ i $ n, 

(5.2.13) 

We also need the following definition. 

Definition 5.2.3 A v x v matrix G is said to have property (A) if it 
can written as 

G = L: h(z)z:c, 
zen 

where {h(:c)}, :c E 0 are real numbers and, as before, v = ll mi. 

We now have the following result, whose proof can be found in Gupta 
and Mukerjee (1989). 

Lemma 5.2.4 A connected design dis a balanced factorial design {i.e., 
has both OFS and balance) if and only if the C-matrix of the design can 
be expressed as 

(5.2.14) 

where {v(:c)}, :c E 0* are real numbers. 

The next result gives a characterization of balanced factorial designs 
in terms of the property (A) and we again refer to Gupta and Mukerjee 
(1989) for a proof. 

Theorem 5.2.1 A connected design d has balance and OFS if and only 
if Cd, the C-matrix of d, has property (A). 

Henceforth, we shall say that a design possesses property (A) if its 
C-matrix has property (A). As we shall see presently, designs having 
property {A) have a simple analysis and therefore might be appealing 
to the experimenters. 
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Consider a connected design having property (A). Then, for y E n• I 
the BLUE of P'YT and the dispersion matrix of this estimator can be 
seen to be given, respectively, by 

where, as in Chapter 2, Q is the vector of adjusted treatment totals and 
v(y) > 0 is a scalar. 

The sum of squares (SS) due to the factorial effect FYI y E n· is 
then given by 

SS due to F'Y - SS due to pY.:r 

- (P'Y-t)'(u-2D(PY.:r))-1(P'Y-t) 

- - 1-Q'(P'Y)'P'YQ 
v(y) 

_ - 1-Q' MYQ. (5 2 15) v(y) .. 

The above formula is extremely simple as it does not involve the inversion 
of matrices. 

Often the designs that are used in practice are either equireplicate or 
proper or both. For an equireplicate design d with common replication 
number r say, following the notations of Chapter 2, we have 

Cd - r lv - NdKi1 N~ 

- r (.® Imi) -NdKi1 N~ ,=1 

and thus, Cd has property (A) if and only if NdKi1 Nd has the same 
property. Similarly, if an equireplicate design d is proper also with com­
mon block size k, then 

so that in such a case Cd has property (A) if and only if the matrix 
NdN~ has property (A). Using these facts and Theorem 5.2.1, we have 
the following result. 
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Theorem 5.2.2 An equireplicate design d has balance and OFS if and 
only if the matrix NdKi1 N~ has property {A). Furthermore, if dis also 
proper, then the design has balance and OFS if and only if the matrix 
NdN~ has property {A). 

If the design under consideration is equireplicate and has property (A), 
then one can provide a simple formula for the efficiency factor of a facto­
rial effect. Let FY, y E 0* be a factorial effect. Under an equireplicate 
design d having property (A), we have ID(P'Y+) = v{~)a2Ia{y) while 
under a randomized complete block design with replication r, we have 
ID(P'Y+) = r-1a 2 Ia{y)· Hence the efficiency factor of the factorial effect 
under the design d is 

e(y) = v(y)Jr, y E 0*. (5.2.16) 

There is a combinatorial characterization of designs which are bal­
anced and have OFS. This characterization is based on the extended 
group divisible (EGD) association scheme considered in Chapter 4. We 
state the following two results in this context. 

Theorem 5.2.3 A binary, proper, equireplicate incomplete block design 
d with incidence matrix Nd is an EGD design if and only if NdNd. has 
property (A). 

Theorem 5.2.4 A connected, equireplicate, proper and binary design 
has both balance and OFS if and only if the design is an EGD design. 

For proofs of these results, we refer to Paik and Federer (1973) and 
Gupta and Mukerjee (1989). 

Various methods of construction of balanced designs with OFS have 
been considered in the literature. For instance, for symmetric facto­
rial experiments with number of levels being a prime or a prime power, 
such designs can be constructed using the methods described by Bose 
and Kishen (1940) and Bose (1947) by suitably choosing a confounding 
scheme. One can refer to Hinkelma.nn and Kempthorne (2005) for more 
details on these. Orthogonal arrays of strength two were used by Nair 
and Rao (1948) to construct EGD designs for an m1 x m2 experiment in 
blocks of size m1 or m2. Subsequently, several others provided designs 
with balance and OFS for experiments of various types; see e.g., Thom­
son and Dick (1951), Rao (1956), Kramer and Bradley (1957), Kishen 
(1958), Zelen (1958), Kishen and Srivastava (1959), Das (1960), Shah 
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(1960b), White and Hultquist (1965), Muller (1966), Puri and Nigam 
{1976, 1978) and Suen and Chakravarty (1986). We refer to the orig­
inal sources for details on these and related methods. Several other 
results on block designs for factorial experiments, including those on 
construction, can be found e.g., in John and Smith (1972), Cotter, John 
and Smith (1973), John (1973, 1981), Worthley and Banerjee (1974), 
Patterson (1976), Bailey (1977), Bailey, Gilchrist and Patterson (1977), 
Sihota and Banerjee (1981), Mukerjee (1979, 1980, 1981, 1982}, Muk­
erjee and Dean (1986), Mukerjee and Bose (1988a, b), Lewis and Dean 
(1984, 1985), Lewis, Dean and Lewis (1983), Voss (1986, 1988) and Voss 
and Dean (1987}. 

5.3 Designs for Parallel Line Assays 

5.3.1 Introducing Bioassays 

Biological assays (bioassays) are experiments used for estimating the 
strength of a substance (stimulus), which could be, for example, a drug, 
a hormone or a vitamin. This is achieved by comparing two sets of 
doses, one from material of known strength, called the standard prepa­
ration and the other from material of unknown strength, called the test 
preparation such that they produce the same response on living organ­
isms like animals, plants or tissues. Thus, if x8 and xe are the doses 
of standard and test preparation that produce the same response, then 
a comparison is made between these two preparations by computing a 
quantity called relative potency, given by p = x8 /Xt· 

Depending on the nature of the preparations, bioassays are conve­
niently classified into two categories. If the preparations involved in the 
assay contain the same effective ingredient responsible for producing the 
response and all other substances that might be present in the prepara­
tions are totally inert, then such an assay is called an analytical dilution 
assay. In contrast to the analytical dilution assays, one can have compar­
ative dilution assays wherein the preparations involved contain different 
substances producing similar kind of response. Throughout we consider 
only the analytical dilution assays. In some situations, the stimulus is 
such that the response is observable almost immediately after the ad­
ministration of the dose and the response is measurable directly. Such 
assays are called direct assays. However, in most situations, the dose 
responsible for a specific response is not directly measurable as soon as 
as the response occurs and one has to take recourse to indirect methods. 



5.3. Designs for Parallel Line Assays 149 

This is achieved via a dose-response relationship. In this section, we will 
be primarily concerned with indirect analytical dilution assays based on 
quantitative response. We might add that not all bioassays result in 
quantitative responses and in fact, in many situations, the response is 
quantal wherein the experimenter is able to record whether or not each 
subject manifests a certain recognizable response like death. We how­
ever do not consider assays based on quantal responses. For an excellent 
description of statistical issues in bioassays, see Finney (1978). 

5.3.2 Contrasts for Parallel Line Assays 

As stated earlier in this section, throughout we consider indirect analyt­
ical dilution assays based on quantitative response. The main interest 
lies in estimating the relative potency defined as the ratio of equivalent 
doses of the two preparations. Clearly, the relative potency is meaning­
ful when the ratio remains the same over all possible pairs of equivalent 
doses. Thus it is important to test for the constancy of the ratio of equiv­
alent doses before one undertakes the estimation of the relative potency. 
These tests are commonly known as validity tests. In what follows, we 
shall be concerned with parallel line assays only and to begin with, we 
discuss some preliminary issues concerning such assays, following Gupta 
and Mukerjee {1996). 

Consider an indirect assay based on quantitative responses and let 
8 and t denote typical doses of the standard and test preparations re­
spectively and with x = logs, z = logt, let ~1 (x) and ~2(z) be their 
respective effects, where log means natural logarithm. Suppose there 
are m1 doses of the standard preparation, say St,s2, ... , sm1 and m2 
doses of the test preparation, say t11 t2, ... , tm2 • Each fni, i = 1, 2 is at 
least two. When m1 = m2, the assay is referred as a symmetric assay; 
otherwise, the assay is called asymmetric. It is assumed that the doses 
are equispaced on the log scale, the common ratio being the same for 
both the preparations, i.e., 

d i-1 1 < . < t d i-1 1 < . < 8i = ru. , _ z _ m11 i = 2u , _ z _ m2, (5.3.1) 

where d1, d2 and u > 1 are positive constants. It follows then that 
0 < 81 < s2 < · · · < Bm1 and 0 < t1 < t2 < · · · < tm2 • Note that the 
integers m11 m2 as also the doses {si} and {ti} are prespecified. There 
are in all v = m1 + m2 doses and these doses act as treatments of the 
experiment. For 1 ::; i ::; m1, let Ti denote the effect of the dose Si of the 
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standard preparation and similarly, for 1 SiS m2, let Tm1+i denote the 
treatment effect of the dose ti of the test preparation. Then we have 

where 

Let 

Xi - logsi = logd1 + (i -1) logu, 1 SiS m11 

Zi - logti = logd2 + (i- 1) logu, 1 SiS m2. 

Tl - (TI, ..• , Tm1 ) 1, 

T2 - (Tmt+b · · · 'Tm1+m2)' 
T - (Th ... , Tv)'. 

(5.3.2) 

(5.3.3} 

(5.3.4) 

The next step is to have an orthogonal polynomial model for e1 ( ·) and 
e2(·). Let ¢1;(·),0 S j S m1 -1, represent orthogonal polynomials of 
degrees 0,1, ... , m1-1, based on X1t ... 1 Xm1 and similarly, let ¢2;(·),0 S 
j ~ m2 -1, represent orthogonal polynomials of degrees 0, 1, ... , m2 -1, 
based on z1, ... , Zm2. That is, ¢1; ( ·) for instance, is a polynomial of 
degree j and 

m1 
L ¢1;(xi)¢1k(Xi) = 0, 0 S j, k S m1 - 1,j # k. (5.3.5) 
i=l 

Since x1, ... , Xm1 and z1, ... , Zm2 are equispaced, we may take in par­
ticular 

ffli-1 . 
'lPio = 1, 'lPil(h) = h -log~- 2 logu, "= 1,2, (5.3.6) 

and 
2 m~-1 2· 'lPi2(h) = {¢il(h)} - 12 (logu) , "= 1,2, (5.3.7) 

where the last expression is valid only for m1, m2 ~ 3. Consider now 
the models 

m1-l m2-l 

el(X) = L f31j¢l;(x), e2(z) = L /32j¢2;(z), (5.3.8) 
j=O j=O 

where the {/31;} and {.82;} are unknown parameters. These parameters 
will subsequently be expressed in terms of the treatment (dose) effects 
T1, ... 1 Tv. 
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In a parallel line assay, interest lies in estimating the relative po­
tency under the assumption that e1(x) and e2(z) can be represented by 
parallel straight lines, the validity of this assumption being tested before 
estimating the relative potency. This assumption is equivalent to the 
following: 

(5.3.9) 

f3t; = 0, 2 $ j ::; m1 - 1, 132; = 0, 2 $ j $ m2 - 1. (5.3.10) 

The relations in ( 5.3.10) indicate the linearity of el (X) and e2{ z) whereas 
{5.3.9) signifies the parallelism of such linear relations. If (5.3.9) and 

. f3u + 1321 (5.3.10) hold and 1f we define f3t = 2 as the common slope of 

the two straight lines, then we have 

e1(x) - f310 + f'1 (X -logdl- mt; 1 logu), 

e2(z) - fi20 + f3t ( Z -logd2- m2
2-

1 logu). 

Thus, under (5.3.9) and (5.3.10), two doses s and t of the standard and 
test preparations, respectively, are equivalent if and only if 

f'1o + f31 ( x -logd1- m1
2-

1 logu) 

- f32o + f3t ( z -logd2- m2 
2-

1 logu) , 

where x = logs, z = log t. The relative potency, p of the test prepara­
tion, relative to the standard can then be expressed as 

p = sjt = exp(x- z) 

= (d1/d2)u(rn1-m2 )/2 exp{ -(f3Io- f32o)/ f3t}, (5.3.11) 

which is a constant for all pairs (s, t) of equivalent doses. From (5.3.9)­
(5.3.11), we see that in the context of parallel line assays, the quantities 
f3to - f'2o, f3t = (f3u + f'21) /2, (f3u - f32t) /2 and fJ1;, !32;, j 2: 2 are 
of special relevance. The relative potency is a function of the first two 
while the ignorability of the rest is equivalent to the assumption that the 
assay is valid, i.e., under which the relative potency is meaningful. Now, 
from (5.3.2) and (5.3.8), Ti = el{xi) = E.i::!o1 f31;1Pt;(xi), 1 ::; i ::; m~, 
so that for 0 ::; j ::; m 1 - 1, we have 

f3 E~i 1Pl;(xi)Ti (53 12) 
li = E~d1P1;(xi)}2 · · · 
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Similarly, for 0 :$ j :$ m2 - 1, we have 

f3: L~1 ¢2;(z,)'Tml+i 
2; = E~1{'1/J2;(zi)}2 · 

In particular, Pu and 1321 are given by 

Pu = 12 {~ (· m1 + 1) } 2 logu {=; '- 2 'Ti j{m1(m1 -1}}, 

(5.3.13) 

1321 = 
12 . ffl2 + 1 2 

{
m2 ( ) } logu ~ t- 2 Tm1+i j{m2(m2 -1)}. 

It can be seen that each of Pn and P21 is a contrast among 'TlJ ... , 'Tv and 
thus, a weighted average among these is also a contrast among T1, ••• , Tv. 

Similarly, it can be seen that /J10 -132o, Pu -1321 and /Ji;, i = 1, 2,j;::: 2 
are each a coutrast among 'TlJ ... , 'Tv· Hence, if the experimental design 
used for a parallel line assay ensures the estimability (and, hence testabil­
ity) of all treatment contrasts then on the basis of the data one might test 
the significance of the contrasts representing (/Ju -1321) /2, P1;, 132;, j ;::: 2 
and on acceptance of hypotheses that each one is zero, proceed to es­
timate p by replacing Pto - 13-Jo and P1 by their respective best linear 
unbiased estimators. We may now denote 

(5.3.14) 

where fi1 is a weighted average of Pn and P21· Note that Gupta and 
Mukerjee (1996) take P1 as the arithmetic mean of fin and 1321· However, 
with this definition of P11 the contrasts Op, 81 and ~ in 1"1, .•• , ••• 'Tv are 
not mutually orthogonal unless m1 = m2. Chai, Das and Dey {2001) 
suggested that {31 may be taken as 

131 = o:1fin + o:2fi21 , 
0:1 +o:2 

where fori= 1, 2, o:, = mi(m1-1). With the modified definition of fi1 
as above, the three contrasts Op, 81, ~ are indeed mutually orthogonal 
for all m1, m2. 

The contrasts Op, 81, 01 have natural interpretations. Thus, Op is a 
contrast between the two preparations (and hence, called the preparation 
contrast) while 81 and ~ are the combined regression and parallelism 
contrasts, respectively. 
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The three contrasts 8p, 81 and ~ can be explicitly written as 

(} ( -11' -11' ) P - ml m1' -m2 m2 T' 

(l} - 6t(W~,W~)T, 

lYt - 62(a2w~, -a~w~)T, (5.3.15) 

where 61 = 12/{{at + a2) logu}, 62 = 12j(a1a2logu) and fori= 1, 2, 
Wi = (1, 2, ... , mi)'- !(mi + 1)1m., 

In particular, for symmetric parallel line assays, i.e., when m1 -

m2 = m (say), one can define the treatment contrasts as follows: 

Lp - (e~, -e~)T, 

L; - (ej,ej)T, 1 ~ j ~ m -1, 

L'· :J - (ej, -ej)T, 1 ~ j ~ m- 1, (5.3.16) 

where for 0 ~ j ~ m- 1, e; = (e;(1), ... , e;(m))' and for 1 ~ i ~ m, 

eo(i) - 1, 

e1(i) - i- (m+ 1)/2, 

{ }2 e2(i) 
. m+1 1 2 - t--2- -12(m -1), 

·2( 2 ·2) 
e;+l(i) - (') (') J m - J (') . > 2 (5.3.17) e; t e1 t - 4(4j 2 _ 1) e;-1 t ,J _ . 

It is easily seen that the contrasts Lp, £1 and Li defined in (5.3.16) 
are proportional to the earlier defined contrasts 8,, 81 and 8~ respec­
tively and in view of this, in the context of symmetric parallel line as­
says we may interpret the contrasts Lp, £1, Li as preparation, combined 
regression and parallelism contrasts, respectively. For j ~ 2, the con­
trasts L;, Lj have similar interpretation; for example, £2 is the combined 
quadratic contrast while £2 measures the difference between quadratic 
regression coefficients for the two preparations. The conditions that en­
sure the representability of ~1 ( ·) and ~2 ( ·) by parallel straight lines can 
now be expressed as 

Li = 0, L; = 0, Lj = 0, 2 ~ j ~ m - 1. (5.3.18) 

Also, the relative potency can now be expressed as 

p = {dt/rl-J) exp { -~(m2 - 1)(logu)(L,/ Lt)}. (5.3.19) 
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In most practical situations, either from past experience or prior knowl­
edge, there is a reason to believe that the relationship between the re­
sponse and log dose is linear for both the preparations, but the paral­
lelism of the two lines might be in doubt. Under such a scenario, interest 
mainly lies in the contrasts Lp, L1 , LJ.. In other situations, often an ex­
perimenter may anticipate that et(·) and e2(·) may be at most quadratic 
and then, apart from the contrasts Lp, L11 LJ., the contrasts L2, L~ are 
also of interest. In general, one should attempt to choose a design that 
keeps all treatment contrasts at least estimable (and hence, testable). 

While the above discussion focused on symmetric parallel line assays, 
similar considerations hold for asymmetric assays in which mt # m2. For 
instance, if the experimenter is confident about the linearity of el (.) and 
e2 (.) but is not so about their parallelism, then the contrasts of interest 
are 8p,81,8].. 

5.3.3 Block Designs for Parallel Line Assays 

We now take up the issue of finding incomplete block designs for par­
allel line assays that allow the estimation of important contrasts with 
full information (see below for an explanation of the term ''full infor­
mation"). Consider a parallel line assay involving m1 doses St, ... , Bm1 

of the standard preparation and m2 doses t1, ... , tm2 of the test prepa­
ration. These v = m1 + m2 doses (or, treatments, in the language of 
conventional incomplete block designs) will always be written in the or­
der { St, ... , sm1 , ft, ... 1 tm2 }. We follow the notations of Chapter 2 and 
consider the usual fixed effects model (2.2.1) throughout. The following 
result of Gupta and Mukerjee (1996) (see Exercise 2.23, Chapter 2) is 
useful in the sequel. 

Lemma 5.3.1 Suppose p]. T 1 ••• , p~ T are all estimable under an incom­
plete block design d and let Pi- = (p]. T, ... , p'u 7-)'. Then, 
(i) D>(Pf-)- u2PR"d1P' ~ 0; 
(ii} D>(Pf-) = u2PR"d1 P' if and only if 

PR"d1Nd=O. (5.3.20) 

If (5.3.20) holds, then Pi-= PR"d1T. 

The implications of the results in Lemma 5.3.1 are as follows: 

(a) u2 PR"d1 P' is the dispersion matrix of the BLUE of P-r in a com­
pletely randomized design (that is, under an unblocked design) with the 
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same replication numbers and the same error variance as under the de­
sign d (recall Remark 2.2.2). Hence, part (i) of the lemma is intuitively 
obvious since introduction of block effects in the model can possibly only 
infl.ate the dispersion matrix (in the sense that the difference between 
the dispersion matrix under d and that under an unblocked design is 
n.n.d.). 

(b) The condition (5.3.20) is necessary and sufficient for the estimation of 
PT orthogonally to the block effects. Under this condition, the BLUE of 
PT equals PR;t1T which is the same as under a completely randomized 
design, a result that is intuitively anticipated. 

(c) For a single contrast~.,. which is estimable under d, from (2.2.30) 
we know that Var(~+)d = u2p~CiPi· But, by part (i) of Lemma 5.3.1, 
we have (taking u = 1), Var(~+)d ~ u2piR;t1Pi· Hence, the efficiency 
factor (as defined in Section 2.5) of PiT under d is PiR;t1Pi/~Cipi, 
which is at most unity. The efficiency factor equals unity if and only if 
PiR;t1 Nd = 0. In this case, we say that p~T is being estimated by the 
design d with full efficiency (or, with full information). In the same spirit, 
we say that PT is estimated with full efficiency (i.e., each component of 
PT is estimated with full efficiency) if and only if (5.3.20) holds. 

We are now in a position to determine suitable incomplete block de­
signs for parallel line assays which ensure full information on some or all 
contrasts of major importance. Construction of such designs and other 
related issues have been considered among others, by Das and Kulka­
rni (1966), Kulshreshtha (1969), Kyi Win and Dey (1980), Nigam and 
Boopathy (1985), Das (1985), Gupta, Nigam and Puri {1987), Gupta 
(1988) and Gupta and Mukerjee {1990). In what follows, we present a 
selection of such results. 

(a) Designs for Symmetric Assays. 
In the context of symmetric parallel line assays, let there be m ~ 2 

doses of each of the preparations and suppose it is desired to obtain an 
incomplete block design involving v = 2m doses (treatments), b blocks 
of size k( < v) such that each of the v doses is replicated r times. Clearly, 
bkfv(= r) then must be an integer. 

As emphasized earlier, for symmetric parallel line assays, the three 
major contrasts of importance are the preparation (Lp), the combined 
regression (LI) and the parallelism (LD contrasts. It is therefore de­
sirable that under the chosen design, these contrasts be estimated with 
full information. Such designs have been called L-designs by Gupta and 
Mukerjee (1990) and henceforth, we follow this terminology. The inci-
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dence matrix Nd of a design d for symmetric parallel line assay may be 
partitioned as Nd = (Nfd,N~d)', where Ntd (respectively, N2d) is the 
m x b incidence matrix for the m doses of the standard (respectively, 
test) preparation. Since in d, each block is of size k and each treatment 
is replicated r times, we have 

l~Ntd + l~N2d - kl~, 
Ntdlb = N2dlb - rlm· 

In view of {5.3.16), taking 

(5.3.21) 

remembering that Ro., the diagonal matrix of replication numbers equals 
rlv and invoking Lemma 5.3.1, it is seen that a design is an L-design if 
and only if 

[ :t -:t ] [ zld J = o. 
e' e' 2d 1 - 1 

Recalling that eo= lm and e1 = (1, 2, ... , m)'- ~ (m + 1)1m, a charac­
terization of L-designs is provided by the conditions 

(5.3.22) 

The above conditions were first obtained by Kyi Win and Dey (1980). 
The following result is an immediate consequence of (5.3.22). 

Lemma 5.3.2 Given m, band k, a necessary condition for the existence 
of an L-design is that k = 0 (mod 2). 

The problem of construction of L-designs is taken up next. This 
problem has been completely solved for even values of m by Gupta and 
Mukerjee (1990) and their result is given below. 

Theorem 5.3.1 Let m, the number of doses of each preparation, be an 
even integer and k < v(= 2m). Then an L-design with parameters v,b, r 
and k exists if and only if vr = bk and k = 0 (mod 4). 
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Proof. Let m = 2u and in view of Lemma 5.3.2, let k = 2w. To prove 
the necessity, it suffices to show that w is even. Let a typical column of 
N1d be (z~, ... , Z2u)'. By invoking the definitions of eo and e1. it follows 
that 

Hence 

2u 2u 

:L:z; = w, :L:z;(2j- 2u -1) = 0. 
j=l j=l 

2u 1 
:L:z;(i- u) = 2w. 
j=l 

Since z; 's are nonnegative integers, the necessity follows. 
The sufficiency is proved by actual construction of the designs. Let 

the conditions of the theorem hold, i.e., vr = bk and k = 0 (mod 4). 
Since v = 4u, we have ur = b( k /4). Thus, one can always construct an 
incomplete block design involving u treatments and b blocks such that 
each block has size k/4 and each treatment is replicated r times. Let 
M1d and M2d be the u x b incidence matrices of two such designs, which 
may or may not be distinct. For a positive integer n, let I: be then x n 
permutation matrix given by 

I;=[~1. ~ ~ 001]· 

0 ... 0 

Then the incidence matrix of the required £-design is given by (see 
Gupta, (1989)) 

[ 
lu 0 ] 1* 0 

Nd= 0 I~ 
0 Iu 

Thus, the sufficiency is established. 0 

Note that the £-design constructed above is connected if M = [ ~~: ] 
is the incidence matrix of a connected incomplete block design. We 
illustrate the above construction via the following example. 

Example 5.3.1 Suppose it is desired to construct an £-design with 
m = 4 doses of each preparation in b = 4 blocks, each of size k = 4. 
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Then, v = 8, r = 2 and u = 2. Take the matrices M1d and M2d as 

[ 1 1 0 0] [1 0 1 OJ 
Mld = 0 0 1 1 ' M 2d = 0 1 0 1 . 

The incidence matrix of the required £-design can now be obtained 
following the construction method given in the proof of Theorem 5.3.1 
as follows: 

1 1 0 0 
0 0 1 1 
0 0 1 1 

Nd= 
1 1 0 0 
0 1 0 1 
1 0 1 0 
1 0 1 0 
0 1 0 1 

This design can easily be checked to be connected. 

For odd values of m, we first consider the situation k = 4. Following 
Nigam and Boopathy (1985), one has the following result. 

Theorem 5.3.2 Let m ;::: 3 be odd. Then an L-des~gn with parameters 
v(= 2m),b,r,k = 4 exists if and only ifvr = 4b. 

Proof The necessity is obvious. For proving the sufficiency, let m = 
2u + 1. Then, v = 4u + 2,k = 4,b = (2u + 1)s,r = 2s where sis a 
positive integer. Let 

[ 
Iu 0 I~] 

N1d = 0 2 0 
I~ 0 Iu 

be a square matrix of order 2u + 1. Also, let N2d. be another matrix 
whose (i- 1)th column equals the ith column of N1d, 2 5 i 5 2u + 1. 
The required L-design can now be constructed by taking s copies of the 

design with incidence matrix [ z~: ] . This design can be seen to be 

connected. D 

Remark 5.3.1 The designs constructed in Theorems 5.3.1 and 5.3.2 
allow the estimation of the contrasts L; and Lj with full efficiency when 
j;::: 1 is odd. 
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For odd m and block size k not necessarily equal to 4, Gupta and 
Mukerjee {1990} obtained a necessary and sufficient condition for the 
existence of an £-design for odd m :5 15. Though this range of m 
suffices for all practical purposes, a general solution to the problem of 
finding £-designs for every odd m is not yet available. The result of 
Gupta and Mukerjee {1990) is stated below. 

Theorem 5.3.3 Let m ~ 3 be odd, 3:5 m :5 15 and 2 < k < v(= 2m). 
Then an L-design with parameters v, b, r and k exists if and only if 
vr = bk and k is even. 

Gupta and Mukerjee {1990) tabulated £-designs over the range 3 :5 
m :5 15 for all parameter values given by Theorem 5.3.3. We give below 
one such design. 

Example 5.3.2 Let m = 5, k = 6. Then, v = 10 and vr = bk yields 
b/r = 5/3. This implies that b = 5s and r = 3s for some positive integer 
s. Consider the simplest case of s = 1. Let ( z1, ... , z5)' be a column of 
Nld· Then, the nonnegative integers z1, ... , z5 must satisfy 

5 

L z; = 3, -2z1 - z2 + Z4 + 2z5 = 0. 
j=l 

The only solutions of (5.3.23) are 

a1 = (0,0, 3,0, 0)', a2 = (0, 1, 1, 1, 0)', 
as= (1, 0, 1, 0, 1)', a4 = (0, 2, 0, 0, 1)', 
a5 = (1, 0, 0, 2, 0)'. 

(5.3.23) 

Now let ai occur Ui times as a column in Nld· Then, since each row 
sum of N1d must equal r(= 3), we have us+ U5 = u2 + 2u4 = 3ul + 
u2 + us = u2 + 2us = us + u4 = 3. A solution of these equations is 
u1 = O,u2 = 1,ug = 2,u4 = 1 = u5. Thus, 

0 1 1 0 1 
1 0 0 2 0 

N1d = 1 1 1 0 0 
1 0 0 0 2 
0 1 1 1 0 

The incidence matrix of a connected £-design with parameters v = 

10, b = 5, k = 6, r = 3 is given by Nd = [ z~: ] . An £-design with 

3s replications is obtained by takings copies of the above design. 
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For given v, b, k, an L-design may not exist even if k is even. In such 
situations, one might wish to find designs that retain full information 
on any two of the three major contrasts, Lp, L1 and L~. Attempts to 
find such designs have been made in the literature and to that end, the 
following results have been reported. 

Theorem 5.3.4 Let vr = bk. Then an equireplicate design, with pa­
rameters v(= 2m), b, r, k retaining full information on Lp and any one 
of L1 and L~ exists if and only if k is even. 

Proof. The necessity is obvious by noting that if such a design exists 
then the matrices Ntd, N2d corresponding to the design must satisfy 
the first condition in (5.3.22). The sufficiency can be proved by actual 
construction, as given by Das and Kulkarni (1966). Since mr = b(k/2), if 
k is even then one can always construct a design involving m treatments 
and b blocks such that each block has size k/2, each treatment being 
replicated r times. Let N1d be the m x b incidence matrix of such a 
design. Define N2d = I:nN1d, that is, N2d is obtained by permuting the 
rows of N1d in the reverse order. Then, it can be seen that the design 

with incidence matrix N<1> = [ z~ ] retains full information on Lp 

and L1. Similarly, the design with incidence matrix N<2> = [ z~:] 
retains full information on Lp and L~. 0 

Remark 5.3.2 The designs with incidence matrix N(i), i = 1, 2 are 
connected provided N1d is the incidence matrix of a connected incom­
plete block design. Also, the design with incidence matrix N<1> retains 
full information on L; for every odd j and on Lj for every even j. Sim­
ilarly, the design with incidence matrix N<2> also ensures full efficiency 
on Lj for every j. 

Example 5.3.3 Let m = 4, b = 4, r = 3, k = 6. For these parameters, 
an L-design is not available. Let us take N1d of Theorem 5.3.4 as the 
incidence matrix of a am design with m = 4 treatments in blocks of 
size k/2 = 3, which is given below: 

[ 

1 1 
1 1 

Nld = 1 0 

0 1 

1 0] 0 1 
1 1 . 

1 1 
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The incidence matrix N(l) is then given by 

1 1 1 0 
1 1 0 1 
1 0 1 1 

N(l) = 0 1 1 1 
0 1 1 1 
1 0 1 1 
1 1 0 1 
1 1 1 0 

The design with incidence matrix N(l) retains full information on Lp, L1, 

La, L~ and has an efficiency factor of 8/9 for the contrasts L~, L~, L2. 

Remark 5.3.3 Chai (2002) has shown that for a symmetric parallel 
line assay with m doses of each preparation, an £-design exists if and 
only if ik(m + 1) = 0 (mod 2). Thus, one cannot construct an £-design 
if either of the following two conditions hold: 
(i) k is odd and m is even; 
(ii) k = 2 (mod 4) and m is even. 

For case (ii) above, Chai and Das (2001) obtained designs that ensure 
the estimability of Lp and L1 with full efficiency; these designs were 
called nearly £-designs. When the block size is odd, Chai, Das and 
Dey {2003) obtained incomplete block designs for symmetric parallel 
line assays that are highly efficient for the estimation of the contrasts 
Lp, L1 and L~. The original sources may be consulted for details on 
these. 

In the context of symmetric parallel line assays, some times it might 
be necessary to find designs that are capable of providing full information 
on the second order contrasts L2 and L~ in addition to Lp, L1, L~. Such 
designs have been studied by Mukerjee and Gupta (1991a) who call these 
as Q-designs. We discuss some basic issues concerning Q-designs now. 

Consider an arrangement of v(= 2m) treatments (or, doses) in b 
blocks each of size k( < v) such that each treatment is replicated r times. 
The incidence matrix Nd of the design is partitioned as before as Nd = 
(Nfd, N~)', where N1d1 N2d are as defined earlier. The design under 
consideration is a Q-design if and only if 

t:nNid = (~k)l/,, e~Nid = 0, e~Nid = 0, i = 1, 2, (5.3.24) 



162 5. More Incomplete Block Designs 

where e1 is as defined earlier, 

e2 = 12- _!_(m2 -1)lm 
12 

and 12 is an m x 1 vector with its jth element equal to (j-( m+ 1) /2)2, 1 :5 
j :5 m. Clearly, as in the case of an L-design, a necessary condition for 
the existence of a Q-design is that k is even. Also, if (z1, ... , zm)' is a 
typical column of N1d or N2d, by (5.3.24), we must have 

m 1 
L:z; - 2k, 
j=l 
m 

1 
Liz; - '4k(m+ 1), 
j=l 

m { 1 }2 1 2 f; j- 2(m + 1) z; - 24k(m -1). (5.3.25) 

Based on the above facts, Mukerjee and Gupta {1991a) suggested a 
construction procedure involving the following steps: 

Step 1. For given v, k, r, search all possible nonnegative integral solutions 
of (5.3.25) for (z~, ... , zmY· H no such solution exists, then a Q-design 
with the given parameters also does not exist. Otherwise, let a 1, ... , a 8 

be the possible solutions. 

Step 2. Find nonnegative integers u1, ... , Us such that E:=l UiOi = rlm. 
If no such 'Ui 's exist, then a Q-design with the given parameters does not 
exist. Otherwise, construct N1d with columns a1, ... , a 8 such that Oi 

is repeated Ui times, 1 :5 i :5 s. Finally, take N2d = N1d. The incidence 
matrix so obtained represents a Q-design with the given parameters. 

The above approach was adopted by Mukerjee and Gupta (1991a) 
to obtain several Q-designs in the parametric range v :5 24, k < v. They 
also noted that the resulting design is always connected for all r > 1. 

Example 5.3.4 We construct a Q-design with parameters v = 14, b = 
7, r = 6, k = 12. The possible nonnegative integral solutions of (5.3.25) 
are 

a1 = (0,3, 0, 0, 0, 3, 0)', a2 = (1,1, 0, 1, 2, 0, 1)' aa = (1, 0, 2, 1, 0, 1, 1)'. 

Since 01 + 3a2 + 3aa = 6lm, a Q-design can be constructed whose 
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incidence matrix is Nd = (N{d, N{d)' where 

0 1 1 1 1 1 1 
3 1 1 1 0 0 0 
0 0 0 0 2 2 2 

N1d= 0 1 1 1 1 1 1 
0 2 2 2 0 0 0 
3 0 0 0 1 1 1 
0 1 1 1 1 1 1 

(b) Designs for Asymmetric Assays 
We now take up asymmetric assays where m1 =/: m2 and seek de­

signs that allow the estimation of the contrasts 8p, 81 and fJi with full 
information. Such designs may be called 8-designs. Recall that 

mt m2 

8p - m1-l LTi -m2-l LTm1+i, 
i=l i=l 

6 [ 1 mt { 1 } 
81 - logu ml(m~ -1) tt i- 2(ml + 1) Ti 

1 m2{ 1 } l + m2(m~ _ 1) tt i- 2(m2 + 1) Tm1+i , 

6 [ 1 mt { 1 } 8~ - logu ml(m~ -1) tt i- 2(ml + 1) Ti 

1 m
2

{ 1 } l - m2(m~ -1) tt i- 2(m2 + 1) Tml+i • (5.3.26) 

Suppose an assay involving m1 doses of the standard preparation and 
m2 doses of the test preparation is to be conducted in an incomplete 
block design with b blocks of size k( < v = m1 + m2) such that each 
dose is replicated r times. Let the incidence matrix of the design be 
Nd where as before, Nd is partitioned as Nd = (N{d,Nad)', the rows of 
N1d (respectively, N2d) representing the doses of standard (respectively, 
test) preparation. Then, 

(5.3.27) 

Also, it can be seen that the design under consideration is a 8-design if 
and only if, fori= 1,2, 



164 5. More Incomplete Block Designs 

{ /i- i(mi + 1)1m, r Nid = 0, (5.3.28) 

where fi = (1, 2, ... , mi)', i = 1, 2. The conditions (5.3.28) are due 
to Kyi Win and Dey (1980). The construction of 0-designs was also 
considered by Kyi Win and Dey {1980) who presented a short table of 
such designs. One such design is considered in the following example. 

Example 5.3.5 Let m1 = 3, m2 = 6, b = 3, r = 2, k = 6. Kyi Win and 
Dey {1980} showed that the design with incidence matrix given by 

1 1 0 
0 0 2 
1 1 0 
1 1 0 

Nd= 1 0 1 
0 1 1 
0 1 1 
1 0 1 
1 1 0 

is a 0-design with the given parameters. 

If both m1 and m2 are even, then a complete solution to the problem 
of constructing 0-designs can be obtained as given by the following result. 

Theorem 5.3.5 Let m1 = 2u1 and m2 = 2u2 be both even and vr = bk. 
Then a 0-design with parameters v(= m1 + m2), b, r and k exists if and 
only if k is even and kul/v is an integer. 

Proof. Suppose a 0-design with the given parameters and associated 
incidence matrices Nld• N2d exists and let (z11 ••• , Z2u1 )' be a typical 
column of N1d. Then, by (5.3.28), 

2u1 1 2u1 

~ Zj(j- u1) = 2 ~ ZJ = ku1jv. 
j=l j=l 

(5.3.29) 

From (5.3.29), ku1fv must be an integer. Then by (5.3.29), the column 
sums of both N 1d must be even. Similarly, the column sums of N2d are 
also even. Hence by (5.3.27), k must be even. This proves the necessity. 

The sufficiency can be proved by actual construction. Let k be even 
and ku1/v be an integer. Then, ku2/v = k/2 - kul/v is also an in­
teger. Also, fori= 1,2, Ujr = b(kui/v). Hence fori= 1,2, one can 
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always construct an incomplete block design involving 'Ui treatments and 
b blocks such that every treatment is replicated r times and each block 
is of size k'Ui/V. For i = 1, 2, let Mid be the Ui x b incidence matrix 
of such an incomplete block design. Then the incidence matrix of the 
required 6-design dis given by 

[ 
Iu1 0 ] 

N. _ 1:1 0 
d- 0 I* 

'U.2 

0 Iu2 

The above design is connected if M = (M{d• M~d)' is the incidence ma­
trix of a connected design. D 

Example 5.3.6 Let m1 = 4, m2 = 8, b = 4, r = 2, k = 6. Then the 
conditions of Theorem 5.3.5 are satisfied. One can take the matrices 
Mid,i = 1,2 as 

Given the above matrices, one can now get the incidence matrix of the 
required 6-design as indicated in the proof of Theorem 5.3.5. This design 
was also reported by Kyi Win and Dey {1980). 

Das and Saba (1986) used affine resolvable incomplete block designs 
and the C-designs considered in Chapter 4 for the construction of 6-
designs. Through the use of C-designs, these authors also presented 
non-equireplicate designs which estimate the three contrasts 6p, 61 and 
6~ with full information. 

5.4 Designs for Test-Control Comparisons 

In practice one often encounters the following situation: v new (or, test) 
treatments are available and an existing treatment (called a controQ is 
to be eventually replaced by one of the test treatments. For instance, in 
pharmaceutical studies, new drugs are the test treatments and a placebo 
or an existing drug is the control treatment. Similarly, in experiments for 
the assessment of crop varieties, an existing variety may be taken as con­
trol and newly developed varieties may be considered as test treatments. 
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The interest in such experiments is to infer about the contrasts between 
the control and each of the test treatments. Because of the special na­
ture of the treatment contrasts of interest, a conventional design might 
not be a good choice for the problem under consideration. To elaborate 
on this point, consider an experiment involving v = 7 test treatments 
and a control. Let the test treatments be labeled as 1, 2, ... , 7 and the 
control as 0. Suppose d1 is the BIB design given in Example 3.4.2 and 
d2 is the design obtained by taking two copies of the following design: 

(0,1,2,4) (0,2,3,5) (0,3,4,6) (0,4,5,7) 
(0,1,5,6) (0,2,6,7) (0,1,3, 7) 

Note that both d1 and d2 involve 14 blocks of size 4 each and d2 is not 
a BIB design. If To is the effect of the control treatment and Ti, that of 
the ith test treatment (1 $ i $ 7), then the variance of the BLUE of 
the contrast Ti - To under d 1 and d2 can be seen to be 

Thus, in this case, the BIB design d1 is inferior to the design d2 for 
estimating the contrasts 'T"i- To. 

Most of the recent work carried out in the area of determining designs 
for test-control comparisons centers around finding optimal designs for 
such experiments. This aspect will be covered in the next chapter. In 
this section, we present the different types of incomplete block designs 
available for the problem. 

Throughout this section, the label 0 is reserved for the control while 
the test treatment labels are 1, 2, ... , v. Suppose an incomplete block 
design d involving v + 1 treatments ( v test and a single control treat­
ment), b blocks each of size k and incidence matrix Nd = (ndij) is to be 
used for the experiment. For the design d, let rdi• 0 $ i $ v, denote the 
replication of the ith treatment and let .Xdii' = L:~=l ndijndi'i• i, i' = 
0, 1' ... ' v' i =1- i'. 

Cox (1958, p. 238) recommended the use of BIB designs for such 
an experiment in the following manner: Start with a Bffi design d1 
involving v test treatments, b blocks each of size k- t, r replications 
and concurrence parameter .X and then augment each block of d1 by 
t replications of the controlj here t is a positive integer. Such designs 
were called reinforced BIB designs by Das (1958). The original rationale 
behind this kind of designs was that the test treatments are balanced 
and each of the test treatments is balanced with respect to the control. 
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Pearce (1960) suggested the use of a class of designs, called sup­
plemented balanced designs for the control-test comparison experiments. 
Such designs were introduced by Hoblyn, Pearce and Freeman (1954) in 
another context. Supplemented balanced designs include the reinforced 
BIB designs as a special case. A formal definition of these designs fol­
lows. 

Definition 5.4.1 An incomplete block design d involving v test 
treatments, a control and b blocks each of size k is called a design with 
supplemented balance with 0 as the supplemented treatment if there exist 
nonnegative integers AdO and Adl, such that 

Adii' - Adl! fori, i' = 1, ... , v, i =/= i', 

AdOi - AdO, fori= 1, ... ,v. (5.4.1) 

Example 5.4.1 Apparently, the first design with supplemented balance 
is one that was used in an experiment involving strawberry plants at the 
East Mailing Research Station (Pearce, 1953). The test treatments were 
four herbicides, labeled 1,2,3,4 which were compared with a control (no 
herbicide), labeled 0 in four blocks of size seven each. The full design is 
shown below. 

Block1: (0,0,1,2,3,4,1) 
Block 2 : (0, 0, 1, 2, 3, 4, 2) 
Block 3: (0, 0, 1, 2, 3,4, 3) 
Block 4 : (0, 0, 1, 2, 3, 4, 4) 

Clearly, for this design Ado = 10, Adl = 6. 

Note that for a reinforced Bm design of Das (1958), AdO = rt. The 
analysis of designs with supplemented balance was worked out by Pearce 
(1960) who also observed that the variance of the BLUE of an elementary 
treatment contrast involving a pair of test treatments is a constant and 
similarly, the variance of the BLUE of an elementary treatment contrast 
involving the control and a test treatment is a constant. 

An important class of designs suitable for test-control treatment com­
parisons is the class of balanced test treatment incomplete block (BTIB) 
designs, introduced by Bechhofer and Tamhane (1981). 

Definition 5.4.2 An incomplete block design d involving v test treat­
ments, a control and b blocks each of size k is called a BTIB design 
if (i} 2 ~ k < v and (ii} the conditions in (5.4..1} hold. 
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Clearly, the BTIB designs are also designs with supplemented balance. 
Bechhofer and Tamhane {1981) while considering the problem of con­
structing simultaneous confidence intervals for the treatment-control 
contrasts, rediscovered supplemented balanced designs and called these 
BTIB designs. In subsequent years, the term "BTIB designs" has been 
adopted by most authors because the work of Bechhofer and Tamhane 
(1981) inspired much of the subsequent research on finding optimal and 
efficient designs for test-control comparisons. It can be easily seen that 
under a BTIB design d, 

( ~ ~) 2 Ado+Adl 
VarTi-Tod=u k\ (\ \ ) 

AdO AdQ + VAdl 

A special type of useful BTIB designs, called BTIB ( v, b, k; t, s) are 
defined next (see Stutken (1987)). 

Definition 5.4.3 An incomplete block design d involving v test treat­
ments, a control, b blocks each of size k and incidence matrix Nd = 
( ndij ), 0 :S i :S v, 1 :S j :S b, is called a BTIB ( v, b, k; t, s) if it is a BTIB 
design, and with 0 :S t :S k- 1, 0 :S s :S b, the following holds: 

ndij E {0, 1}, for all1 ~ i ~ v, 1 ~ j ~ b 

and 
nd01 = · · · = ndOs = t + 1, ndO(s+l) = · · · = ndob = t. 

For a BTIB (v,b,k;t,s) design d, 

rdO - bt + s, 
Ado - v-1{bt(k- t) + s(k- 2t- 1)}, 
Adl - {v(v- 1)} - 1(b{k- t)- 2s)(k- t- 1). 

We give below some examples of BTIB ( v, b, k; t, s) designs ( cf. Majum­
dar (1996)). 

Example 5.4.2 (i) A BTIB (7, 7, 4; 1, 0) is shown below (which is the 
same as d2 given earlier), where the parentheses include the blocks. 

(0,1,2,4);(0,2,3,5);(0,3,4,6);(0,4,5,7);(0,5,6,1);(0,6,7,2);(0,7,1,3). 

Note that that the above BTIB design is obtained by simply augmenting 
each block of a BIB design with parameters v = 7 = b, r = 3 = k, A = 1 
and is thus a reinforced BIB design. 
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(ii) A BTIB (6, 18, 5; 1, 6) is shown below: 

(0,0,1,2,3);{0,0,1,4,5);(0,0,1,2,6);(0,0,2,4,5);(0,0,3,4,6); 

(0,0,3,5,6);(0,1,2,3,4);(0,1,2,5,6);(0,1,2,3,5);(0,1,2,4,6); 

(0,1,3.4,5);(0,1,4,5,6);(0,1,3,5,6);(0,1,3,4,6);(0,2,3,4,5); 

(0,2,3,4,6);(0,2,3,5,6);{0,2,4,5,6). 
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As the following example shows, not all BTIB designs are BTIB (v, b, k; 
t, 8) designs. 

Example 5.4.3 The following design is a BTIB design with v = 4, 
b = 12, k = 4 but not a BTIB (4, 12, 4; t, 8): 

{0,0,0,1);(0,0,0,2);(0,0,0,3);(0,0,0,4);(0,0,1,2);(0,0,1,3); 

(0,0,1,4);{0,0,2,3);(0,0,2,4);(0,0,3,4);{1,2,3,4);(1,2,3,4). 

It can be seen that the structure of a BTIB (v, b, k; t, s) can be of two 
types. If 8 = 0, then the design is called an R-type design (or, rectangular 
type design) whereas if s > 0, then it is called an S-type (or, step type 
design). This terminology is due to Hedayat and Majumdar {1984). An 
R-type design with columns as blocks can be visualized as a k x b array, 
given by 

(5.4.2) 

where d1 is at x b array of controls while d2 is a (k- t) x b array in 
the test treatments only. It follows then that d2 must be a BIB design 
with v treatments, b blocks of size k - t each, r replications and pairwise 
concurrence parameter A. Therefore, the construction problem of R­
type designs reduces to that of a suitable BIB design (recall Example 
5.4.2 (i)). 

An S-type design can be visualized as the following k x b array: 

d = [ du d12 ] , 
d21 d22 

{5.4.3) 

where du is a (t + 1) x s array of controls, d12 is at x (b- s) array of 
controls, d21 is a (k- t- 1) x s array of test treatments and d22 is a 
(k- t) x (b- s) array of test treatments. 

The following result is due to Hedayat and Majumdar (1984). 
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Theorem 5.4.1 {i) For the existence of a BTIB ( v, b, k; t, s) where ro = 
bt + s, the following conditions are necessary: 

v-1(b(k- t)- s) = v-1(bk- ro) is an integer, say q1. (5.4.4) 

v-1s(k- t -1) is an integer, sayq2. (5.4.5) 

(v -1)-1{q2(k- t- 2) + (q1 - q2)(k- t- 1)} is an integer. (5.4.6) 

{ii) For an R-type design, it is necessary that b 2:: v and for an S-type 
design, it is necessary that b 2:: v + 1. 

The construction of R-type BTIB designs does not pose any special prob­
lems because as noted earlier, these BTIB designs can be constructed 
easily from a BIB design. The construction of BTIB designs of S-type is 
not that simple. The construction of such designs for k = 2 was consid­
ered by Bechhofer and Tamhane (1983) and Notz and Tamhane (1983) 
gave a complete solution for k = 3, 3 5 v 5 10. Hedayat and Majum­
dar (1984) gave an elaborate table of optimal designs in the parametric 
range 2 5 k 5 8, k 5 v 5 30 and v 5 b 5 50 which contains several S­
type designs. More on the construction of S-type designs can be found 
in Cheng, Majumdar, Stutken and Ture (1988) and Tore (1982). 

A generalization of BTIB designs was proposed and studied by 
Jacroux (1987), who called these group divisible treatment design 
(GDTD). These were defined by Jacroux (1987) as follows. 

Definition 5.4.4 An incomplete block design d with v = mn test treat­
ments, a control, b blocks each of size k is called a GDTD design with 
parameters m, n, .Xo, At, >.2, if the treatments 1, 2, ... , v can be divided 
into m disjoint sets 81, ... , Sm, of n treatments each such that there are 
nonnegative constants >.o, >.11 .X2, satisfying the following conditions: 

>.dOi - >.o, for 1 5 i 5 v, 
>.dii' - >.1, fori, i' ESc, i 'I i', 
Adii' - A2 1 fori E Sc,i' E Se, c,e E {1,2, ... ,m},c =:/=e. 

For a GDTD design, the variance of the BLUE of elementary con­
trasts between a test treatment and the control treatment, i.e., Var(fz­
fo), 1 5 i 5 v are all equal. However, Var(fz - ff), 1 5 i, i' 5 v, i 'I i' 
can take at most two values depending on whether i, i' belong to the 
same set or not. Analogous to the definition of a BTIB (v, b, k; t, s) 
design, one can define a GDTD (v, b, k; t,s) design as follows. 
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Definition 5.4.5 An incomplete block design d involving 1.1 test treat­
ments, a control, b blocks each of size k and incidence matrix Nd = 
(ndi;), 0 ~ i ~ v, 1 ~ j ~ b, is called a GDTD (v, b, k; t,s) if it is a 
GDTD design, and with 0 ~ t ~ k- 1, 0 ~ s ~ b- 1, the following 
holds: 

ndii E {0,1}, for all 1 5 i ~ v, 1 ~ j ~ b 

and 

nd01 = · · · = ndOs = t + 1, ndO(s+l) = · · · = ndOb = t. 
It can be easily seen that a GDTD (v, b, k; t, 0) can be obtained by 

augmenting each block of a group divisible incomplete block design with 
block size k - t by t replications of the control. For some more methods 
of construction of GDTD designs we refer to Jacroux (1987) and Stutken 
{1991). 

An obvious extension of the problem of comparing several test treat­
ments with a single control is the problem of comparing a set of test 
treatments with several controls. The problem of finding suitable de­
signs for this situation has received some attention in the literature and 
we refer to Majumdar {1986) and Christo£ (1987} for more details. For 
some other related problems and discussion on these, one might refer 
to the authoritative review articles by Hedayat, Jacroux and Majumdar 
(1988) and Majumdar {1996), where more references can be found. 

5.5 Designs for Diallel Crosses 

The diallel cross is a type of mating design used in plant breeding to 
study the genetic properties of a set of inbred lines. The purpose of 
such an experiment is to compare lines with respect to their general 
combining abilities (g.c.a.). Apart from inferring on general combining 
abilities, often an experimenter is also interested in inference on "cross 
effects" or, specific combining abilities (s.c.a.). For genetic interpretation 
of these parameters, we refer to Griffing {1956) and Hinkelmann (1975). 

Experimental (or, environmental) design issues in the context of di­
allel cross experiments has received considerable attention in the liter­
ature; see e.g., Curnow {1963), Hinkelmann (1975), Hinkelmann and 
Kempthorne {1963), Singh and Hinkelmann {1995) and Gupta, Das and 
Kageyama (1994). 

A common diallel cross experiment involves v = p(p- 1) /2 crosses of 
the type (ixj), i,j = 1, .. . p, i < j, wherep is the number of inbred lines 
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involved. This is the type IV mating design of Griffing (1956) and we 
concern ourselves in this section with this type of mating designs only. 
A diallel cross of this type has also been called a complete diallel cross. 
For notational convenience the cross (i x j) will sometimes be denoted 
by the ordered pair (i,j). The number of crosses in such a mating design 
increases rapidly with increase in the number of lines, p; for p = 5, the 
number of crosses is 10 while for p = 10, the number of crosses increases 
to 45. If there is heterogeneity in one direction in the experimental ma­
terial, then adoption of a randomized complete block design with crosses 
as treatments would result in a large error variance even with moderate 
number of inbred lines. In order to control the error, one would there­
fore look for a suitable incomplete block design for diallel crosses. One 
possibility in this direction is to use available incomplete block designs, 
for instance a BIB design, for the diallel experiment, treating the treat­
ments of the BIB design as crosses. Such an approach has been followed, 
for example by Das and Giri (1986} and Ceranka and Mejza (1988). An­
other approach proposed is to start with an incomplete block design for 
the usual treatment-block structure, treat the treatments as lines and 
make all possible pairwise crosses among the lines within a block; see 
e.g., Ghosh and Divecha (1997) and Sharma (1998). However, subse­
quent research on optimal incomplete block designs for diallel crosses 
(see Dey (2002) for a review) has shown that the above approaches are 
not entirely satisfactory as even a highly efficient conventional incom­
plete block design when used for a diallel cross experiment may turn out 
to be rather inefficient. It is thus necessary to devise special techniques 
for obtaining efficient (or, even optimal) incomplete block designs for 
diallel cross experiments. In what follows, we describe some attempts 
in this direction. 

In a diallel cross experiment, the v crosses are regarded as treat­
ments. If the fixed effect of the cross (i,.i) is denoted by Tij, then we 
have the representation 

Tij = f + Yi + Yj + Sij. (5.5.1) 

where f is the mean effect of the treatments {crosses), the {gi} stand 
for the g.c.a. effects, { Bij} denote the s.c.a. effects, and 

91 + ... + gp = 0, (5.5.2) 

Sli + · · · + B(i-l)i + Si(i+l) +Sip = 0, 1 $ i $ p. (5.5.3) 

The g.c.a. effects are the effects of individual lines and the s.c.a. ef­
fects are those of crosses. In what follows, we arrange the crosses 
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in the order (1,2),(1,3), ... ,(1,p),(2,3), ... ,(2,p), ... ,(p -1,p). Let 
9 = (91, ... , 9p }' and T and 8 be v x 1 vectors of elements { Tij} and 
{ Bij} respectively. Following Chai and Mukerjee (1999}, the general 
and specific combining ability effects can be expressed in terms of -r as 
detailed below. 

Let U be a p x v matrix with rows indexed by 1, ... , p and colwnns 
by the pairs (i,j),i,j = 1, .. . ,p,i <j such that the [u,(i,j)]th entry of 
U is 1 if u E ( i, j) and is zero, otherwise. One can then see that 

Ulv = (p- l)lp, U'lp = 21v· 

We can now express (5.5.1) as 

'T = 'flv + U19 + 8 1 

where, from (5.5.2) and (5.5.3), 

1~=0, U8=0. 

(5.5.5) 

(5.5.6) 

(5.5.7) 

Premultiplying (5.5.6) by U and using (5.5.4), (5.5.5) and (5.5.7), one 
gets 

9 = Ht-r, 8 = T- flv- U'9 = H2-r, (5.5.8) 

where 

( ')-1 1 1 ( 2 ) Hl = uu u- -Jpu = -- u- -Jpu I 

2v p-2 p 
(5.5.9) 

and 

Since 

Htlv - 0, 

H2lv - 0, 

H1H?. - 0, 

Rank(Ht) - p-1, 

Rank(H2) - v-p, (5.5.11) 
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it follows that g and 8 represent treatment contrasts carrying p - 1 and 
v - p degrees of freedom, respectively, and the contrasts represented by 
g are orthogonal to those represented by 8. Note that for p = 3, 8 = 0 
and thus, when the s.c.a. effects are included in the model, one has to 
take p ~ 4. The above development due to Chai and Mukerjee {1999) 
gives a convenient and complete description of the contrasts belonging 
to the g.c.a and s.c.a. effects. 

Barring a few exceptions, most of the work on optimal incomplete 
block designs for diallel crosses have been derived under a model that 
includes the block effects and only the g.c.a. effects but no s.c.a. ef­
fects. While the optimality aspects of incomplete block designs for dial­
lei crosses are deferred to the next chapter, in what follows we describe 
some incomplete block designs under a model that has only the g.c.a. 
effects, apart from the block effects. Supposed is an incomplete block de­
sign used for a diallel cross experiment involving v = p(p - 1) /2 crosses, 
where pis the number of lines involved, and b blocks, each of size k. 
Furthermore, let r di denote the number of times the ith cross appears in 
d, 1 ~ i ~ p(p - 1) /2, and similarly, let s41 denote the number of times 
the jth line occurs in d, 1 ~ j ~ p. It is then easy to see that 

~ 2 p 

L Tdi = bk, LB41 = 2bk. 
i=l j=l 

For the data obtained from d, we postulate the model 

Y = JLln + ~19 + ~2{3 + £, (5.5.12) 

where Y is the n x 1 vector of observed responses, JL is a general mean 
effect, g and {3 are vectors of p g.c.a. and b block effects respectively, 
~~. ~2 are the corresponding design matrices; i.e., the (t, t')th element 
of ~1 is 1 if the tth observation pertains to the t'th line and is zero, oth­
erwise. Similarly, the ( u, u')th element of ~2 is 1 if the uth observation 
comes from the u'th block and is zero, otherwise. £is then x 1 vector 
of random error components, these having a zero mean and constant 
variance u2; n is the total number of experimental units in d. Under the 
model (5.5.12), the reduced intra-block normal equations for estimating 
linear functions of the g.c.a. effects, using the design d are given by 

(5.5.13) 

where 
(5.5.14) 
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N d is the p x b incidence matrix of lines versus blocks and Q, as in 
Chapter 2, represents the vector of adjusted line totals, given by Q = 
T- k-1 NdB, T being the p x 1 vector of line totals and B, the vector 
of block totals; G d = (9dii') with 9dii = Bdi and for i =F i', 9dii' is the 
number of times the cross ( i xi'} appears in d. Note that under the model 
(5.5.12}, the C-matrix depends on the lines vs blocks incidence matrix 
as opposed to the customary crosses (treatments) vs blocks incidence 
matrix. 

Gupta and Kageyama {1994) were perhaps the first to consider the 
problem of finding optimal incomplete block designs for diallel cross 
experiments, using nested BIB (NBIB} designs. They suggested two 
families of such designs. More designs for diallel crosses based on NBIB 
designs were found by Das, Dey and Dean (1998). Following the nota­
tion of Section 3.7 (see Definition 3.7.1), consider an NBIB design d1 

with parameters v = p, bt, kt, r, AI, b2, k2 = 2, A2 and identify the treat­
ments of the NBIB design with the p lines of a diallel cross experiment. 
Performing crosses among the lines appearing in the same sub-block 
(which has size k2 = 2}, we get an incompletf' block design, say d for 
a diallel experiment with p(p - 1) /2 crosses and b1 blocks, each of size 
kl/2. Each cross is replicated 2b2j{p(p- 1)} times in the design. For 
such a design d, 

(5.5.15) 

Thus, the design d is variance-balanced for the g.c.a. effects. 
Dey and Midha (1996) and Das, Dey and Dean (1998) suggested the 

use of triangular PBIB designs considered in Chapter 4 for obtaining 
incomplete block designs for diallel cross experiments. Following the 
notation of Chapter 4, suppose d1 is a triangular PBIB design with two 
associate classes and parameters v = p(p-1)/2, b, r, k, All A2, n1, n2,p~3 , 
i, j, s = 1, 2. Recall that the treatments of d1 can be indexed by a 
pair (i,j), i,j = 1, ... ,p, i < j, with a pair of treatments (a,/3) and 
( 'Y' o) being ith associates if and only if their (set-theoretic) intersection 
equals 2 - i, i = 1, 2. From the design d1 , derive a design for diallel 
crosses by replacing the treatment label (i,j) in d1 by the cross (i x j). 
Suppose Nd = (ndij) is the p x b lines vs blocks incidence matrix of d. 
Then we have the following result due to Dey and Midha {1996}. 

Lemma 5.5.1 For the design d, the following are true: 
b p 

(i) E ndij = r(p -1), E ndij = 2k, 
j=l i=l 
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b 
(ii) E n~ij = r(p- 1) + (p- 1){p- 2)-Xt, 1 :5 i :5 p, 

j=l 
b 

(iii) E ndijndi'j = r + (p- 2){3-Xl + (p- 3).X2}, 1 :5 i, i' :5 p, i =1- i'. 
j=l 

Using Lemma 5.5.1, it is easy to see that for the design d, 

(5.5.16) 

where 
p 

8 = k {r(k -1)- (p- 2).X1}. (5.5.17) 

From (5.5.16), it is easily seen that the design d for a diallel cross ex­
periment based on a triangular design is again variance-balanced for the 
g.c.a. effects. This is not surprising as a triangular PBffi design with 
parameters v = p(p- 1)/2, b, r, k, AIJ .X2 and treatments indexed by a 
pair (i,j), 1 :5 i < j :5 p, can be viewed as a nested incomplete block 
design with p treatments, b blocks of size 2k and sub-blocks of size two. 

We conclude this section by giving an example of a design for diallel 
crosses derived from a triangular PBIB design. 

Example 5.5.1 Let p = 5 and consider a triangular PBIB design with 
two associate classes and parameters v = 10, b = 15, r = 3, k = 2, .X1 = 
0, .X2 = 1. The blocks of this design are as follows, where a treatment is 
represented by a pair ( ij), 1 :5 i < j :5 5: 

[(12), (34)]; [(12), (35)]; [(12), (45)]; ((13), (24)); [(13), (25)); 

[(13), (45)); [(14), (23)); [(14), (25)]; [(14), (35)); [(15), (23)); 

[(15), (24)); [(15), (34)); [(23), (45)); [(24), (35)]; [(25), (34)). 

Using the above design, a design for diallel cross experiment can be 
obtained simply by replacing each treatment of the type (ij) by the 
cross (i x j). For instance, the first block will have the crosses (1 x 2) 
and (3 x 4). 

Remark 5.5.1 When the number of lines pis large, the number of 
crosses in a complete diallel cross experiment may become prohibitively 
large and in such a case, one might use a "sample" of the crosses only, 
leading to what are known as partial diallel crosses. In the context of 
partial diallel cross experiments, there are two problems that need to 
be tackled, viz., (i) finding a "good" sample in the unblocked situation 
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and (ii) arrange the sampled crosses in an incomplete block design which 
yields efficient estimates of contrasts belonging to (say) the g.c.a. effects. 
These problems have not yet been solved in their entire generality. We 
refer to Mukerjee {1997) and Das, Dean and Gupta {1998) for some 
advances in this direction. 

As stated earlier in this section, most of the results on finding good 
designs for diallel crosses have been derived under a model that has only 
the g.c.a. effects but no s.c.a. effects. A model where the s.c.a. effects 
are ignored cannot always be justified from practical considerations and 
it might be necessary to consider a model that includes both g.c.a. and 
s.c.a. effects, even if the primary interest centers around the estimation 
of g.c.a. effect contrasts alone. We refer to Chai and Mukerjee (1999), 
Choi, Chatterjee, Das and Gupta {2002) and Das and Dey (2004) for 
some results in this direction. 

5.6 Robust Incomplete Block Designs 

Proper designing of an experiment is often a difficult task in practice. 
Even if an experiment is well planned, eventually certain things can 
go wrong during the conduct of the experiment or while recording the 
observations. For instance, one or more observations could be lost ac­
cidentally, there may be one (or more) outlier( s), or, there could be a 
trend present within each block, etc. In that event, it is possible that a 
highly efficient (or, optimal) design originally chosen for the experiment 
need not remain so. Designs for which the effect of such aberration(s) is 
small may be termed robust. It is of interest to examine the robustness of 
designs against missing data, presence of outlier(s) etc. In this section, 
we examine these issues with reference to incomplete block designs. We 
also discuss some basic issues relating to incomplete block designs that 
are orthogonal to polynomial trend effects over units within blocks. 

5.6.1 Robustness Against an Outlier 

Box and Draper (1975) developed a criterion of robustness of response 
surface designs against the presence of a single outlier. This criterion 
was extended by Gopalan and Dey (1976) in the context of block designs. 

Consider the usual fixed effects linear model 

(5.6.1) 
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where, as in Section A.2, Y is the n x 1 vector of observable random 
variables corresponding to the observations, X is the n x m design matrix 
with Rank(X) = r(5 m), {3 is the vector of unknown parameters and E is 
the vector of random error components. Suppose the uth observation Yu 
has added to it an unknown aberration c, making it an outlier. It is not 
known however, to which observation the unknown aberration is added. 
Under the model (5.6.1), an unbiased estimator of the parameter a2 

when no outlier is present is given by (see Section A.2 of the Appendix) 

fr2 = ~/(n- r), (5.6.2) 

where 
~ = Y'Y- Y' X(X' X)-X'Y. (5.6.3) 

When the uth observation has added to it the aberration c, the obser­
vations vector gets transformed to Y c = Y + ceu, where eu is an n x 1 
vector with its uth entry equal to 1 and all other entries equal to zero. 
Analogous to (5.6.2), if we now estimate a2 using 

{Y~Yc- Y~X(X'X)-X'Yc}/(n- r), 

the bias (or "discrepancy") in estimating a2 can be seen to be 

du = ~D.uu/(n- r), (5.6.4) 

where D.uu is the (u, u)th entry of the matrix A = prl.(X) = I -
X(X'X)-X'. 

Assume now that it is equally likely that the aberration c could occur 
with any of the n observations. Then the discrepancies are d1, ... , dn and 
their average is d = c2 jn. Thus, the average discrepancy is fixed for a 
fixed number of observations. In order that no unduly large discrepancy 
in the estimator of u 2 is caused by the outlier, it is desirable that the du's 
be as uniform as possible. One measure of such uniformity is reflected 
in the variance of the du 's, given by 

Var(d) = c4(p- r2 /n)' 
n(n- r)2 

(5.6.5) 

where p = E:=l ~u and Puu is the uth diagonal element of the matrix 
P = pr(X) = X(X'X)-x'. For fixed r,n, minimization of Var(d) 
implies minimization of p which in turn means that all Puu 's must be 
equal. A design may be called robust against the presence of a single 
outlier if under that design, Pll = P22 = · · · = Pnn· 
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Using this criterion, Gopalan and Dey (1976) showed that the fol­
lowing block designs are robust: 
(i) All randomized complete block designs; 
(ii) all BIB designs; 
(iii) all connected non-group divisible two associate PBffi designs satis­
fying A2 = 0; 
(iv) all semi-regular group divisible designs; 
(v) all two-associate triangular designs with v = m(m-1)/2 treatments 
satisfying r + (m- 4)Al- (m- 3)A2 = 0; 
(vi) all L2 PBm designs with v = t2 treatments satisfying r+(t-2)Al­
(t -1)A2 = 0. 

5.6.2 Robustness Against Missing Data 

The robustness of incomplete block designs against non-availability of 
data has been studied quite extensively; see e.g., Hedayat and John 
(1974), John (1976), Ghosh (1982), Ghosh, Rao and Singhi {1983), Bale­
salary and Tabis {1987), Dey and Dhall {1988), Whittinghill {1989), 
Srivastava, Gupta and Dey {1990), Ghosh, Kageyama and Mukerjee 
{1992), Dey {1993) and Dey, Midha and Buchthal {1996). Kageyama 
{1990) presents a review of results in this area till 1988, where some 
more references can be found. In this subsection, we present some of 
these results. 

We initiate the discussion by describing the notion of resistant BID 
designs. Suppose d is a BIB design with parameters v, b, r, k, >. and let 
0 = {1, 2, ... , v} be the set of treatments. Suppose G is a subset of 0 
with cardinality t ~ v - 2, and let do be the design obtained by deleting 
from d all the experimental units allocated to the treatments in G. Then, 
we have the following definitions due to Hedayat and John (1974). 

Definition 5.6.1 A BIB design d is said to be globally resistant of de­
greet if do is variance-balanced with respect to the loss of any subset G 
of treatments, where the cardinality of G is t. 

Definition 5.6.2 A BIB design d is said to be locally resistant of degree 
t if do is variance-balanced with respect to the loss of some {but not all} 
subsets G of treatments. 

Consider a BIB design d with parameters v, b, r, k(~ 3), >. and let 
G = {i}, where i E 0. Let eli be the subdesign of d consisting of all 
blocks that contain i and d2 be the subdesign consisting of the blocks of 
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d that do not contain i. Finally, let d1 be the design obtained by deleting 
i from each of the blocks in di. Hedayat and John (1974) proved the 
following result. 

Theorem 5.6.1 The design d is locally resistant of degree 1 if and only 
if di is a BIB design (or, equivalently, d1 is a BIB design). 

The above result leads to the following necessary conditions on the 
design parameters of a locally resistant BIB design of degree one. 

Corollary 5.6.1 If d is a locally resistant BIB design of degree one 
then its parameters must satisfy the following conditions: (i) r ~ v -1, 
(ii) .X(k- 2)/(v- 2) is a positive integer·, and (iii) b ~ v + r -1. 

For some more results on resistant designs, see Hedayat and John (1974), 
Most (1975), Baksalary and Puri (1990) and Calhiski and Kageyama 
(2000, Chapter 10). 

We next present some more results on the robustness of designs 
against missing data. A criterion of robustness was considered by Ghosh 
(1982) with reference to a BIB design. This criterion can be extended 
to other incomplete block designs in an obvious manner. 

Definition 5.6.3 A balanced incomplete block (BIB) design is said to 
be robust against the nonavailability oft(> 0) observations if the block 
design obtained by omitting any t observations from the BIB design re­
mains connected. 

Based on the above criterion, which we shall henceforth call Criterion I, 
Ghosh (1982) proved the following results. 

Theorem 5.6.2 A BIB design with parameters v, b, r, k, .X is robust 
against the nonavailability of any t ~ r - 1 observations. 

Theorem 5.6.3 A BIB design is robust against the nonavailability of 
all observations in b :5 r- 1 blocks. 

Similar results in the context of PBIB designs were obtained by Ghosh et 
al. {1983). See also Srivastava, Gupta and Dey (1990) for more results 
on the robustness of designs based on Criterion I. More general results 
on the robustness of incomplete block designs based on Criterion I were 
obtained by Dey (1993) and we describe some of these now. 

Consider a connected, binary, proper block design do involving v 
treatments, b blocks and constant block size k. Let t(~ 1) observations 
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be missing and let all these t observations pertain to the same treatment. 
Without loss of generality, one can assume that the missing observations 
pertain to the first treatment in the first t blocks. We also assume that 
the t "affected blocks" are not all identical. Let dt be the residual design 
obtained by deleting the t observations from do and let Ndo (respectively, 
Ndt) be the incidence matrix of do (respectively, dt). Then, one can write 
Ndo and Ndt as 

[ 1' e' ] [ O' e' ] Ndo = F M , Ndt = F M ' 

where e, F and Mare (0,1} matrices of orders (b- t) x 1, (v- 1} x t 
and (v -1) x (b- t), respectively. If Co and Ct are the C-matrices of do 
and de, respectively, then it can be seen that 

Co=Ct+UU', (5.6.6) 

where the v x t matrix U is given by 

u = {k(k- 1)} -l/2 [ (k =~~~ ] . (5.6.7) 

Based on the above, Dey (1993) proved the following results. 

Theorem 5.6.4 The design do is robust against the loss of any t(;::: 1) 
observations pertaining to the same treatment according to Criterion I 
if and only if the matrix It - U' C0 U is positive definite. 

Corollary 5.6.2 The design do is robust against the loss of any single 
obseroation according to Criterion I if and only if u' C0 u < 1 where 
u' = {k(k- 1)}-112(k -1,-/') and f is the vector representing the 
incidence of the v - 1 "unaffected" treatments in the block containing 
the missing obseroation. 

The result of Corollary 5.6.2 was also obtained by Ghosh et al. (1992) 
using a different approach than that of Dey (1993). 

Theorem 5.6.5 The design do is robust according to Criterion I against 
the loss oft(> 1} observations pertaining to the same treatment ift does 
not exceed the smallest positive eigenvalue of Co. 

Theorem 5.6.6 The design do is robust according to Criterion I against 
the loss of all obseroations in a block if and only if I k-V' C0 V is positive 
definite where the v x k matrix V is given by V' = (Ik- k-1Jk, 0). 
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Theorem 5.6. 7 The design do is robust according to Criterion I against 
the loss of all observations in a block if the smallest positive eigenvalue 
of Co is larger than unity. 

Using the above results, Dey (1993) showed that the following incom­
plete block designs are robust (as per Criterion I) against the loss of all 
observations in a block: 
(i) All BIB designs; 
(ii) all group divisible designs with the exception of the design with 
parameters v = 4 = b,r = 2 = k,m = 2 = n,Al = 0,A2 = 1; 
(iii) all triangular designs with the exception of the design with param­
eters v = lO,b = 15,r = 3,k = 2,A1 = 0,A2 = 1; 
(iv) all Li-type PBID designs, (i ~ 2), with the exception of £2 design 
with parameters v = t2 , b = 2t, r = 2, k = t, At = 1, A2 = 0; 
( v) all PBffi designs based on partial geometries with more than two 
replications. 

In contrast to Criterion I considered so far, another criterion (which 
may be called Criterion II) of robustness has also received attention 
in the literature. This criterion is based on the assessment of loss in 
efficiency of the residual design when some observations are missing. A 
design for which this loss is small is termed robust as per Criterion II. 
The papers by John (1976), Dey and Dhall (1988), Whittinghill (1989), 
Mukerjee and Kageyama (1990), Ghosh et al. (1992) and Dey et al. 
(1996) are all in this spirit. In particular, Dey (1993) showed that the 
efficiency (E) of the residual design when a single observation is lost 
from an arbitrary connected, proper incomplete block design is given by 

E>1- H 
- H + ( v - 1 )ih ( lh - 1)' 

(5.6.8) 

where 61 is the smallest positive eigenvalue and H is the harmonic mean 
of the positive eigenvalues of the C-matrix of the original design. It was 
also observed by Dey (1993) that the above lower bound to the efficiency 
is quite high for most of the two-associate PBIB designs. For similar re­
sults on efficiency of the residual design when an arbitrary number of 
observations are lost from a block, we refer to Dey et al. (1996). For 
more results on the robustness of incomplete block designs against miss­
ing data, see Das and Kageyama {1992), Gupta and Srivastava (1992) 
and Xiaoping and Kageyama (1995). 
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5.6.3 Trend-free Designs 

In certain experimental situations, the response is dependent on the 
spatial or temporal position of the experimental unit within a block. In 
such situations, it might be reasonable to assume a common polynomial 
trend of a specified degree over units within the blocks. When trend 
effects are present, it is of intere.st to look for block designs which are 
"orthogonal" to trend effects and, if such designs are identified, then 
one can carry out the analysis of the data in the usual manner, as if 
no trend effects are present. Such designs are called trend-free. In this 
subsection, we study briefly some important aspects of trend-free block 
designs. 

A systematic study of trend-free block designs was initiated by 
Bradley and Yeh (1980). Consider a binary, proper block design d with v 
treatments and b blocks, each of size k. Suppose the within-block trend 
effects are represented by orthogonal polynomials of degree p < k. The 
model postulated is then given by 

(5.6.9) 

This is the same fixed effects model (2.2.2) considered in Chapter 2, 
except for the additional term Z9, which represents the trend effects. 
Let the observations in Y collected through the design d be arranged 
block-wise, i.e., the first k observations in Y come from the first block, 
the next k come from the second block, and so on. Under this ordering, 
as observed in Chapter 2, we have 

D~d = Ib ® l~c. (5.6.10) 

Then x p matrix Z, where n = bk, is given by 

Z = lb®F, (5.6.11) 

where F is a k x p matrix with columns representing the normalized 
orthogonal polynomials. It follows then that 

l'F = 0 and F'F = lp, (5.6.12) 

and hence, 
Z'Z = blp. (5.6.13) 

According to Bradley and Yeh (1980), a block design is called trend-free 
if the sum of squares due to treatments eliminating block effects, under 
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the model (5.6.9) is the same as obtained under the model (2.2.2). We 
now derive a necessary and sufficient condition for a block design to be 
trend-free. To that end, let 

X1d - [ln D~d Z], 
Xu - [ln Dtd], 
Aid - In - Xid(x;dxid)- x;d, i = 1, 2, 

Gid - DtdAidD~d' i = 1, 2. (5.6.14) 

It can then be seen easily that 

[ 
n kl' O' ] 

x~dxld = kl kib o' , 
0 0 bip 

(5.6.15) 

A g-inverse of X~dXtd and X~X2d is given, respectively, by 

O' ] 
k-1Ib . 

(5.6.16) 
Therefore, 

Atd =In- k-1 D~dD2d- b-1 ZZ', A2d =In- k-1 D~dD2d· (5.6.17) 

It can be shown that 

Tt - Adjusted treatment S.S. under model (5.6.9) 

= Y' AtdD~dGldDtdAtdY (5.6.18) 

and 

To = Adjusted treatment S.S. under model (2.2.2) 

= Y' A2dD~dG2dD1dA2dY. (5.6.19) 

Also, the unadjusted block sum of squares under (5.6.9) remains the 
same as under (2.2.2) as expected, since the trend effects add up to zero 
over units within each block. Now, a design is trend-free if and only if 
Tt =To. First assume that Tt =To. Then, this implies that 

Ad1D~dGidDtdAtd = A2dD~dG2"dD1dA2d 
=> DtdAdtD~dG!dD1dAtdD~d = DtdA2dD~dG2dDtdA2dD~d 
=> DtdAtdD~d = DtdA2dD~d 
=> Dtd(A2d- Atd}D~d = 0. (5.6.20) 
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Using (5.6.17) and recalling that DtdD;d = Nd, the incidence matrix of 
d, it can be seen that Tt = To if 

(5.6.21) 

Conversely, if (5.6.21) holds, then one can show, using (5.6.17) that 
Tt = To. We thus have the following result due to Bradley and Yeh 
(1980). 

Theorem 5.6.8 A necessary and sufficient condition for a block design 
to be trend-free is that (5.6.21} holds. 

Here is an example of a trend-free balanced incomplete block design 
with parameters v = 6, b = 10, r = 5, k = 3, A = 2 and p = 1. Here, the 
columns represent the blocks. 

0 1 2 3 4 5 1 2 3 4 
1 2 3 4 0 0 5 5 0 5 
2 3 4 0 1 2 3 4 5 1 

For several other interesting results on trend-free block designs, see Yeh 
and Bradley {1983), Stufken (1988}, Chai and Majumdar (1993), Chai 
{1995), Jacroux, Majumdar and Shah (1995, 1997) and Chai and Stufken 
(1999). 

5. 7 Exercises 

5.1. Provide a proof of Lemma 5.2.1. 

5.2. Give proofs for the expressions given in (5.2.15) and (5.2.16}. 

5.3. Consider the following design for a 23 factorial: 

Block I: {000,010,100,110); Block II: (001,011,101,111). 

Which of the factorial effect(s) are estimable? Does the design have 
OFS? 

5.4. Consider the following design for a 3 x 4 factorial having 12 blocks 
(denoted by Btt ... , B12) of size three each: 

B1 B2 Ba B4 Bs Bs B1 Bs Bg Bto Bn B12 

00 00 00 01 01 01 02 02 02 03 03 03 
11 12 13 10 12 13 10 11 13 10 11 12 
22 23 21 23 20 22 21 23 20 22 20 21 
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Show that this design has both OFS and balance. 
5.5. For a 3 x 22 factorial experiment, the following design was used, 
using 6 blocks of size 6 each: 

Block I Block II Block III Block IV Block V Block VI 

000 010 000 010 000 010 
100 110 100 101 100 110 
200 210 200 201 200 210 
001 011 010 011 011 001 
101 111 110 111 111 101 
201 211 210 211 211 202 

Examine whether or not the above design is a balanced factorial design. 

5.6. Show that for a symmetric parallel line assay with m doses, an 
£-design with block size k exists if and only if !k(m + 1) is even. 
5.7. Give a proof of Lemma 5.5.1. 

5.8. Show that an orthogonal block design d with incidence matrix 
Nd = ( ndij) cannot be robust against the presence of a single outlier 
unless all the ndij'S are equal. 

5.9. Using Corollary 5.6.1, show that an affine resolvable BIB design 
cannot be locally resistant of degree one, except possibly the designs 
belonging to the family with parameters v = 4t, b = 2( 4t - 1), r = 
4t - 1, k = 2t, A = 2t- 1, where t ~ 1 is an integer. 
5.10. Verify the statement in (5.6.6). 
5.11. Verify the expressions for the adjusted treatment sum of squares 
as given in (5.6.18) and (5.6.19). 

5.12. Examine whether the following design involving v = 5 treatments 
and b = 10 blocks is linear trend-free (i.e., for p = 1): 

(1,2,3);(1,2,4};(1,2,5);(3,4,1};(3,5,1}; 
( 4,5,1 );( 4,2,3);( 5,2,3);(5,2,4);(3,4,5). 



Chapter 6 

Optimality Aspects of Block Designs 

6.1 Introduction 

In this chapter, we review some results on the optimality of incomplete 
block designs. The coverage here is not complete; rather, the material 
presented in this chapter may be viewed as an invitation to the vast area 
of vigorous research. It is hoped that the information provided here will 
be useful to research workers who are new to this area. For a more 
comprehensive account of the developments in optimal block designs, 
we refer to Shah and Sinha (1989) and for an authoritative and more 
recent review of optimal designs (including block designs) based on exact 
theory, a reference may be made to Cheng (1996). 

A systematic study of optimal designs in a very broad context was 
initiated by Kiefer (1958) and we refer the reader to Shah and Sinha 
(1989) and Pukelsheim (1993) for excellent accounts of various optimal­
ity criteria and optimal designs. Pukelsheim (1993) deals mostly with 
what is known as approximate theory, in which each probability measure 
on the experimental region is considered as a design, where the prob­
abilities represent the proportion of observations at different sites, and 
the general problem is to determine these proportions "optimally". In 
contrast, the exact theory is concerned with the problem of determining 
an optimal design for a given finite number of observations. It turns out 
that the approximate theory is more appropriate for regression design 
problems while the exact theory seems to be more relevant for design 
problems in discrete settings, like that of a block design. 

In Section 6.2, we describe some important optimality criteria. Re­
sults on optimal proper block designs for inference on a complete set 
of orthonormal treatment contrasts are reviewed in Section 6.3. Opti­
mal designs for inference on control-test comparisons are described in 
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Section 6.4. In Section 6.5, some aspects of optimal incomplete block de­
signs for parallel line assays are covered. Finally, in Section 6.6, optimal 
incomplete block designs for diallel crosses are considered. 

6.2 Optimality Criteria 

Recall that a block design involving v treatments and b blocks, each of 
size k say, is an allocation of v treatments to the n = bk experimental 
units. For given values of the design parameters v, b, k, typically there 
will be several choices for the design and these alternative de&igns form 
a class of competing designs. To discriminate among different designs 
belonging to a class of competing designs, one needs to compare the 
designs under a suitable model postulated for the observations generated 
by the designs and some well-defined criterion, which depends on the 
objective of the study. For instance, in the context of incomplete block 
designs, often the objective is to compare the treatment effects and then, 
one would choose a design that provides, in some meaningful sense, best 
estimates of treatment contrasts under the postulated model. If such a 
design is identified, then it is called optimal under the given criterion 
and the model. 

Consider a block design d involving v treatments, b blocks each of 
(constant) size k and as in Section 2.2 of Chapter 2, assume the fixed 
effects additive linear model (2.2.1) for the observations generated by d. 
Recall from Chapter 2 that the reduced (intra-block) normal equations 
for estimating linear functions of treatment effects under the design d 
are given by 

(6.2.1) 

Suppose the inference problem is specified as 

P :8 = Lr, 

where Lis a p x v matrix with Llv = 0 and Rank(L) = p. Clearly, 8 
represents a set of p linearly independent treatment contrasts. Suppose 
that d allows the estimability of each of the components of 8. Let iJd 
represent the BLUEs of the components in 8 under d and Vd = JD(Bd), 
the dispersion matrix of iJd. Then it is reasonable to choose a design 
belonging to a class of competing designs for which the corresponding 
dispersion matrix is "small" in some meaningful sense. 
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Let V be the class of all block designs with v treatments and b blocks 
each of size k such that each member of V keeps 9 estimable. We then 
have the following definitions. 

Definition 6.2.1 A design d.* E V is said to be A-optimal over V if 

tr(Vd*) :5 tr(Vd), for any other design dE V. 

Clearly, if d* E Vis A-optimal over V then d* minimizes the average 
variance of the BLUEs of the components of (J over the class of competing 
designs V. 

Definition 6.2.2 A design d* E V is said to be D-optimal over V if 

det(Vd•) :5 det(Vd), for any other design d E V. 

The D-optimality criterion has the following statistical significance. 
Under the assumption of normality of the errors, iJd has a normal distri­
bution. Suppose we are interested in the 100(1-a:)% confidence ellipsoid 
for 9. In such a case, one would like to choose a design from the com­
peting class of designs for which the volume of the confidence ellipsoid 
is as small as possible. Since the volume of the confidence ellipsoid is 
proportional to the square root of the determinant of Vd, aD-optimal 
design minimizes the volume of the confidence ellipsoid over the class of 
competing designs. 

Consider now the problem of inference on a complete set of orthonor­
mal treatment contrasts. Clearly, in this case, we must restrict attention 
to the class of connected designs, i.e., now V consists of all connected 
block designs involving v treatments and b blocks each of size k. The 
inference problem can now be specified as 

'P: (J = PT, 

where P is a ( v - 1) x v matrix such that the matrix 

(6.2.2) 

is orthogonal. It follows then that 

(6.2.3} 
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If Pi-, where 7- is a solution of (6.2.1), is the BLUE of PT, then the 
dispersion matrix of Pi- is given by 

(6.2.4) 

where e; (respectively, et) is an arbitrary (respectively, the Moore­
Penrose) generalized inverse of ed. Note that Pei P' is invariant with 
respect to the choice of a generalized inverse. We now have the following 
result. 

Lemma 6.2.1 For a connected design d, 

Also, it is not hard to see that the eigenvalues of Pet P' and the 
positive eigenvalues of et are the same and, the positive eigenvalues of 
et are the reciprocals of the positive eigenvalues of ed. Therefore, it is 
easier to work with ed directly, instead of PedP' = (Pet P')-1, which 
by virtue of Lemma 6.2.1 is the information matrix of PT. Though 
rigorously speaking, the information matrix of PT under a connected 
design d is (Pei P')-1, in the following we continue to call ed as the 
information matrix for treatment effects under the design d. If .Ad1 ~ 

... ~ Ad,v-1 are the positive eigenvalues of ed, then it follows that 
the A- and D-criteria in the context of inference on a complete set of 
orthonormal treatment contrasts take the following forms: 
A t . al'ty M' . . ~v-1 ,-1 -op 1m 1 : tmmtze L..-i=l "'di • 

D t . al't M' . . rrv-1 '-1 . al tl . . rrv-1 ' -op 1m 1 y: m1m1ze i=1 -"di or, equ1v: en y, max1m1ze i=l -"di· 

Remark 6.2.1 In Lemma 2.5.1, it was shown that the average variance 
of the BLUEs of all elementary treatment contrasts is inversely propor­
tional to the harmonic mean of the positive eigenvalues of the e-matrix. 
Therefore, an A-optimal design also minimizes this average variance. 

Another commonly used optimality criterion, the E-criterion, calls 
for the minimization of the largest eigenvalue of et (or 1 equivalently, 
the maximization of the smallest positive eigenvalue of ed)· Let p'T be 
a treatment contrast. The variance of the BLUE of p' T under a design 
dis 
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Therefore, 
Va.r(p't) + 

max 2 = AmCI.'I:(Cd ), 
p:p'p=l (j 

where ~(Ct) is the largest eigenvalue of ct. Since the positive 
eigenvalues of ct are the reciprocals of the positive eigenvalues of cd, 
it follows that 

Var(p't) >._1 
mF 2 =dt· 

p:p P=1 u 

This leads to the E-criterion in the sense that an E-optimal design min­
imizes the maximum variance of a normalized treatment contrast. The 
E-criterion has another statistical interpretation. Suppose the observa­
tion vector follows a multivariate normal distribution and we wish to 
test the hypothesis H : r1 = · · · = Tv, where for 1 ::5 i ::5 v, Ti denotes 
the effect of the ith treatment. The usual analysis of variance F-test for 
this testing problem has a power function depending monotonically (in­
creasing) on a parameter { = u-1.,-'Cd-r and thus, under the assumption 
of normality, an E-optimal design maximizes the minimum power of the 
associated F-test of size a on the contour.,.,.,.= c for every a and c. 

Kiefer (1975} introduced a class of optimality criteria, defined as 

{v-1 }1/p 
tP11(Cd) = tt .A;tt /(v -1} , 0 < p < oo. (6.2.5) 

A design d* E 'D is called t/Jp-optimal over a class of competing designs 
'D if 

t/Jp(Cd·) ::5 t/Jp(Cd) for any other dE 'D. 

Clearly, the A-criterion is a t/Jp-criterion with p = 1. It can be shown 
that the D-criterion is a point-wise limit of tjJ11-criteria as p - 0 and the 
point-wise limit of t/Jp asp- oo gives theE-criterion. 

Cheng (1978) considered a class of optimality criteria., called the type 
I criteria, which involves the minimization of 1/JJ(Cd) = E:;;f f(>.di), 
where f is a convex, non-increasing function defined over (0, Mo) where 
Mo = maxtr(Cd), the maximum being taken over the class of relevant 
designs under consideration. The function f is assumed to satisfy the 
following conditions: 
(i} f is continuously differentiable over (0, Mo); 
(ii) f' is strictly concave, i.e., f' < 0, j" > 0, J"' < 0 over (0, M0}; 

(iii)/ is continuous at 0 and /(0) = limz ..... o+ /(x) = oo. 
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Condition (ii) above of concavity of the derivative function f' is 
imposed because without this condition, the class of optimality criteria 
becomes too large and thus, it is hard to find a design that is optimal in 
such a strong sense. Condition (iii) ensures that designs for which the 
eigenvalues of the C-matrix are close to zero cannot be optimal. Cheng 
(1978) also defined generalized type I criteria as a point-wise limit of a 
sequence of type I criteria. 

It may be noted that the A- and D-optimality criteria are included in 
the type I class of criteria; choosing f(x) = x-1 gives the A-criterion and 
f ( x) = - log( x) gives the D-criterion. The <'/Jp criteria are also included 
in the type I criteria and the E-criterion is included in the generalized 
type I criteria. 

The notion of universal optimality introduced by Kiefer {1975) helps 
in unifying the various optimality criteria. Let Bv,o be the set of all v x v 
symmetric matrices with zero row (column) sums. Consider the class~ 
of real-valued functions <P( ·) defined on Bv,o, such that 
(a) cf>(·) is convex, 
(b) <fJ(bC) is a nonincreasing function of b ~ 0 for any C E Bv,o, and 
(c) cf>( ·) is invariant under each simultaneous permutation of rows and 
columns. 

A design d* in a class of competing designs 'D is said to be universally 
optimal over 'D iffor each <PO E ~~ <P(Cd·) ~ cf>(Cd), for any other design 
dE 'D. It can be shown that a design that is universally optimal is also 
A-, D- and E-optimal. 

The following result due to Kiefer (1975) provides a sufficient condi­
tion for determining a universally optimal design. 

Theorem 6.2.1 Suppose a class C = { Cd : d E 'D} of matrices in Bv,o 
contains a Gd· for which 
{i) Cd• is completely symmetric, and 
{ii) tr(Cd·) = maxtr(Cd)· 

de:D 
Then d* is universally optimal over 'D. 

Proof. Let d* be not universally optimal in 'D. Then there exists a design 
d1 E 'D such that 

(6.2.6) 

Let 1rCd1 be obtained from Cd1 by simultaneously permuting the rows 
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and columns of Cd1 according to the permutation 1r and let 

where the sum is over all the v! possible permutations. Then, by condi­
tion (a) of the universal optimality criterion 4J(· ), we have 

.p( c.,) - .p u, ~>-c.,) 
1 

< L It,&( 1r0dt) v. 
'II' 

1 - L v!t,b(Cdt) 
'II' 

- t,b(Cd1 ), using condition (c) on t,&(·). 

From (6.2.6) and (6.2.7), we thus have 

tb(Cd·) > tb(Cdt) ~ fb(Cdt). 

{6.2.7) 

(6.2.8) 

Also, it is not hard to see that Cd1 is a completely symmetric matrix and 
is in Bv,o and hence is of the form aCd· for some a ~ 0. Furthermore, 
since tr(Cd1 ) = tr(Cd1 ), we have from (ii) of the theorem, 

tr(Cd·) 2: tr(Cd1 ) = tr(Cd1 ) = tr(aCd•), 

which shows that a$ 1. But by condition {b) on t,&(·) and (6.2.8), 

fb(Cd1 ) 2: t,&(Cd1 ) = t,b(aCd·) 2: t,b(Cd·), as a$ 1. 

This contradicts (6.2.6) and the proof is complete. 0 

The above result of Kiefer, though useful in many cases, has some 
limitations. When the class of information matrices C does not con­
tain any completely symmetric C-matrix with maximum trace, Theorem 
6.2.1 is not useful. Yeh (1986} generalized Theorem 6.2.1 and proved 
the following result. 

Theorem 6.2.2 Suppose a class C = { Cd : d E 'D} of matrices in Bv,o 
contains a Cd· such that 
(i) for any d E 'D, Cd i= 0, there exist scalars adi 2: 0, 1 $ i $ m 
satisfying 

m 

Cd· = L adi~CdP/, {6.2.9) 
i=l 
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(ii} tr(Cd·) = maxtr(Cd), 
dEl> 

6. Optimality Aspects of Block Designs 

where m = v! and Pt, P2, ... , Pm are the pe?mutation matrices of order 
v. Then, d* is universally optimal in V. 

Note that Theorem 6.2.1 is a special case of Theorem 6.2.2, as we 
can write Cd· in the form (6.2.9) by taking adi = tr{Cd·)/{mtr(Cd)} 
for each i. Theorem 6.2.2 is found useful, for example, in determining 
universally optimal binary incomplete block designs when b = vu ± 1 
and k = v -1, where u is a positive integer. 

Remark 6.2.2 An extension of universal optimality criterion of Kiefer 
(1975) was considered by Shah and Sinha (2006). Let Ad denote the 
information matrix for the relevant parametric functions under a suitable 
model using the design d. Let g be a permutation of { 1, 2, ... , v}, that 
is g E Sv, the symmetric group of permutations on {1, 2, ... , v }. As per 
Shah and Sinha (2006), a design d* with information matrix Cd· is said 
to be universally optimal in an appropriate class of competing designs 
if it minimizes every real-valued optimality functional ¢( ·) defined over 
the set of n.n.d. matrices, that satisfies the following conditions: 

(i) 4>(Ad9 ) = tf>(Ad) for every g E 811 , where d9 is the design obtained by 
permuting the treatment labels according to g; 

(ii} Ad 2:: AJ ::} ¢(Ad) 5 ¢(AJ ), where d and f are any two designs in 
the competing class; 
(iii) ¢('L:w9Ad9 ) ::; ¢(Ad), where {w9 } are nonnegative rationals sat­
isfying E9 w9 = 1. Here g runs over all the v! permutations in 811 • 

Note that every convex functional satisfies (iii). This formulation 
of universal optimality is an extension of the original formulation of 
Kiefer (1975) in the sense that the condition of convexity in the original 
formulation is replaced by a slightly weaker condition (iii) above. 

A sufficient condition for do to be universally optimal (as per the 
extended definition) is that 

where the {w9 } can be any specific set of weights (which may depend 
on d). 

A useful optimality criterion, called MV -optimality, was introduced 
by Takeuchi (1961). The term "MY-optimality" was coined by Jacroux 
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(1983). Takeuchi (1961) argued that in a block design context, one is 
primarily interested in elementary treatment contrasts and thus, while 
seeking an optimal design one might minimize the maximum variance 
of the BLUEs of aJI elementary treatment contrasts. This criterion is 
not exclusively a function of the positive eigenvalues of the e-matrix, as 
shown in the following example. 

Let v = 3 with treatments labeled as 1,2 and 3. Consider two designs 
d1 and d2, whose block contents are given below: 

dl : (1, 2); (1, 2); (1, 2); (1, 3); (1, 3); (1,3). 

d2 : (1, 2); (1, 2}; (1, 2); (1, 2); (1, 3}; (2, 3}. 

Thee-matrices for these two designs are as given below. 

[ 6 -3 -3] [ 5 -4 -1] ed1 = ! -3 3 o , ed2 = l -4 5 -t . 
-3 0 3 -1 -1 2 

The positive eigenvalues of both ed1 and ed2 are .>.1 = 3/2 and .>.2 = 9/2. 
Thus, d1 and d2 are equivalent under any optimality criterion which is 
a sole function of the positive eigenvalues of the 0-matrix. However, 
the maximum variance of the BLUE of elementary treatment contrasts 
is 1.3334u2 for d1 and l.llllu2 for d2. Thus, on the basis of the MY­
optimality criterion, d2 is to be preferred over d1. 

It should also be noted that a design which is universally optimal is 
also MV -optimal. 

Another optimality criterion that has received attention in the litera­
ture is the (M, B)-optimality criterion. As before, let .>.d1 $ .>.d2 $ · · · $ 
.>.d,v-1 be the positive eigenvalues of Gd, thee-matrix of a connected 
design d. The (M, B)-criterion then involves the following procedure: 

(i) Maximize tr( ed) = E:;f Adi over the class of competing designs; 

(ii) minimize tr(e~) = 'L,f;f .>.~i over the subclass of designs that have 
maximal tr(ed)· 

A design that satisfies (i) and (ii) above is called (M, B)-optimal. 
This criterion was proposed originally in the context of block designs 
by Shah (1960) and Eccleston and Hedayat (1974). As noted by Cheng 
(1996), the (M, B)-criterion is not an optimally criterion and is rather 
a procedure for quickly identifying designs that might be optimal or 
highly efficient with respect to other more meaningful criteria. The 
rationale behind the (M, B)-optimality criterion is as follows: most of 
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the optimality criteria demand that the positive eigenvalues of Cd, Adi's, 
are 'as nearly equal as possible', while their sum should be 'as large 
as possible'. It is therefore reasonable to choose a design with the least 
value of S = ~:;f >.~i from a subclass containing designs with maximum 
value of L:~,:-1 Adi· The main advantage of the (M, S)-criterion is that 
tr(Cd) and tr(~) are very easy to compute and optimize, these being 
simple functions of the positive eigenvalues of Cd. It is because of this 
reason that the (M, B)-optimality criterion is considered as a handy tool 
in the search for an optimal design. 

Bagchi and Bagchi (2001) considered a class of optimality criteria 
more general than the one considered by Cheng (1978). This is called 
M -optimality and is based on the concept of majorization. For a com­
prehensive account of the theory of majorization, see Marshall and Olkin 
(1979). For a vector re = (xl, ... ,xn) ERn, let X(l)•x(2),···•X(n) de­
note the components of rearranged in increasing order, i.e., x(l) ::; x(2) ::; 

... $ X(n)· For re, 'II ERn, re is said to be weakly majorized from above 
by 'II {written as re -<w 'II) if 

k k 

LX(i};::: LY(i)• k = 1,2, ... ,n. 
i=l i=l 

A design d1 E V is said to be better than another design d2 e V in 
the sense of majorization (or, d1 isM-better than d2) if 

where for a real symmetric matrix A, J.L(A) is the vector of eigenvalues 
of A, arranged in increasing order. A design d* E Vis called lVI-optimal 
over V if it is M -better than every other member of V. It was shown 
by Bagchi and Bagchi {2001) that if a design d1 is M-better than d2 , 

then d1 is better than d2 with respect to every type I criterion and 
thus, in particular, d1 is better than d2 with respect to the A-, D- and 
E-optimality criteria. It may also be noted that a universally optimal 
design is M -optimal. 

In closing this section, we state the following well known result which 
will be found useful in the sequel. 

Lemma 6.2.2 For given positive integers sand t, the minimum ofn~+ 
~ + · · · + n~ subject to n1 + n2 + · · · + n 8 = t, where ni 's are nonnegative 
integers, is obtained when t - s[tj s] of the ni 's are equal to [t/ s] + 1 
and s- t + s[tjs] are equal to [tjs], [z] denoting the greatest integer not 
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exceeding z. The corresponding minimum of n¥ + · · · + n~ is t(2[t/s] + 
1)- s[t/s]([t/s] + 1). 

6.3 Optimality of Proper Block Designs 

In this section, we describe some important results on the optimality of 
incomplete block designs that are proper, i.e., have constant block sizes. 
The discussion is initiated by first considering the optimality of sym­
metric designs. The optimality of some asymmetric proper incomplete 
block designs is considered next. 

6.3.1 Optimality of Symmetric Designs 

A symmetric design is defined to be one whose C-matrix has all its non­
zero eigenvalues equal, or equivalently, whose C-matrix is completely 
symmetric (recall the definition of a completely symmetric matrix from 
Section A.1 of the Appendix). In the block design set up, a BIB design 
and a balanced block design are symmetric designs. In this subsection, 
we present some results on the optimality of BIB and balanced block 
designs. We shall let V(v, b, k) to denote the class of all connected block 
designs with v treatments and b blocks each of size k ~ 2. The first 
result in this direction due to Kiefer (1958) follows (see also Roy (1958) 
and Mote {1958)). 

Theorem 6.3.1 A BIB design, whenever existent, is A-, D and E­
optimal over V(v, b, k) for inferring on a complete set of orthonormal 
treatment contrasts. 

Proof. (i) A-optimality. 
Let a BIB design d* exist in V(v,b,k) and let d E V(v,b,k) be 

arbitrary. For d E V(v, b, k), let Ad1 5 Ad2 5 .. · 5 Ad,v-1 be the 
positive eigenvalues of Cd, Nd = (ndu;) be the incidence matrix of d and 
r du be the replication of the uth treatment in d, 1 5 u 5 v. By the 
arithmetic mean-harmonic mean inequality, we have 

v-1 v-1 
(v- 1)-1 L Adi > 

Ev-1 _x-1 
i=1 i=l di ( . r v-1 

=? ~.Xd./ < (v- 1)-2 L Adi· (6.3.1) 
•=1 i=l 
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Also, 

11-l 

L Adi = tr( Cd) 
i=l 

- t, (r-.-k-1 t.n~) 
11 b 

- bk- k-1 LLn~uj 
u=1j=l 

11 b 

$ bk- k-1 LLnduj 
u=1j=l 

- bk- k-1bk = b(k- 1). {6.3.2) 

11-1 
Combining (6.3.1) and (6.3.2), we have a lower bound to E >..i/ as 

11-1 ( )2 "">..-1 > v-1 
~ di - b(k-1)' 
&=1 

i=l 

(6.3.3) 

As noted in Chapter 3, for the Bm design d* e V( v, b, k), Ad•i = 
>..vjk, 1 $ i $ v- 1, where ).. is the usual pairwise concurrence pa­
rameter of d*. Therefore, 

v-1 k(v -1) 
L)..~~ - >..v 
i=l 

k(v -1)2 
- vr(k -1) 

(v- 1)2 
- b(k- 1) 

which equals the lower bound (6.3.3). This proves the A-optimality of 
d*. 

(ii) D-optimality. 
By the arithmetic mean-geometric mean inequality, we have 

11-1 

(v- 1)-1 L Adi 
i=l 

11-1 

:::} II Xi./ 
i=l 
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( 1 )v-1 

;?: b(~-=- 1) ' 
(6.3.4) 

using (6.3.2). For the BIB design d* E V(v,b,k), 

v-1 

(:v) v-1 IT ·\i-~ = 
i=l 

( k(v- 1) ) v- 1 
= 

vr(k -1) 

- ( 1 ) v-1 

b~-=- 1) 

which equals the lower bound (6.3.4). This establishes the D-optimality 
of d*. 

(iii) E-optimality. 
Since 0 < >.d1 ::::; >.d2 ::::; · · · ::::; >.d,v-1, we have 

Using (6.3.2), we have 
>. < b(k- 1) 
d1- 1 ' v-

(6.3.5) 

which gives an upper bound for >.d1• For a BIB design d* E V(v, b, k), 

Ad•I = >.vjk = r(k- 1)v = b(k- 1). 
(v-1)k v-1 

This proves the E-optimality of d*. 0 

The next result shows the universal optimality of balanced block 
designs which were defined in Chapter 3 (Definition 3.5.1). 

Theorem 6.3.2 A balanced block design in V(v, b, k), v;?: 3, whenever 
existent, is universally optimal over V( v, b, k). 

Proof Let dE V(v, b, k) be arbitrary. As before, let rdi be the replication 
of the ith treatment in d and Nd = (ndi;) be the incidence matrix of d. 
Then as observed earlier, 

v v b b v 

tr(Cd) = L rdi- k-1 L L n~ii = bk- k-1 L L n~ij· 
i=1 j=l j=1i=1 
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Invoking Lemma 6.2.2, it can be seen that tr(Cd) is maximized if and 
only if 

ndi; = [k/v] or ndij = [k/v] + 1, for all i,j, (6.3.6} 

where as before, [x] denotes the integral part of x, i.e., if and only if d 
is a generalized binary design, defined in Section 3.5. Furthermore, it is 
easy to see that cd is completely symmetric if 

b 

L ndijndi'; is a constant for all1 :5 i =f:. i' :5 v, 
j=l 

which, by virtue of Theorem 3.5.1 implies that 

Tdl = Td2 = · • · = Tdv• 

(6.3.7} 

(6.3.8} 

From Definition 3.5.1, it is seen that the conditions (6.3.6}-(6.3.8) 
are satisfied by a balanced block design. The universal optimality of 
balanced block design now follows by invoking Theorem 6.2.1. o 

When k < v, a balanced block design reduces to a Bffi design. Thus, 
when k < v, the universal optimality (and hence, theM-optimality) of 
Bffi designs follows from Theorem 6.3.2. Note that Theorem 6.3.1 also 
follows from Theorem 6.3.2. However, the proof of Theorem 6.3.1 as 
given earlier is instructive as it is based on rather elementary consider­
ations. 

6.3.2 Optimality of Asymmetric Designs 

In this subsection, we present some important results on the optimality 
of asymmetric designs. We first consider the E-criterion, which is per­
haps the simplest to handle. A useful technique due to Takeuchi (1961, 
1963}, for proving E-optimality is described now. Consider an arbitrary 
design dE V(v, b, k} and let Cd be the C-matrix of d. Also, as before, 
let 0 = Ado < Adl :S Ad2 :S · · · :S Ad,v-1 be the eigenvalues of Cd. 

Lemma 6.3.1 Let Ed be a v x v matrix defined as 

where x and y are numbers satisfying -x + vy > 0. If Ed is not positive 
definite (p.d.), then Ad! :5 xfk. 
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Proof. Let fh, ... ,611 be the eigenvalues of Ed. Then, it is easy to see 
that 

61 = k>.dfJ -X+ yv = -x + yv > 0, 62 = k>.d1 -X, .. . , 6v = k>.d,v-1 - x. 

Since Ed is not p.d., mini 6i :$ 0 "'*" k>.dl - x :$ 0. D 

The above technique is quite useful in obtaining bounds on >.d1 and 
consequently, determining E-optimal designs. Several useful bounds 
have been obtained by Cheng (1980) and Jacroux (1980) using the above 
method. Similar bounds were also obtained by Constantine (1981) using 
a different approach. 

Application of the above result can be made in showing the E­
optimality of some group divisible designs. As in Chapter 4, the param­
eters of a group divisible design are denoted by v = mn, b, r, k, >.11 >.2 
where there are m groups of n treatments each. The next result is due 
to Takeuchi (1961}, which apparently is the first result on the optimality 
of asymmetric designs. 

Theorem 6.3.3 A group divisible design with >.2 = >.1 + 1 is E-optimal 
over V(v, b, k). 

Proof. We follow the proof given by Cheng (1996). Let d* be a group 
divisible design with m groups of n treatments each, such that >.2 = 
>.1 + 1. Without loss of generality, suppose the lth group in d* consists 
of treatment labels n(l - 1) + 1, n(l - 1} + 2, ... , nl, 1 :$ l :$ m, and 
suppose the incidence matrix of d* is Nd·· It can then be seen that (see 
e.g., Bose and Connor (1952)) 

Nd·Nd_. = lm ®A+ (Jm - Im) ® B, 

where A and B are n x n matrices given by 

and r = bk/v is the common replication number of d*. For an arbitrary 
design dE V(v. b, k), now define 

Fd = kCd- {(k- 1)r + >.I}lv + (>.1 + 1}Jv. 

Clearly, then 
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The matrix Fd· above is nonnegative definite, has positive row sums and 
all its diagonal entries are equal to 1. 

We now show that Fd is not positive definite for any d e V(v, b, k). 
First observe that tr(Fd) :::; tr(Fd·) = v, because d* is binary. 

Since each element of Fd, and hence each diagonal element of Fd, is 
an integer and Fd is v x v, it follows that at least one of the following 
must hold: 

(i) Fd has a diagonal element which is not positive; 
(ii) each diagonal element of Fd equals 1. 

If (i) holds, then Fd is not positive definite. If (ii) holds then, noting 
that each row sum of Fd equals n(~ 2) upon simplification, it follows 
that at least one off-diagonal entry must be greater than or equal to 1. 
Then also Fd is not positive definite. 

The proof is completed by invoking Lemma 6.3.1 and noting that 
the smallest positive eigenvalue of Cd· is k-1{r(k- 1) + Al}. D 

Using a similar technique, another result on the E-optimality of 
group divisible designs was obtained by Cheng (1980) and is stated be­
low. 

Theorem 6.3.4 A group divisible design d* with n = 2 and A2 = A1 -

1 > 0 is E-optimal in V(v, b, k). 

Remark 6.3.1 Jacroux (1984a) proved that a group divisible design 
with groups of size two, A2 = Al - 1 > 0 and k ~ 3 is also D-optimal. 

Remark 6.3.2 Suppose one starts planning an experiment with an 
optimal incomplete block design and before the actual start of the ex­
periment realizes that there are some more experimental units available, 
giving rise to the possibility of having one or more additional blocks. 
Similarly, it is possible in some situations that the experimenter has 
fewer blocks at her /his disposal than what is required by a (known) 
optimal design. This kind of situation then calls for results on the op­
timality of a design which is obtained by augmenting blocks to (or, 
deleting blocks from) an optimal design. Constantine (1981) showed 
that when a Bm design or a group divisible design with A2 = At + 1 
is extended by the addition of certain disjoint and binary blocks, the 
resulting design is E-optimal over the entire class of competing designs. 
When certain disjoint blocks are removed from a BIB design, then also 
the truncated design is E-optimal. Sathe and Bapat (1985) showed that 
if some blocks (nGt necessarily disjoint) are deleted from a BIB design, 
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then under some conditions on the parameters of the BIB design, the re­
sulting design is £-optimal. For some more results on the £-optimality 
of truncated block designs, see Srivastav and Morgan ( 2002). 

The optimality of asymmetric designs was considered in greater de­
tail by Cheng (1978). One of the major results of Cheng (1978) is stated 
below. 

Theorem 6.3.5 Suppose there exists a design d* whose information 
matrix Cd• has two distinct eigenvalues {both positive) and the larger 
one has multiplicity one. If d* maximizes tr( Cd) and maximizes 

{ v 1 }1/2 [ 1 . ] 1/2 
tr(Cd)- v = 2 tr(C~)- v _ 1 {tr(Cd))2 (6.3.9) 

over 'D, then it is optimal over 'D with respect to every type I criteria 1/J 1 
such that f(O) = limx ....... o+ f(x) = oo. 

Corollary 6.3.1 Suppose tr(Cd) is a constant for all designs in 'D. Let 
there exist a design d* whose information matrix Cd· has two distinct 
eigenvalues (both positive) and the larger one has multiplicity one. If d* 
minimizes tr(CJ) over 'D, then it is 1/J1-optimal over V for any convex 
f such that f' is strictly concave and f(O) = limx-.o+ f(x) = oo. 

Note that in Corollary 6.3.1, f is not required to be nonincreasing 
as, tr(Cd) is a constant. 

As an application of Theorem 6.3.5, consider a group divisible design 
d* with usual parameters v = mn, b, r, k, A!. A2 such that m = 2 and 
A2 = At + 1. Then, as observed in Chapter 4, Cd· has two distinct 
nonzero eigenvalues and the larger one of these has multiplicity one. 
Also, it can be shown that d* maximizes (6.3.9) over V(v, b, k). Hence 
we obtain the following result due to Cheng {1978). 

Theorem 6.3.6 A group divisible design with parameters v = 2n, b, r, 
k, At, A2 = At + 1 is optimal over V( v, b, k) with respect to every type I 
criteria 1/J1 such that f(O) = limx ...... o+ f(x) = oo. 

Remark 6.3.3 Consider the class of designs V(v, b, k) and suppose 
r = [bkjv]. Consider the set up v = 2 (mod 3), k = 3, bk = vr + 2 such 
that r(k- 1)/(v -1) =A, say, is an integer. In such a set up, consider 
a design d* for which 

rd•l = rd•2 = r + 1, rd•i = r, 3 ~ i ~ v, Ad•t2 =A+ 2, 
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>.d*ii = >. for all other pairs ( i, j), 

where, as is customary, Adii is the number of times the ith and jth 
treatments occur together in the same block in d. One can check that 
d• is type I optimal in the general class and thus is the first example 
of an unequally replicated type I optimal design. Roy and Shah (1984), 
while searching for a minimal covering design found a d• with >. = 1 and 
v = 5 (mod 6) (a block design is called a covering design if each pair 
of treatments appears together in at least one block. A covering design 
with minimum number of blocks is called a minimal covering design). 
Morgan and Srivastava (2000) gave another family of designs of the type 
d• with v = 2 (mod 3}, >. = 2. 

We now introduce regular graph designs. The following definition is due 
to John and Mitchell (1977). 

Definition 6.3.1 A binary, equireplicate and proper block design is 
called a regular graph design if >.dii = >. or >. + 1 for some integer 
>.. 

Consider the class V( v, b, k) defined earlier and suppose k < v. When 
k < v. tr(Cd) is maximized by binary designs. For a binary design d, 
the ith diagonal element of cd is equal to (k- l)rdi/k and the {i,j)th 
off-diagonal element equals ->.di;/k. Since Er=l rdi and Ei~i >.dii are 
constants, tr( C~) is minimized if 

(6.3.10} 

and 
>.dii = >. or >. + 1 for some >.. (6.3.11) 

This analysis proves the ( M, B)-optimality of regular graph designs. 

Remark 6.3.4 Regular graph designs are expected to have high effi­
ciencies with respect to other more meaningful optimality criteria and 
in fact, John and Mitchell (1977) conjectured that regular graph de­
signs are also A-, D- and E-optimal. However, counter-examples to 
this conjecture have been found. For example, Jones and Eccleston 
(1980), through a computer search, found designs that ~e not equirepli­
cate and are A-better than the best regular graph design for (v, b, k) = 
{10, 10, 2), {11, 11, 2), and (12, 12, 2). In contrast to this, Cheng {1992} 
showed that any (M, S)-optimal design (such as a regular graph design) 
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is A- 8Jld D-better than any non-(M, B)-optimal design provided the 
number of blocks is sufficiently large. For results on the E-optimality of 
regular graph designs, see Jacroux (1980). The A-optimality of several 
regular graph designs was established by Jacroux (1985). 

We next have the following result (see Cheng (1981), Cheng and 
Bailey (1991)), which is a modification of Corollary 6.3.1 and is appli­
cable to cases where the information matrix has two distinct positive 
eigenvalues, but the larger one does not have multiplicity one. 

Theorem 6.3.7 Suppose tr(Cc~) is a constant for all designs in V. If 
there exists a design d* E V such that Cd· has two distinct positive eigen­
values and d* (i) minimizes tr(C~) and, (ii) maximizes the maximum 
eigenvalue of Cd over V, then it is 1/JJ-optimal over V for every convex 
f such that f' is strictly concave and /(0} = limx ..... o+ f(x} = oo. 

As an application of Theorem 6.3.7, we consider the optimality of a 
class of designs called strongly regular graph designs. A regular graph 
design is called a strongly regular graph design if it is also a PBIB 
design with two associate classes and .A2 =At+ 1 or At- 1. Let 'Dt be 
the subclass of V(v, b, k) consisting of only equireplicate, binary designs 
with common replication number r. Suppose V1 contains a strongly 
regular graph design d* whose incidence matrix Nc~• is such that its 
concurrence matrix Nd*Nd. is singular. For any design d E 'Dt, the 
largest eigenvalue of Cd is at most r. It follows then that d* maximizes 
the largest eigenvalue of Cd, d E V1. Since all the designs in 'D1 are 
binary, tr( Cd) is a constant. Furthermore, since d* is a regular graph 
design, it minimizes tr(C~) over V 1. Invoking Theorem 6.3.7 now, we 
have the following result due to Cheng and Bailey {1991). 

Theorem 6.3.8 A strongly regular graph design with a singular con­
currence matrix is 1/JJ-optimal over the class of equireplicate binary de­
signs for any convex f such that f' is strictly concave and f(O) = 
limx ..... o+ f(x) = oo. 

There are several strongly regular graph designs with a singular con­
currence matrix. These include the following designs: 

(i) All designs satisfying b < v and A2 =At± 1; 
(ii) all resolvable designs satisfying b < v + r -1 8Jld .A2 =.At± 1; 
(iii) all designs based on partial geometries; 
(iv) all singular group divisible designs satisfying A2 = A1- 1; 
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(v) all semi-regular group divisible designs satisfying A2 =At+ 1. 

For some more results on the type I optimality of strongly regular 
graph designs over the class of binary designs, see Bagchi a.nd Bagchi 
(2001). We also state the following result due to Yeh (1988) on univer­
sally optimal designs in the binary class. 

Theorem 6.3.9 Let V1 be the class of all binary designs with v ~ 3 
treatments, b ~ 2 blocks and block size k = v- 1. Write b = vm + n, 
where m, n are integers, m > 0 and 1 :5 n < v. Suppose d* is a design 
whose first vm blocks are obtained by taking m copies of a BIB design 
involving v treatments and v blocks of size v - 1 each and the remaining 
n blocks consist of any n distinct blocks of size v - 1 each. Then d* is 
universally optimal over V1. 

We now present some results on the optimality of the dual design of 
an incomplete block design. Let d be a.n incomplete block design with 
v treatments, b blocks each of size k a.nd incidence matrix Nd. Recall 
from Chapter 4 that the dual of d, say d, is a block design involving 
b treatments, v blocks a.nd incidence matrix NJ = N:,. Let V 0(v, b, k) 
be the class of all equireplicate block designs with v treatments a.nd b 
blocks, each of size k. Then, d E Vo(b 1 v, r), where r = bkfv. It was 
shown by Shah, Ra.ghavarao a.nd Khatri (1976) that if dis A- (D- or E-) 
optimal over Vo(v, b, k}, then dis A- (D- or E-) optimal over Vo(b, V 1 r). 
A more general result in this direction is due to Eccleston and Kiefer 
(1981) which we describe below. 

The information matrices of d a.nd d are respectively given by 

Cd - r lv - k-1 NdNd, 

CJ - klb- r-1 NdNd· 

Since in what follows, the treatments and blocks play symmetric roles, 
we might assume that v :5 b. Let the eigenvalues of NdNd be a1. ... , av. 
Then v of the eigenvalues of N:,Nd are a1, ... , av and the remaining 
( b - v) eigenvalues are each equal to zero. Let Adi 1 1 :5 i :5 v 1 be 
the eigenvalues of Cd. Then, Adi = r - aifk, 1 :5 i :5 v. It follows 
then that v of the eigenvalues of CJ are kAdt/r1 kAcnfr, . .. , kAdv/r a.nd 
the remaining eigenvalues are each equal to k. F'rom this it is clear 
that dis E-optimal over Vo(v 1 b, k) if a.nd only if dis E-optimal over 
Vo(b 1 v, r). In particular, the linked block designs (which are duals of 
BIB designs), the duals of group divisible designs with groups of size two 
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and A2 = A1 -1 > 0 and duals of group divisible designs with A2 = At+ 1 
are E-optimal over the equireplicate class. 

Suppose the function f satisfies the following condition: 

for all c there exist ac > 0 and be, such that /(ex)= acf(x) +be. 
(6.3.12) 

Then it can be seen that for such an/, dis 1/Jroptimal over Vo(v, b, k) if 
and only if dis tP/-optimal over Vo(b, v, r). Observe that the A- and D­
criteria are covered under such an f. We therefore infer that in general, 
the duals of optimal designs that are equireplicate are also optimal over 
the equireplicate class; see also Jacroux (1980) in this connection. 

Cheng {1980) proved that linked block designs are £-optimal in the 
unrestricted class V(v, b, k); see also Jacroux (1980). Cheng {1990} sub­
sequently showed that the linked block designs are D-optimal without 
the restriction of equal replication; this result was rediscovered by Pohl 
{1992). Stronger results on the optimality of dual designs were ob­
tained by Bagchi and Bagchi (2001}, and these are stated below. We let 
Vr(v, b, k) C V(v, b, k) to denote the class of all equireplicate designs in 
V(v, b, k}, where r = bkjv is the common replication number. 

Theorem 6.3.10 ljd• E Vr(v,b,k) isM-optimal over'Dr(v,b,k), then 
its dual design isM -optimal over 'Dk(b, v, r). 

Since a BIB design is M -optimal and the dual of a BIB design is a 
linked block design, the following corollary is immediate. 

Corollary 6.3.2 Any linked block design ~ is M -optimal over the class 
Vk(b,v,r). 

Theorem 6.3.11 Any linked block design with parameters v = s2 + s 
treatments and b = 82 blocks each of size k = s2 -1, 8;::: 3 {which is the 
complement of the dual of any affine plane of order 8 -recall {3.4.14}) 
is M -optimal in the general class V( v, b, k). 

The next result establishes the A-optimality of the duals of certain BIB 
designs in the general class. Let do be a BIB design with vo treatments 
and bo blocks, each of size ko, such that vo ;::: (k~ + 4)/2. We then have 
the following result. 

Theorem 6.3.12 The dual of the complement of do is A-optimal over 
'D(v, b, k) where v = bo. b = vo and k = bo- ro. 

For the proofs of the above results, we refer to Ba.gchi and Ba.gchi 
(2001 }, where several related results can also be found. 
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6.3.3 D-optimality of Some Incomplete Block Designs 

In this subsection, we present some results on the D-optimality of in­
complete block designs with small number of experimental units. A 
graph-theoretic formulation of D-optimality criterion is the main tool 
that will be used. Such a formulation has been used by several au­
thors including Cheng (1981}, Gaftke (1982), Bapat and Dey (1991} and 
Balasubramanian and Dey (1996). We begin with an elementary result. 

Lemma 6.3.2 Let A = ( aii) be a symmetric, nonnegative definite ma­
trix of order n such that (i) Aln = 0 and (ii) Rank(A) = n- 1. Then, 
(a) all co factors of A are equal and positive, and 
(b) ll?=2 Ai =nCo( A), 
where A1 = 0, A2, ... , An are the eigenvalues of A and Co(A) denotes the 
common positive cofactor of A. 

Proof (a) Since A is n.n.d., all principal minors of A are nonnega­
tive. If possible, let the principal minor with row and column indices 
i1. i2, ... , im (1 $ m $ n- 1), be zero. Then, there exists a non-null 
vector (Xi1 , ••• , XimY. such that 

- 0. 

Let z be an n x 1 vector with zero entries everywhere except at positions 
i1, ... , im, which are occupied by Xi1 , .•. , Xim, respectively. It is then 
easy to verify that 

z' Az = 0 =* A:z: = 0 =* dim(C(A)) = Rank( A) :5 n - 2, 

where dim stands for the dimension of a vector space. This leads to 
a contradiction as by the hypothesis, Rank(A) = n- 1. Hence all 
principal minors of orders 1, 2, ... , n -1 of A are positive. In particular, 
all cofactors of A are positive. 

Let Ai; be the cofactor of the element ai; of A. Define A*= (A;i)· 
Then, AA * = 0 which implies that the columns of A"' are proportional 
to ln, the only vector in N(A), the null space of A. By symmetry of 
A*, the constants of proportionality are all equal, which implies that all 
cofactors are equal, proving part (a) of the result. 
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(b) Note that 

det(A- >.In) - ( ->.)n + ( ->.)n-1tr1(A) + ( -,\)n-2tr2(A) 

+ · · · + ( -,\)trn-1(A) + trn(A), (6.3.13) 

where for 1 ~ i ~ n, tri(A) is the sum of the principal minors of order 
i. Also, if -\1 = 0, -\2, ... , An are the eigenvalues of A, then we have 

det(A- -\In) - (-\1 - -\)(-\2 -A)··· (An- A) 

- ( -,\)n + { -,\)n-1 L Ai + ( --\t-2 L AiAj 
oi 

+ ... +II Ai· (6.3.14) 

Equating the like powers of). on the right sides of (6.3.13) and {6.3.14), 
we have in particular, tr1 {A) = E Ai = tr(A), II Ai = trn(A) = det(A). 
Now, the sum of products of Ai's taken (n-1) at a time =trn-dA)=sum 
of the principal minors of order n -1 = nCo(A). But, in the products 
of Ai 's taken n - 1 at a time, n - 1 are equal to zero, as each of these 
contain >.1 = 0. Hence IJ:=2 Ai = nCo( A). D 

We now briefly state some basic notions in graph theory. For a more 
detailed exposition of graph theory, one may refer to e.g., Harary (1990) 
or West (2002). A graph G is a pair {V, E) where V is the vertex set 
and E, the edge set. Two vertices v1, v2 E V are said to be adjacent 
if there is an edge in E joining v1 and v2. An edge is called a loop 
if it connects a vertex with itself. A multigraph is one in which more 
than one edge joins the same pair of vertices. The degree of a vertex is 
the number of edges through that vertex. A walk in a graph G is an 
alternating sequence of vertices and edges vo, e1, v1, ... , en, Vn, beginning 
and ending with vertices, in which each edge is incident with the two 
vertices immediately preceding and following it. A walk is called closed 
if vo = Vn and is open, otherwise. A walk is called a path if all the 
vertices (and, consequently, all the edges) are distinct. A closed walk 
is called a cycle if its n vertices are distinct and n ~ 3. A graph is 
connected if every pair of vertices is joined by a path. A bipartite graph 
G is a graph whose vertex set V can be partitioned into two subsets V1 
and V:! such that every edge of G joins a vertex in Vi with a vertex in 
v2. 

A simple graph (i.e., a graph with no loops or multiple edges) T with 
p vertices is called a tree if it is connected and has precisely p- 1 edges. 
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For a multigraph G, a spanning tree of G is defined to be a tree, which 
is a subgraph of G and has the same number of vertices as in G. 

For an arbitrary multigraph G with p vertices, let X(G) = (Xij) be 
a p x p matrix defined as 

Xii - degree of vertex i 
Xij - -(number of edges joining vertices i and j), 1 ::5 i =f j ::5 p. 

The matrix X(G) defined above is called the Laplacian matrix of G. 
It is known that if G is connected then, X(G) is a symmetric, n.n.d. 
matrix with zero row sums. The number of spanning trees of a connected 
multigraph G is called the complexity of G, denoted by c( G). It is 
known that c(G) = Co(X(G)), where Co(X(G)) is the common positive 
cofactor of X(G) (vide Lemma 6.3.2). 

Next, we build a connection between a block design and a bipartite 
graph. Consider a block design d with v treatments and b blocks each 
of size k ~ 2. Let the treatment labels of d be 1, 2, ... , v and the block 
labels, B1, B2, ... , Bb. Any such block design can be described by a 
bipartite multigraph Hd with vertices labeled as 1, ... , v, B1, ... Bb. A 
pair of vertices ( i, Bj) are joined by ndij parallel edges, where N d = ( ndii) 
is the incidence matrix of d. 

As before, let V( v, b, k) denote the class of all connected block designs 
with v treatments and b blocks, each of size k ~ 2. For a design d E 
V(v, b, k), let Hd be the bipartite multigraph associated with d. The 
Laplacian matrix of Hd, following the notation of Chapter 2, is then 
easily seen to be 

(6.3.15} 

Since d is connected, by Lemma 6.3.2, all cofactors of Cd = Rei. -
k-1NdN~ are equal and positive and TI~,:f Adi = vCo(Cd}, where 0 = 
AdO < Adl ::5 Ad2 ::5 · · · ::5 Ad,v-1 are the eigenvalues of Cd. We now have 
the following result, which can be proved by invoking Lemma 6.3.2. 

Lemma 6.3.3 Let d be a block design in V(v, b, k). Then, 

(6.3.16} 

Combining Lemma 6.3.2 and Lemma 6.3.3, we thus have 

v-1 

IT Adi = vCo(Cd) = (v/kb}c(Hd), (6.3.17) 
i=l 
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c(Hd) being the complexity of the graph Hd associated with the design 
d. We therefore have the following result. 

Theorem 6.3.13 A design d* E V(v, b, k) is D-optimal over V(v, b, k) 
if and only if the bipartite multigraph Hd· associated with d* has the 
maximum number of spanning trees, i.e., if and only if 

c(Hd•) 2: c(Hd) for any other design dE V(v, b, k). 

As an application of Theorem 6.3.13, consider a block design with 
v treatments and b blocks each of size k. A necessary condition for 
the design to be connected is that bk 2: b + v - 1. Designs that are 
connected and for which the number of experimental units bk attains 
the lower bound are called minimally connected. Let Vo(v, b, k) be the 
class of all minimally connected designs. It can be seen that all designs 
in Vo(v,b, k) are necessarily binary. The bipartite graph Hd for any 
dE Vo(v, b, k) is itself a tree and thus has just one spanning tree. This 
means that c(Hd) = 1 for all designs d E V 0(v, b, k), leading to the 
following result due to Bapat and Dey (1991). 

Theorem 6.3.14 All minimally connected designs are equivalent ac­
cording to the D-optimality criterion. 

Remark 6.3.5 The result in Theorem 6.3.14 is somewhat disappoint­
ing in the sense that the D-criterion is unable to discriminate among 
designs in Vo(v, b, k). However, if one considers other criteria like the 
E- or A-optimality criteria, then as described below, it is possible to 
find a unique design that is optimal according to these criteria. 

Supposed* E Vo(v,b, k) is constructed as follows: Label the treat­
ments 0, 1, ... , v - 1. Distribute the v - 1 = b( k- 1) treatments 1, 2, ... , 
v - 1 at the rate of k - 1 treatments per block over the b blocks and 
then add treatment 0 to each of the blocks. Then, d* is uniquely A- and 
E-optimal over Vo(v, b, k) (see Bapat and Dey (1991) and Mandai, Shah 
and Sinha (1991) for details). A result similar to that in Theorem 6.3.14 
in a slightly different context and using different tools was obtained by 
Mukerjee, Chatterjee and Sen (1986) and also by Krafft {1990). 

Consider now the class V1 ( v, b, k) of all connected designs with v 
treatments and b blocks each of size k, where the parameters satisfy the 
condition bk = b + v. The bipartite graph associated with any design 
in V1(v, b, k) has precisely one more edge than in the graph associated 
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with a design in V 0(v, b, k}. Recall that the graph associated with any 
design in V 0(v, b, k) is a tree. The consequence of adding an edge to a 
tree is that now we have exactly one cycle, provided the extra edge is 
not a multiple edge (observe that a tree is a connected graph with no 
cycles). But, if there is a multiple edge, the number of spanning trees is 
exactly two. Note that the bipartite graph will have a multiple edge if 
and only if the associated design is non-binary. 

Since the length of a cycle is at least three and the number of span­
ning trees is precisely the length of the cycle, it follows that a non­
binary design cannot beD-optimal over V1(v, b, k). We may therefore 
restrict the search for aD-optimal design in V1(v,b,k) to only binary 
designs. The graphs associated with such designs will have precisely one 
cycle. Since the graph is bipartite, the length of the cycle cannot exceed 
2min(b, v) = 2b, as b(k- 1) = v. Thus, for any design dE Vt(V, b, k), 

(6.3.18) 

Consider now the design d*, with treatment labels 1, ... , v = b( k - 1) 
and the blocks given by 

(1, 2, • • • 'k)j (k, k + 1, • • • 1 2k- 1)j (2k- 1, 2k, • • • 1 3k- 2)j 

((b- 2)(k- 1), {b- 2)(k- 1) + 2, • • • 1 (b- 1){k- 1) + 1]; 

[{b- 1)(k- 1) + 1, (b- 1){k- 1) + 2, ... 'b(k- 1), 1]. 

The length of the cycle in the graph associated with the above design 
is 2b and hence c(Hd·) = 2b. We thus have the following result due to 
Balasubra.manian and Dey {1996). 

Theorem 6.3.15 The design d* as described above is D-optimal over 
VJ (v, b, k). 

For more results on D-optimality of block designs using the above 
graph-theoretic formulation, see Gaftke (1982}, Balasubramanian and 
Dey (1996) and Dey, Shah and Das (1995). 

6.4 Optimal Designs for Test-Control Comparisons 

In Section 5.4 (Chapter 5), we have described some incomplete block 
designs suitable for control-test treatments comparisons. The issue of 
optimality of such designs is considered now. 
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As in Section 5.4, we consider the situation where there are v test 
treatments which are to be compared with a control treatment. The 
(fixed) effects of the test treatments are denoted by 'T1, ••• , Tv and that 
of the control treatment by To. The contrasts of primary interest are 
Ti -To, 1 $ i $ v. Under a block design d, let fdi -fdO denote the BLUE 
of Ti - To. In this set up, a design d* in a certain class of competing 
designs 'D is said to be A-optimal over 'D if 

11 tl 

L':Var(fd•i- Td•o) $ L':Var(fdi- fdo) for any other design dE 'D. 
i=l i=l 

A design d* in 'D is said to be MV -optimal over 'D if 

m~ Var(fd•i- Td•o) $ m~ Var(fdi- fdO) for any other design dE 'D. 
l:5t:511 1:5t:511 

Let 'D(v + 1, b, k) denote the class of all connected block designs in­
volving v test and a single control treatment and b blocks each of size 
k. Let d be a typical member of 'D(v + 1, b, k) and N = (ndi;) be the 
( v + 1) x b incidence matrix of d. If 1" = (To, Tt, ... , Tv)' denotes the vec­
tor of treatment effects and L = ( -111 , 111 ), then the contrasts of interest 
can be represented by L-r. Under the usual intra-block model, the infor­
mation matrix for estimating linear functions of treatment effects, using 
a design d, is given by Cd = diag(rdO, rd11 ... , rdv) - k-1 NdN~ where 
for 0 $ i $ v, rdi is the replication of the ith treatment in d. If one 
partitions cd as 

cd = ( c:O ~~ ) (6.4.1) 

then it has been shown by Bechhofer and Tamhane {1981) that 

(LCi L')-1 = Md, 

that is, Md is the information matrix for the treatment-control contrasts. 
In view of this, an A-optimal design minimizes tr( Mi 1) over 'D( v+ 1, b, k) 
and au MV -optimal design minimizes the largest diagonal element of 
ltf:J1 over 'D(v + 1, b, k). 

One way to determine an optimal block design is to construct, if 
possible, an orthogonal block design, such that within each block the 
replication of the treatments are optimal for a zero-way elimination 
of heterogeneity model (i.e., the completely randomized design model). 
This result and its generalizations has been used by several authors, e.g., 
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Magda (1980) and Kunert (1983) in a different context. The following 
result, which is a different version of the result of Magda and Kunert, is 
due to Majumdar (see Majumdar (1996)). Let 1) be a class of competing 
designs and consider the following two models for the n x 1 observations 
vector, when the observations are obtained by using a design dE 'D: 

Y = X1dT + Xad92 +error 

Y = XtdT + Xad92 + Xd39s +error (6.4.2) 

where T is a vector of treatment effects and 9a, 63 are vectors of nuisance 
parameters. The errors are as usual, uncorrelated random variables with 
zero means and constant variance u2• Kunert calls Ma finer than M1. 
Majumdar's result is then as follows. 

Theorem 6.4.1 Suppose a design do E 1) is A- (respectively, MV -) 
optimal for treatment-control comparisons under the model M 1 and, 

(6.4.3) 

then do is A- (respectively, MV-) optimal for treatment-control contrasts 
u.nderMa. 

Consider now a zero-way elimination of heterogeneity set up. The 
model here is 

l'ii = p. + Ti +error (6.4.4) 

where the symbols have their obvious meanings. Then, under this model, 
it is easy to see that 

,, (- - ) 2( -1 -1) varTdi-TdO =u rdi +rdO. (6.4.5) 

An A-optimal design in this situation is therefore obtained by minimizing 

v v 

L(rdl + r;j(}), subject to L rdi = n. 
i=l i=O 

Then the following result is not hard to prove. 

Theorem 6.4.2 If v is a perfect square and n = 0 (mod (v + JV)), 
then a design do given by 

(6.4.6) 

is A-optimal for treatment-control comparisons under the model (6.4.4). 
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Combining Theorems 6.4.1 and 6.4.2, we thus have the following result. 

Corollary 6.4.1 Given v, b, k, suppose vis a perfect square, k is a mul­
tiple of (v + y'v) and doE V(v + 1, b, k) is such that for 1 ~ j ~ b, 

(6.4.7) 

Then do is A -optimal for treatment-control contrasts under a block design 
model over V(v + 1, b, k). 

The scope of the result in Corollary 6.4.1 is limited as firstly, it 
requires v to be a perfect square and more importantly, k has to be 
multiple of (v + y'v), which is quite large in comparison to v. For 
example, with v = 4, k has to be at least 6 and for v = 9, k has to be at 
least 12. In practice, one often desires to have a design with small block 
sizes and therefore, we need to look for suitable incomplete block designs 
for the problem under consideration. We thus restrict our attention to 
designs for which 

2 ~ k ~ v. (6.4.8) 

Supposed E V(v + 1, b, k) is arbitrary. An argument, based on consid­
eration of convexity via a technique of averaging ( cf. Kiefer ( 1975)) can 
be employed to show that 

tr(LCi L') ~ tr(LC~L'), (6.4.9) 

where cda = (1/v!) E zcdz', the sum being taken over atl permutation 
z 

matrices Z of order ( v + 1) x ( v + 1) that correspond to the permutations 
of the v test treatments only. Using the partitioned form as in (6.4.1), 
it can be seen that Mda = (LC~L')-1 is completely symmetric. In 
general, there may not exist a design dE V(v + 1, b, k) for which Cdo. 
is the information matrix for treatments. If there exists such a design, 
say d1, then Md1 = Md1a is completely symmetric and furthermore; the 
vector ad1 in (6.4.1) has all its elements equal. This implies that d1 is 
a supplemented balanced design. 

~ased on the preceding discussion, a strategy for obtaining an A­
optimal design can be as follows: starting with an arbitrary design d E 
V(v + 1, b, k), one can use (6.4.9) to obtain a lower bound for the value 
of the A-criterion for d. This lower bound can then be minimized over 
V(v + 1, b, k) and a design that attains the minimum value is the A­
optimal design. This strategy was followed by Majumdar and Notz 
(1983), which we describe now. 
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For integers v, b, k, x and z, let 

g(x, z) = kv(v -1)2{bkv(k -1)- (bx + z)(vk.- v + k) 
+(bx2 + 2xz + z)} -l 

+vk{k(bx + z)- (bx2 + 2xz + z)}-1, (6.4.10) 

G = {0, 1, ... , [k/2]- 1} x {0, 1, ... ,b}- {0, 0}. (6.4.11) 

For a design d which is a BTffi (v, b, k;x, z), tr(LCi L') = g(x, z), that 
is, g gives the value of the A-criterion. In the design d, rc10 = bx + z. 
For (x, z) E G, the function g and the set G can be represented in terms 
of r = bx + z as follows: 

g*(r) - kv(v- 1}2{bkv(k- 1)- r(vk- v + k) + h(r)} -l 

+vk{rk -- h(r)}-1, (6.4.12} 

where 
h(r) = b([r/b])2 + (2[r/b] + 1)(r- b[r/b]), 

G* = {1, ... , h[k/2]}. 

The result of Majumdar and Notz (1983) can now be stated. 

Theorem 6.4.3 Let t, s be integers given by 

g(t, s) = min g(x, z}. 
(z,z)eG 

With 2 $ k ::; v, for any design dE 'V(v + 1, b, k), 

tr(LCi L') ~ g(t, s), 

(6.4.13) 

(6.4.14) 

{6.4.15) 

{6.4.16) 

with equality if dis a BTIB (v, b, k; t, s). Therefore, a BTIB (v, b, k; t, s) 
is A-optimal for treatment-control contrasts over 'V(v + 1, b, k). 

The following result is equivalent to the one in Theorem 6.4.3. 

Theorem 6.4.4 Let r• be an integer defined by 

g*(r*) =min g*(r). 
reG• 

Then, with 2 $ k $ v, for any design dE 'V(v + 1, b, k), 

tr(LC;J L') ~ g*(r*), 

(6.4.17) 

(6.4.18) 

with equality if d is a BTIB (v, b, k; t, s) where bt + s = r*. Therefore, 
a BTIB (v, b, k; t, s) satisfying bt + s = r* is A-optimal for treatment­
control contrasts over 'V( v + 1, b, k). 
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As an application of Theorem 6.4.3, one can see that the BTIB 
{7,7,4;1,0) design in Example 5.4.2 (i) of Chapter 5 is A-optimal over 
1>{8, 7,4). Similarly, the BTffi (6,18,5;1,6) design given in Example 5.4.2 
(ii) is A-optimal over D(7, 18, 5). 

Based on Theorem 6.4.3 and Theorem 5.4.1 {Chapter 5), Hedayat 
and Majumdar {1984) suggested a procedure for obtaining optimal de­
signs that consists of the following steps: 

Step 1. Starting from v,b,k, determine t and 8 that minimize g(x,z). 

Step 2. Verify conditions of Theorem 5.4.1(i), using t and s from Step 1. 
If the conditions are not satisfied, then Theorem 6.4.3 cannot be applied 
to the class V(v + 1,b,k). If the conditions are satisfied, go to Step 3 
below. 
Step 3. Attempt to construct a BTffi(v, b, k; t, 8). 

There is of course no guarantee that Step 3 can always be imple­
mented, even if the conditions of Theorem 5.4.1(i) hold. As stated in 
Chapter 5, the construction of (optimal) R-type designs reduces to the 
problem of finding BIB designs while the construction of S-type designs 
is more involved. · 

For specific values of v, b, k, the minimization in (6.4.15) gives an 
elegant algebraic solution which can lead to the solution of families of 
A-optimal designs with nice combinatorial properties. In this context, 
the following result was obtained by Hedayat and Majumdar (1985). 

Theorem 6.4.5 A BTIB(v, b, k; 1, 0) design is A-optimalfor treatment­
control contrasts in D(v + 1, b, k) whenever (k- 2)2 + 1 $ v $ (k- 1)2 . 

When v = (k- 2)2 + 1, an A-optimal design can be constructed 
by taking the design d2 in (5.4.2) (Chapter 5) to be a finite projective 
plane of order k- 2. Similarly, when v = (k -1)2, an A-optimal design 
is obtained by taking the design d2 in (5.4.2) to be a finite Euclidean 
plane of order k - 1. 

Theorem 6.4.5 was generalized by Stufken (1987) to the following 
result. 

Theorem 6.4.6 A BTIB(v,b, k; t, 0) design is A-optimal for treatment­
control comparisons overV(v+ 1, b, k) whenever (k -t -1)2 + 1 $ t2v $ 
(k- t)2 • 

Example 6.4.1 Lets be a prime or a prime power. Then, as observed 
in Chapter 3, a Bm design d with v = 82 treatments and b = s2 + 8 

blocks each of size s exists. The complementary design, d is a BIB 
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design with v treatments and b blocks each of size s2 - s. Suppose we 
take v = s2, b = s2 + s and k = s2 - s + t. Then, vt2 = ( k- t )2 if and only 
if t = s -1. With this value oft, vt2 - (k- t- 1)2 -1 > 0. Therefore, a 
BT1B(s2 , s2 + s, s2 - 1; s- 1, O) can be constructed by augmenting each 
block of d by s - 1 replicates of the control which is A-optimal. For 
instance, with s = 3, we have an A-optimal BTIB(9, 12,8; 2, 0). 

Remark 6.4.1 Theorems 6.4.5 and 6.4.6 provide sufficient conditions 
for the A-optimality of reinforced BIB designs of Das (1958). 

Cheng, Majumdar, Stutken and Ture (1988} provide an optimal family 
of S-type designs and their result is given below. 

Theorem 6.4. 7 Let s ~ 3 be a prime or a prime power and o be a 
positive integer. Then there exists a BTIB(s2 - 1, o(s + 2)(s2 - 1), s; 0, 
o(s + 1)(s2 - 1)). This design is A-optimal for treatment control com­
parisons in V(s2, o(s + 2)(s2 - 1), s). 

For the actual construction of the designs in Theorem 6.4.7, the 
original source may be consulted. 

Remark 6.4.2 Majumdar and Notz (1983) also considered optimality 
criteria other than the A-criterion for the treatment-control contrasts. 
Results similar to that in Theorem 6.4.5 were obtained by Giova.gnoli 
and Wynn (1985) using the approximate theory. Additional results on 
the determination of A-optimal or A-efficient designs for comparing test 
treatments with control(s) in different contexts have been obtained by 
Parsad, Gupta and Prasad (1995), Gupta, Pandey and Parsad {1998) 
and Gupta, Ramana and Parsad (1999, 2002). Some highly A-efficient 
BTIB designs were presented by Das, Dey, Kageyama and Sinha (2005). 
For details on these, the original sources may be consulted. 

Thrning to the problem of finding an MV -optimal design d for test 
treatment-control contrasts, we first observe the following fact. For a 
BTIB design, 

This clearly implies that an A-optimal BTIB design is also MV -optimal. 
However, this result cannot be used if the A-optimality of the design is 
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not known. Jacroux (1987) gave a procedure that is often successful in 
locating an MV -optimal design in such cases. While we do not elaborate 
on this procedure and refer to Jacroux (1987) for details, we give below 
an example. 

Example 6.4.2 Let v = 11 = b, k = 6. Using Theorem 6.4.4 it is seen 
that r• = 14. However, there is no BTffi(ll, 11, 6; t, s) with llt+s = 14 
(i.e., t = 1, s = 3). Jacroux (1987) gave the following BTIB(l1,11,6;1,0) 
design that is MV-optimal over 7J(12, 11, 6}: 

(0,2,4,5,6,10);(0,3,5,6.7,11};(0,1,4,6,7,8);(0,2,5,7,8,9); 
(0, 3, 6, 8, 9, 10}; (0, 4, 7, 9, 10, 11); (0, 1, 5, 8, 10, 11); (0, 1, 2, 6, 9, 11); 

(0,1,2,3, 7,10);(0,2,3,4,8,11);(0,1,3,4,5,9). 

Remark 6.4.3 In contrast to the optimal estimation of treatment­
control contrasts that we have considered so far in this section, one 
may also find optimal designs for simultaneous confidence intervals. For 
a zero-way elimination of heterogeneity set up, the work on optimal 
designs for simultaneous confidence intervals was initiated by Dunnett 
(1955) and further studied, among others, by Bechhofer (1969), Bech­
hofer and Nocturne (1972), Bechhofer and Tamhane (1983) and Spurrier 
and Nizam (1990}. In the block design (or, the one-way elimination of 
heterogeneity) set up, Bechhofer and Tamhane (1981) were the first to 
consider the problem of finding optimal designs for simultaneous confi­
dence intervals. Further contributions were made by Notz and Tamhane 
(1983) and Thre (1982, 1985}. For more on these as also on related is­
sues, we refer to the excellent review article by Majumdar (1996}, where 
more references can also be found. 

6.5 Optimal Designs for Parallel Line assays 

Incomplete block designs for parallel line assays were considered in Sec­
tion 5.3 (Chapter 5). In this section, we consider the optimality of such 
incomplete block designs. The work on optimality of incomplete block 
designs for parallel line assays was initiated by Mukerjee and Gupta 
(1995) with reference to the A-optimality criterion. Mukerjee (1996) 
considered the same problem with reference to the D-optimality crite­
rion. Subsequent work in this direction, all with reference to the A­
criterion, are due to Chai (2002), Chai and Das (2001), Chai, Das and 
Dey (2001, 2003) and Srivastava, Parsa.d, Dey and Gupta (2007, 2008). 
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Let us first consider the set up of a symmetric parallel line assay 
involving m ~ 2 doses of each of the standard and test preparations. 
Suppose this assay is conducted using a block design with b blocks of k < 
v( = 2m) experimental units each and interest lies in the contrasts Lp1 Lt 
and Li 1 defined in Chapter 5 (Section 5.3). The normalized versions of 
these three contrasts are (say) 9iT,9~T and 9~T, where 

91 - (2m)-112(1~, -1~)', 
92 = [6/{m(m2 -1)}]112(ei,ei)', 
9 3 = [6/{m(m2 -1)}jlf2(ei, -ei)', (6.5.1) 

and e1 is as defined in (5.3.17). Interest then lies in GT, where the 3 x v 
matrix G is given by G = (91,92,93)'. It can be seen that the diagonal 
elements of G'G are Bt. ... 1 Bv, where, for 1 :5 j :5 m, 

1 12 {. 1 } 2 
9; = 9m+i =2m+ m(m2 -1) J- 2(m+ 1) (6.5.2) 

Note that for 1 :5 j :5 m, 

9; = 9m+l-j = Bm+j = 92m+l-j· (6.5.3) 

Let 'D( v, b, k) denote the class of all designs involving v treatments and b 
blocks each of size k{ < v) and let 'Dt{v, b, k) be the subclass of V(v, b, k) 
consisting only of those designs that keep GT estimable. An A-optimal 
design for GT in 'D(v1 b,k) is one that belongs to 'Dt(v,b,k) and mini­
mizes tr(JD(GT-)) over 'Dt(V, b, k). Mukerjee and Gupta (1995) suggested 
the following steps for the construction of an A-optimal design when 
m = 2u is even and k = 0 (mod 4): 
Step 1. Minimize Ej=1 (9;/q;) with respect to q = (qlt ... , Qu)' such 
that the Qi 1S are positive integers satisfying Ql + · · · + Qu = bk/4. Let 
( qi, ... , q:)' be a choice of q where this minimum is attained. 

Step 2. Construct a design d* involving u treatments and b blocks each 
of size k/4 such that for 1 :5 j :5 u, the jth treatment is replicated qj 
times in d"'. 
Step 3. Obtain a design d from d"' by replacing the jth treatment in d* 
by the four treatments s;, Bm+l-i• t; and tm+l-i• where St, ... , Bm are 
the doses of the standard treatment and t1, ... , tm are those of the test 
treatment. 

The design d so constructed is an A-optimal design in V(v, b, k). 
For a proof of this fact, see Mukerjee and Gupta (1995). The following 
example serves as an illustration of the above steps. 
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Example 6.5.1 Let m = 6 and suppose an A-optimal design is desired 
in b = 3 blocks of size k = 8 each. Here v = 2m = 12. By {6.5.2), 
we have 81 = 185/420,8a = 89/420,83 = 41/420. Invoking Step 1 of 
the construction, it is seen that (qi,q2,q3)' is uniquely given by qi = 
3, q2 = 2, q3 = 1. We can thus take d* as consisting of the three blocks 
(1,2},(1,2),(1,3}. Finally, by Step 3, an A-optimal design is given by 

(sl,sa,tl,ta,sa,ss,ta,ts); 
d = (st, sa, t1, ta, sa, ss, ta, ts); 

(B1,B6,t1,t6,B3,S4,t3,t4). 

Remark 6.5.1 Adhering to Example 6.5.1, we know by Theorem 5.3.1 
that an L-design, say d1, exists with v = 12, b = 3, k = 8. The efficiency 
of d1, given by the ratio 

tr{D( Gi-)d) /tr(D( Gi-)d1 ) 

equals 0.9344. Thus, in this case, there is substantial gain in using 
the nonequireplicate A-optimal design in preference to a comparable 
equireplicate L-design. However, the £-designs in general perform well 
under the A-criterion when the competing class of designs is allowed to 
include nonequireplicate designs also. Given the integers v, b, k, suppose 
an L-design d1 exists. Then, it can be shown that 

where u2 is the variance of an observation. On the other hand, it can 
be shown that for an arbitrary design dE V(v, b, k), 

tr(D(GT)•) ~ (bW1 (t.o:/2) 2 
u2, 

where the 8; 's are as in {6.5.2). Hence, if an £-design exists, its A­
efficiency, as a member of V(v, b, k) is bounded below by 

(6.5.4} 

The quantity E in (6.5.4) is always at least as large as 0.91. This fact 
justifies the use of £-designs in situations where an A-optimal design is 
not as yet known. 
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The £-designs, apart from having high A-efficiencies in general are 
also MY-optimal. Recall that under the MY-criterion, one chooses a de­
sign in V( v, b, k) that keeps GT estimable and minimizes max Var(g~+). 

l<i<3 
The following result due to Gupta and Mukerjee (1996) -is-relevant in 
this context. 

Theorem 6.5.1 Given v,b and k < v, if an L-design exists, then it is 
MY-optimal for GT in V(v,b,k). 

Proof By (6.5.1), the absolute value of each element of g 1 is v-112. 

Hence, for any design that keeps GT estimable, by part (i) of Lemina 
5.3.1 and the Cauchy-Schwarz inequality, 

(6.5.5) 

Again, from part (ii) of Lemma 5.3.1, for an L-design, 

Var(g~+) = vu2 /(bk), 1 :5 i :5 3. {6.5.6) 

The result now follows by (6.5.5). 0 

The A-optimal designs for the estimation of GT obtained by Muker­
jee and Gupta (1995) require a block size that is an integral multiple of 
four. Moreover, these designs are not always connected. Chai, Das and 
Dey (2001) obtained incomplete block designs which are A-optimal for 
only two contrasts, viz., preparation and combined regression contrasts 
and, in many cases have high A-efficiency for the parallelism contrast 
as we)l. Their technique works well for both symmetric and asymmetric 
assays. The motivation for considering only two of the three contrasts 
of major importance are: (i) the two contrasts considered are the ones 
used for the estimation of relative potency, the primary objective of the 
assay, (ii) consideration of only two contrasts gives greater flexibility 
in respect of the block size and (iii) it is always possible to obtain a 
connected design when only two contrasts are considered. 

The technique of Chai et al. {2001) for obtaining an A-optimal design 
for the preparation and combined regression contrasts is a modification 
of the technique of Mukerjee and Gupta {1995). For details on these, 
the original paper may be consulted. 

For symmetric parallel line assays, Chai, Das and Dey (2003) ob­
tained a class of incomplete block designs, called nearly £-designs which 
are available with odd block sizes (recall that for L-designs, the block 
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size is necessarily even) and have high efficiencies under the A-criterion 
for all the three contrasts. The basic strategy followed by Chai et al. 
(2003) is to first establish a link between linear trend-free block designs 
( cf. Section 5.6.3) and nearly £-designs. With the help of this con­
nection, necessary and sufficient conditions for the existence of nearly 
£-designs are obtained and then, a construction method for such designs 
is provided. Here is an example of such designs. 

Example 6.5.2 Let m = 5, k = 5, b = 12. Consider the following 
design do with four distinct blocks, the desired design in b = 12 blocks 
being obtained by repeating each of the distinct blocks thrice: 

do= 

(s2,sa,s4,t1,ts); 
(sl,sa,ss,t2,t4)i 
(si. ss, t2, ta, t4); 
(s2, s4, t1, ta, ts). 

The A-efficiency of the preparation contrast under this design is at least 
0.9921 and the overall efficiency of the design, taking all three contrasts 
into consideration is at least 0.9973. 

For some results on the A-optimality of incomplete block designs for 
asymmetric parallel line assays, see Chai, Das and Dey (2001). 

6.6 Optimal Designs for Diallel Crosses 

Incomplete block designs for complete diallel crosses have been consid­
ered in Chapter 5 (Section 5.5). In this section, we consider the opti­
mality aspects of such designs. As in Section 5.5, let p be the number 
of inbred lines and it is desired to conduct a complete diallel cross ex­
periment using an incomplete block design d involving b blocks each of 
size k ~ 2. The number of treatments (crosses) in such an experiment is 
p(p -1)/2. As in Section 5.5, let rdi denote the number of times the ith 
cross appears in d, 1 ~ i ~ p(p - 1) /2 and similarly, let Bcfi denote the 
number of times the jth line occurs in d, 1 ~ j ~ p. Then, under the 
model (5.5.12), the coefficient matrix of the reduced normal equations 
for the general combining ability (g.c.a.) effects is given by (5.5.14). A 
design dis connected if and only if Rank(Cd) = p- 1 where Cd is as 
in (5.5.14). Let V(p, b, k) denote the class of all such connected designs 
involving p lines and b blocks each of size k. We then have the following 
result due to Das, Dey and Dean {1998). 
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Theorem 6.6.1 For any design dE 'D(p, b, k), 

tr(Cd) ~ k-1b{2k(k- 1 - 2x) + px(x + 1)}, (6.6.1) 

where x = [2k/pJ. Equality holds if and only if ndij = x or x + 1 for all 
i=1, ... ,p,j=1, ... ,b. 

Proof. For an arbitrary dE 'D(p, b, k), 

p p b 

tr(Cd) = LBcU-k-1 LLn~; 
i=l i=lj=l 

p b 

- 2bk - k-1 I: I: n~ij· 
i=l j=l 

Since Ef=1 E~=l ndii = 2bk, by Lemma 6.2.2, 

p b 

L L n~ii 2:: b{2k(2x + 1}- px(x + 1)}, 
i=l i=l 

where x = [2k/pJ, the inequality in the theorem follows. By Lemma 
6.2.2, equality holds if and only if ndi; = x or x + 1. D 

Note that if 2k < p then x = 0 and in such a. case, 

tr(Cd) ~ 2b(k- 1). (6.6.2) 

Suppose now that \llere is a. design d* E 'D(p, b, k) such that (i) Cd· 
is completely symmetric and, {ii) tr(Cd·) attains the upper bound given 
by (6.6.1), then by Theorem 6.2.1, d* is universally optimal for g.c.a. 
effects in 'D(p, b, k). 

In Section 5.5, we have seen how a nested balanced incomplete block 
design with sub-block size two can be converted into an incomplete block 
design for diallel crosses. Suppose d is a nested Bill design with param­
eters v = p, b1, b2, k1. k2 = 2, r, following the notations of Definition 
3.7.1. Then a. design d* for dia.llel crosses involving p(p- 1)/2 crosses 
and b = b1 blocks each of size k = k1/2 can be obtained as indicated in 
Section 5.5. Each cross is replicated 2h-J/ {p(p - 1)} blocks in d*. Then, 
d* E 'D(p, b, k). Also, from (5.5.15), the coefficient matrix of the reduced 
normal equations for g.c.a. effects using d* is 

{6.6.3) 
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Clearly, Cd· is completely symmetric, 2k = k1 < v = p and tr( Cd·) = 
2b(k- 1), which equals the upper bound given by {6.6.2). Thus, it 
follows that the design d* is universally optimal for g.c.a. effects in 
V(p, b, k). Under d*, the variance of the best linear unbiased estimator 
of any elementary contrast among the g.c.a. effects is 

(p- 1)u2 

b(k -1) I 

where u2 is the per observation variance. 

(6.6.4) 

Next, recall the connection between a two-associate triangular PBIB 
design, say d1 and an incomplete block design for diallel crosses say d*, 
as described in Section 5.5. Suppose the parameters of the triangular 
design d1 are v = p(p - 1)/2, b, r, k,.A1, .A2, where p is the number of 
inbred lines in the diallel cross experiment. For the design d•, we have 
from (5.5.16), 

Cd· = B(lp - p-1 Jp), 

with 8 as given by (5.5.17). Hence, 

tr(Cd·) = k-1p(p- 1){r(k- 1) - (p- 2).Al}· 

(6.6.5) 

(6.6.6) 

Also, from Theorem 6.6.1, for an arbitrary design dE V(p,b,k), tr(Cd) 
is bounded above by 

k-1b{2k(k- 1 - 2x) + px(x + 1)}, (6.6.7) 

where x = (2k/p). Equating (6.6.6) and {6.6.7), we have the following 
result. 

Theorem 6.6.2 An incomplete block design for diallel crosses derived 
from a triangular design with parameters v = p(p- 1) /2, b, r, k, A1, .A2 is 
universally optimal over V(p, b, k) if 

p(p -1){p- 2}.Al = bx{4k- p(x + 1)} 

where x = [2k/p). 

{6.6.8} 

Now, for a triangular design with parameters v = p{p-1)/2, b, r, k, .A1 = 
0, .A2, it can be seen that 2k :S p (Exercise 4.15). It follows then that with 
.A1 = 0, the condition {6.6.8) always holds. This leads to the following 
corollary to Theorem 6.6.2, -obtained earlier by Dey and Miiiha (1996). 
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Corollary 6.6.1 A diallel cross design obtained via a triangular design 
with ..\1 = 0 is universally optimal over V(p, b, k). 

Triangular designs not satisfying the condition ..\1 = 0 can also lead to 
universally optimal designs for diallel crosses; for details, see Das et al. 
(1998). 

So far in this section, we have restricted the search for an optimal 
incomplete block design for diallel crosses under a model that does not 
include the specific combining ability (s.c.a.) effects. Suppose the model 
is modified to include the s.c.a. effects as well, apart from the g.c.a. 
effects and the block effects. The interest of the experimenter may still 
be in optimally estimating contrasts among the g.c.a. effects, but in 
the presence of s.c.a. effects. Chai and Mukerjee (1999) have shown 
that the diallel cross designs derived from triangular designs satisfying 
(6.6.8) remain optimal for the g.c.a. effects even when the s.c.a. effects 
are included in the model. Thus, the findings in Dey and Midha (1996) 
and Das et al. (1998) on the optimality of diallel cross designs derived 
from triangular designs satisfying (6.6.8) remain robust under a model 
that includes s.c.a. effects as well. 

Turning to the issue of s.c.a. effects themselves, Chai and Mukerjee 
(1999) proved the following result. 

Theorem 6.6.3 Let d be a triangular PBIB design with parameters v = 
p{p-1}/2, b, r, k, ..\1 > 0, ..\2 = 0 and do be a design derived out of it for a 
diallel cross experiment. Then, do is universally optimal in 'D(p, b, k) for 
any complete set of orthonormal contrasts representing the s.c.a. effects. 

With a large number of lines, p, a complete diallel cross experiment 
involving p(p - 1) /2 crosses may become prohibitively large. In such a 
situation, it might often be necessary to experiment only with a subset 
of all the possible (~) crosses. Such a subset of crosses is referred to as 
a partial diallel cross. Several partial diallel cross plans are available in 
the literature; see e.g., Arya (1983), Curnow (1963), Hinkelmann and 
Kempthorne (1963) and Singh and Hinkelmann (1995). However, even 
in the unblocked situation, the issue of finding an optimal partial diallel 
cross plan has not received much attention. Having chosen an optimal 
diallel cross plan, further blocking of the crosses might be necessary to 
control the error. We briefty discuss below some developments in this 
area. 

We consider the model (5.5.12), where, to begin with we consider 
an unblocked situation, i.e., the block effects are absent from (5.5.12). 
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Suppose p = mn where m ~ 2, n ~ 3 are integers. Let us partition 
the set {1,2, ... ,p} into m mutually exclusive and exhaustive subsets 
81, ... , Sm, each having n elements. Let 

d* = {(i x j): 1 ~ i < j $ p and i,j E Sv. for some u}. (6.6.9) 

If 'D( N, p) denotes the class of all N -observation partial diallel cross 
plans with N < (~),then clearly, d* E V(N,p), where N = mn(n-1)/2. 
Mukerjee (1997) proved the following result. 

Theorem 6.6.4 For each m ~ 2 and n ;::: 3, the plan d* is uniquely 
(up to isomorphism) E-optimal in 'D(N,p) where N = mn(n - 1)/2. 
Furthermore, the plan d* is uniquely D- and A-optimal in 'D(N,p) for 
n=3. 

Though the D- and A-optimality of d* for n 2:: 4 has not yet been 
established, Mukerjee (1997) observed through numerical investigations 
that d* has very high efficiency under the D- and A-criteria for many 
practical values of m and n ~ 4. 'furning to the question of finding 
optimal incomplete block designs for partial diallel crosses, Mukerjee 
(1997) obtained two classes of E-optimal incomplete block designs for 
the following two cases: n ~ 5, n odd, and n ~ 4, n even. We refer to 
the original source for details. 

For some other related results, see Das, Dean and Gupta (1998), 
Gupta, Das and Kageyama (1994) and Das and Dey (2004). In conclu­
sion, we remark that the problem of finding optimal incomplete block 
designs for partial diallel cross experiments is still wide open. 

6. 7 ·Exercises 

6.1. Provide a proof of Lemma 6.2.1. 

6.2. Show that a two-associate PBIB design obtained by treating the 
points of a partial geometry (r, k, t) as treatments and the lines as blocks 
is ¢ roptimal over the class of equireplicate, binary designs for any con­
vex function f such that f' is strictly concave and /(0) = limx .... o+ = oo. 

6.3. Show that the variance of the BLUE of any elementary treatment 
contrast using a design d E 'Do( v, b, k) is an even multiple of o-2 , where 
o-2 is the variance of an observation and the class 'Do is as in Section 
6.3.3. 
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6.4. Establish the {M, S)-optimality and type I optimality of the designs 
d• defined in Remark 6.3.3. 

6.5. Provide a proof of Lemma 6.3.3. 

6.6. Prove the E- and A-optimality of the design d• in Remark 6.3.5. 

6.7. With Cd, Md as in (6.4.1) and L = ( -111 , 111 ), show that Md = 

(LCiL')- 1. 

6.8. Provide a proof of Theorem 6.4.2. 

6.9. Suppose dt is an £-.design with parameters v = 2m treatments 
(doses) and b blocks of size k < v each. Using the notations of Section 
6.5, show that tr(D( Gf )d1 ) = 3vn2 / ( bk). 

6.10. Prove Corollary 6.6.1. 



Appendix 

The Appendix has four sections. In Section A.l, some useful results in 
linear algebra are summarized. Some basic results in linear statistical 
models are given in Section A.2. Several construction methods discussed 
in this book use results in finite (or, Galois) fields. In Section A.3, we 
describe the essentials of Galois fields. In Section A.4, some essential 
concepts and results on finite projective and Euclidean geometries are 
described. 

A.l Some Results in Linear Algebra 

In this section, we summarize some notations, terminology and basic 
results in linear algebra which are used in the earlier chapters. We deal 
exclusively with real matrices and vectors. All vectors are written as 
column vectors, and such vectors are denoted by boldface numerals or 
letters. A prime over a matrix or vector denotes its transpose. For a 
positive integer s, 18 and I, respectively, denote an s x 1 vector of all 
ones and an identity matrix of order s. For positive integers a, b, Oab 
denotes an ax b null matrix and Jab, an ax b matrix of all ones; Jaa is 
simply denoted by Jo.. Similarly, 04 1 is denoted by Oa. The subscripts 
are suppressed when there is no confusion regarding the order of the 
matrices involved. A diagonal matrix with diagonal entries a1, a2, ... , an 
is written as diag( a1, a2, ... , an). 

A.l.l. Let A be a square matrix. Then, A is called symmetric if A'= A. 
The trace of A (i.e., the sum of the entries on the principal diagonal) 
and the determinant of A are denoted by tr(A) and det(A), respectively. 

A.1.2. Let A be an m x n matrix. The vector space spanned by the 
columns of A, called the column space or range space of A, is denoted 
by C(A). Similarly, the vector space spanned by the rows of A, called the 
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row space of A, is denoted by 'R.(A). The dimensions of C(A) and 'R(A) 
are equal, and their common value is called the rank of A and denoted 
by Rank(A). The collection of vectors {z} satisfying Az = 0 forms a 
vector space, called the null space of A, which is denoted by N(A). The 
dimension of the null space of a matrix A is called the nullity of A. The 
rank and nullity of a matrix A add up to the number of columns in A. 
A.1.3. A square matrix A of order a is called completely symmetric 
if A = ala+ f3Ja for some scalars a and {3. A square matrix A is 
said to be idempotent if A 2 = A and, for an idempotent matrix A, 
Rank(A) = tr(A). A square matrix A of order n is called orthogonal if 
AA' =In. 
A.l.4. Suppose A is an m x n matrix and let B = AA'. Then, 

C(B) = C(A). 

A.1.5. For a matrix A, A- denotes an arbitrary generalized inverse (g­
inverse) of A, i.e., A- is a solution of the matrix equation AXA =A. 
Note that A- is non-unique, unless A is square and invertible. Also, 
Rank(A) ~ Rank( A-). For a matrix A, we let A+ to denote the 
(unique) Moor&Penrose inverse of A, i.e., A+ satisfies the following con­
ditions: 

(i) AA+ A= A, (ii) A+ AA+ =A+, (iii) AA+ is symmetric, and 
(iv) A+ A is symmetric. 
It may be noted that for any matrix A, Rank(A+) = Rank(A). 
A.1.6. Let A and B be non-null matrices. Then the product AC-B 
is invariant with respect to the choice of the g-inverse if and only if 
C(B) c C(C) and 'R.(A) c 'R.(C). 
A.1.7. Let A be an m x n matrix and suppose B is an arbitrary g-inverse 
of A' A, i.e., B = (A' A}-. Then, the following are true: 
(a) B' is also a g-inverse of A' A. 
(b) ABA' A= A, i.e., BA' is a g-inverse of A. 
(c) ABA' is invariant with respect to the choice of B. 
(d) ABA' is symmetric, whether or not B is symmetric. Also, ABA' is 
idempotent. 

A.1.8. For a pair of matrices E, F, E ® F denotes the Kronecker (tensor) 
product of E and F, i.e., if E = (ei;), then E®F = (ei;F). The following 
are some well known and easily verifiable facts about tensor product of 
matrices: 



A .1. Some Results in Linear Algebra 231 

(i) (A® B)(C ®D)= AC ® BD, provided the products AC and BD 
are well defined. 
(ii) (At + A2) ® B =At ® B + A2 ®B. 
(iii) A® (B1 + B2) = A® Bt +A® B2. 
(iv) For scalars a, b, aA ® bB = ab(A ®B). 
(v) (A®B)'=A'®B'. 
(vi) H A, Bare invertible matrices, then (A® B)-1 = A-1 ® B-1. 

A.1.9. Let A be a square matrix of order n. The determ.inantal equation 
det(A- .>.In) = 0 is called the characteristic equation of A. The roots of 
this equation are called the eigenvalues (or, latent roots or characteristic 
roots) of A. If ).i is an eigenvalue of a square matrix A, then there exist 
non-null vectors :J!i and Yi such that 

Ami = .>.,mi and y~A = AiY~· 

The vectors :l!i and Yi are called the right and left eigenvectors, respec­
tively, of A corresponding to the eigenvalue ).i. Clearly, if A is symmet­
ric, the left and right eigenvectors corresponding to an eigenvalue are 
the same. The following are some useful and well-known facts regarding 
the eigenvalues and eigenvectors of a (real) symmetric matrix A of order 
n: 
(i) All the eigenvalues of A are real and the eigenvectors can be chosen 
to be real. 
(ii) The eigenvectors corresponding to distinct eigenvalues of A are or­
thogonal. Also, if A has an eigenvalue .>.i with multiplicity Jni, then 
there exist mi mutually orthogonal eigenvectors of A corresponding to 
Ai· Throughout, the multiplicity of an eigenvalue means its algebraic 
multiplicity. An eigenvalue with multiplicity 1 is called a simple eigen­
value. 
(iii) If .>.11 ••• , An be the eigenvalues of A, including multiplicities, and 
E1, ..• , En be the corresponding mutually orthogonal eigenvectors each 
chosen to be of unit length, then 

A= .>.1~1~~ + · · · + An~n~~· 
Such a representation of a symmetric matrix A is called its spectral 
representation. Equivalently, the above can be written as 

A= Pll.P', 

where the matrix P, with columns E1, ... ,~n is orthogonal, and 
ll. = diag().l! ... , An)· 
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Let A be a symmetric matrix and G beag-inverse of A such that 
G A is also symmetric. Then, the reciprocal of a non-zero eigenvalue of 
A is an eigenvalue of G. In particular, for a symmetric matrix A, the 
non-zero eigenvalues of A+ (the Moore-Penrose inverse of A) are the 
reciprocals of the non-zero eigenvalues of A. 

A.l.lO. For any matrix A (not necessarily square), the symmetric mar­
trices AA' and A' A have the same set of positive eigenvalues with the 
same multiplicities. 
A.l.ll. Let A be a symmetric matrix of order nand let A1 ~ A2 ~ • · • ~ 
An be the eigenvalues of A. Then 

u'Au u'Au 
max-,- = AI, min-, - = An. 
'U.#O U U 11.#0 U U 

A.1.12. For any matrix A, we let pr(A) to denote the orthogonal projec­
tion matrix onto C(A}, the column space of A. Then, pr(A) is given by 
pr(A) = A(A' A)-A'. The orthogonal projection matrix onto the space 
that is orthogonal to C(A) is denoted by prl.(A) = I - pr(A), where I 
is an identity matrix of appropriate order. From A.1.7, it follows that 
pr( A) (and consequently, prl. (A)) is a symmetric, idempotent matrix. 

For a partitioned matrix A= [B C], it can be seen that 

prl.(A) = prl.(B)- prl.(B)C(C'prl.(B)C)-C'prl.(B). 

A.2 Some Aspects of Linear Models 

In this section, we briefly describe some essential results in linear (sta­
tistical) models. For proofs of the results below and other details, a 
reference may be made e.g., to Chapter 4 of Rao (1973). Let Y1, ... , Yn 
be uncorrelated observations such that for 1 :::; i :5 n, 

E(Yi) = Xil/31 + Xi2!32 + ... + Xip/3p, 

Var(Yi) = u2 , (A.2.1) 

where {31, ••• ,/3p and u2 are unknown parameters and {xi;} are known 
elements. A specification of the type (A.2.1) is called a linear model. 
Setting Y = (Y1, ... , Yn)', {3 = (/31 ... , /3p)' and X = (xi;), one can 
write (A.2.1) in matrix notation as 

Y = X/3 + E, E(e) = 0, D(e) = u2In, (A.2.2) 
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where E = (c::11 ••• , c::n)' and for 1 ::; i ::; n, C::i is the random error term 
associated with the observation fi. These error terms are uncorrelated 
random variables with zero expectations and finite variance a2• In the 
above, E.(·} and JD( ·} as before are respectively, the expectation and 
dispersion operators. From (A.2.2), it follows that 

E(Y) = X{3, JD(Y) = a2In. (A.2.3} 

The problem is to estimate the unknown parameters in the model (A.2.1) 
(equivalently, (A.2.3)) and draw inferences on them. We first state the 
following well-known facts: 
(i) If l'Y,m'Y, ... denote linear functions of observations, then 

E(l'Y) = l' X{3, Var(l'Y) = a2l'l, Cov(l'Y, m'Y) = a2l'm. 

(ii) The following result is also useful. 

Lemma A.2.1 If~ is a random vector withE(~)= p., D{~) = V and 
A is a symmetric matrix, then 

E.(a:' A~)= tr(AV) + p.' A~t. 

We apply the method of least squares to estimate the parameter {3 
of the model (A.2.2), which involves the minimization of the error sum 
of squares S, given by 

n 

S = e'e = (Y -Xf3)'(Y -X{3) = L(Yi-xi1/3t-· · ·-Xip/3p)2• (A.2.4) 
i=l 

Differentiating S with respect to {3 and equating the derivative to zero, 
one obtains the following set of linear equations, called the normal equa­
tions: 

X'X{3 = X'Y. (A.2.5) 

It is not hard to see that the normal equations (A.2.5) are consistent 
(i.e., admit a solution), whatever be the rank of X. If j3 is a solution of 
(A..2.5), then it can be shown that the minimum of 

S = (Y- X{3)1(Y- X{3) 

is attained at {3 = j3 and is unique for all solutions [3 of (A.2.5). 
Let d {3 = c1,81 + · · · + Cp/3p be a linear parametric function. The least 

squares estimator of c' {3 is defined to be c' [3 where [3 is any solution of 
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(A.2.5). A linear parametric function d{3 is said to be estimable under 
the model (A.2.3) if there exists a linear function of observations, say 
l'Y, such that E(l'Y) ·= d{3 for all {3 e RP. 

A linear parametric function d{3 is estimable if and only if c e C(X') 
or equivalently, if and only if c e C(X' X). 

If d {3 is an estimable function, then its least squares estimator d /1 
{a) is linear in Y, unbiased for c1{3, and unique for all solutions~ of 
(A.2.5), 

(b) has the smallest variance in the class of linear unbiased estimators 
of d{3. 

In view of (a) and (b) above, d~ is called the best linear unbiased 
estimator (BLUE) of df3. 

Let p {3, q {3 be a pair of estimable functions and p ~~ q ~ be their 
respective least squares estimators. Also, let G denote an arbitrary g­
inverse of X' X. Then, 

Var(p'/1) = u2p'Gp, Cov(p'~,q'j3) = u2p'Gq. 

A slightly more general model than (A.2.3) was considered by Aitken 
{1935), which incorporates correlations between the error terms and is 
given by 

E(Y) = X{3, D(Y) = u2U, (A.2.6) 

where U is a known positive definite matrix. The model (A.2.6) can be 
1 

reduced to (A.2.3) by making the transformation Z = u-2Y, where 
1 1 

u-2 is the inverse of U2, the unique square root of U. Under this 
transformation, we have 

(A.2.7) 
1 

where V = u-2X. A particular case of (A.2.6) is 

E(Y) = X{3, D(Y) = E, (A.2.8) 

where Eisa known positive definite matrix. Using the transformation 
1 

Z = E-2Y, one can again reduce (A.2.8) to the model (A.2.3). It 
follows then that the normal equations under the model (A.2.6) are 

X'G-1X{3 = X'G-1Y, (A.2.9) 

and those under the model (A.2.8) are 

X'E-1 X{3 = X'E-1Y. (A.2.10) 
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Next, consider the problem of estimating u2• Let ~ denote the mini­
mum error sum of squares, i.e., 

~ = min(Y- X~}'(Y- X~)= (Y- X{3)'(Y- X{3), 
{j 

where {3, as before, is a solution of (A.2.5). Then, one can verify the 
following alternative expressions for~: 

~ - Y'Y- Y'X{3 = Y'Y- (3'X'X{3 
= Y'Y- Y'X(X'X)-X'Y 

- Y'(I- X(X' X)-X')Y 

- Y'pr.J..(X)Y. (A.2.11) 

The vector e = (Y - X {3) is called the residual vector. The following 
are some results on the residual vector: 

(i) E(e) = 0. 
(ii) lDl(e) = lDl(Y) -l1Jl(X{3) = u2(I- X(X' X)-X'). 
(iii) Let l'Y be a linear function of observations such that E( l'Y) = 
0 (such linear functions are called zero functions or, error functions). 
Then, Cov(p' {3, l'Y) = 0, where p' i3 is the least squares estimator of an 
estimable function p' {j. In particular, by virtue of (i) above, 

Cov(p'/3,e) = 0. 

(iv) E(Rg) = E(e'e) = (n- r)u2, where r = Rank(X). Thus, an 
unbiased estimator of a2 is 

,;2 = ~/(n- r). 

Finally, we consider the problem of testing of hypothesis involving es­
timable linear parametric functions. To that end, we make the additional 
assumption that the observation vector follows an n-variate normal dis­
tribution, i.e., Y ,.... Nn(X {j, u2 In)· Let rft{j, ... , p~{j be a set of k 
independent parametric functions, each of which is estimable under the 
model (A.2.3). We can write the above as P' {j, where P' is a k x p 
matrix whose ith row is Pi, 1 :5 i :5 k and P' has full row rank. Let it 
be required to test the hypothesis 

Ho: P'Jj = 9o, 
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where 60 is a known k x 1 vector. Define R~ to be the minimum of 
(Y- X,B)'(Y- X ,B), subject to the hypothesis Ho, i.e., 

R~ = min (Y- X,B)'(Y- X,B). 
,B:P' ,8=6o 

Then, a test for the hypothesis Ho is provided by the statistic 

:F _ (R~ - R~)/k 
- ~/(n-r)' 

(A.2.12) 

(A.2.13) 

where m is as in (A.2.11). The statistic :F under Ho has a central 
F-distribution on k and n- r degrees of freedom. Thus, if Fa;k,n-r 

is the upper a percent point of an F -distribution with k and n - r 
degrees of freedom, then one rejects Ho at a percent level of significance 
if :F > Fa;k,n-r· 

A.3 Finite Fields 

In this section, we briefly discuss the essential notions in finite fields. 
More details can be found in the books by McCoy (1948), Jacobson 
(1964) or, Lidl and Niederreiter (1986). 

Suppose S is a nonempty set. A binary opemtion on S is a map 
from S x S to S. For instance, if Sis the set of all integers, then addi­
tion, subtraction and multiplication are examples of binary operations; 
however, division on the set of integers is not a binary operation. 

Suppose F is a set and + and · are two binary operations over F. 
We shall call the operations + and · as "addition" and "multiplication", 
respectively, though these can be different from the usual operations of 
addition and multiplication of real numbers. The system :F = ( F, +, ·) 
is a field if the following axioms hold: 

Fl: For all a,b E F, a+ b = b+a. 

F2: Foralla,b,cEF, (a+b)+c=a+(b+c). 

F3: There exists a unique element 0 E F such that a + 0 = 0 + a = a 
for all a E F. The element 0 E F is the additive identity of the field. 

F4: For each element a E F, there exists a unique element -a E F such 
that a+ (-a)= 0. The element -a is called the additive inverse of a. 

F5: a · b = b · a for all a, b E F. 

F6: For all a, b, c E F, (a· b)· c =a· (b ·c). 
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F7: There exists a unique element 1 e F such that 1· a = a ·1 = a for all 
a E F. The element 1 is called the multiplicative identity of the field. 

F8: Let Fo = F \ {0}. For each a e Fo, there exists a unique element 
a-1, called the multiplicative inverse of a, such that a· a-1 = 1. 

F9: For all a, b, c E F, a · (b +c) = a · b +a· c. 

Clearly for example, the set of real numbers with the usual operations 
of addition and multiplication of reals forms a field. We shall sometimes 
denote the field :F and set associated with it by the same symbol F. 
If the set F is finite, the corresponding field is called a finite field or, 
a Galois field, called after the French mathematician Evariste Galois 
{1811-1832). In such a case, the number of elements in F is called the 
order of the field. In this book, we are primarily concerned with Galois 
fields. To describe the essentials of a Galois field, we need the notion of 
congruence. The quantity a is said to be congruent to b modulo m if m 
divides a- b and we write this as a = b (mod m). If x = a (mod m), 
then a is called the residue of x mod m. 

Suppose pis a prime number. Let Fp be the set of residues modulo 
p, i.e., Fp = {0,1, ... ,p-1}. Then :Fp = (Fp,+p,·p) forms a field of 
p elements where +p and ·p are addition and multiplication modulo p. 
However, this is not true if p is not a prime number. The field :Fp where 
p is a prime will often be denoted by GF(p). There are Galois fields 
other than GF(p). It can be shown that the order of a Galois field must 
be a power of a prime. How does one construct a Galois field of order 
s = pn where p is a prime and n > 1 is an integer? Towards that goal, 
we first need the notion of a ring. A ring is a system that satisfies all 
the axioms of a field except F5, F7 and F8. If axioms F1-F7 and F9 
hold, then we have a commutative ring with unity. 

Let F[x] be the set of all polynomials in the variable x with coeffi­
cients from a field F, that is 

F[x] = {ao+a1x+· · ·+a~cxk: k a nonnegative integer, ao, ... ,ak E F}. 

The zero polynomial is one for which all coefficients are zero. The degree 
of a nonzero polynomial f(x) E F[x], denoted by deg(f) is the number 
k if f(x) = ao + a1x + · · · a~cxk with a1c # 0. 

The binary operations + and · on F induce binary operations on the 
members of F[x] with the usual rules of addition and multiplication of 
polynomials. For example, consider the Galois field GF(3) which bas 
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elements 0,1 and 2. If we take the polynomials 

ft(x) - 1+x3 -x4 

h(x) = x +x2 - x4 +x5, 

then 

fi(x)+h(x) = 1+x+x2 +x3 +x4 +x5, 

ft(x)·h(x) = x+x2 +x5 -x6 -x7 -x8 -x9 . 

Appendix 

The triple (F[x], +, ·) however is not a field but a commutative ring 
with unity. This is referred to as a polynomial ring induced by the field 
F. Suppose f(x),g(x) E F[x] where F is a field. If g(x) is a nonzero 
polynomial, then there exist unique polynomials r(x) and s(x), both 
belonging to F[x), such that 

f(x) = r(x)g(x) + s(x) and deg(s(x)) < deg(g(x)). 

The polynomial s(x) is called the residue of f(x) with respect to g(x), 
written as 

f(x) = s(x) (mod g(x)). 

For any fixed nonzero polynomial g(x) E F[x], one can now define an 
equivalence relation "' on F[x) as follows: if /I(x), h(x) E F[x] then 
fi(x) "'h(x) if ft(x)- h(x) = 0 (mod g(x)). If deg(g(x)) = n, this 
equivalence relation has pn equivalence classes where p is the order of 
the field F. Representatives of these pn classes are 

ao + alx + ... + an-lXn-l, eli E F, 0 ~ i ~ n- 1. 

The set of these equivalence classes is denoted by F[x]/(g(x)). 
A nonzero polynomial f(x) E F[x] is said to be irreducible over F if 

for any ft(x), h(x) E F[x] with /(x) = ft(x)h(x), eitherdeg(ft(x)) = 0 
or deg(f2(x)) = 0. Otherwise f(x) is called reducible. For example, 
consider GF(3). Then the polynomial /(x) = x2 + x + 2 is irreducible 
over G F(3). As another example, consider G F(5). Then, the polynomial 
x2 + 1 is reducible over GF(5) as, 

x2 + 1 = (x + 2)(x + 3). 

However, the polynomial x2 + 2 can be checked to be irreducible over 
GF(5). 

We are now in a position to state the following result. 
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Theorem A.3.1 Let F be a Galois field and let g(x) E F[x], g(x) I- 0. 
The system (F[x]f(g(x)), +, ·) is a Galois field if and only if g(x) is 
irreducible over F. 

Thus a Galois field of order s = pn where p is a prime and n, a 
positive integer can be constructed as follows: (i) Take F to be the field 
of residues modulo p with addition and multiplication modulo p as the 
binary operations; (ii) select an irreducible polynomial g(x) E F[x] of 
degree n. Then F[x]f(g(x)) provides a Galois field. 

For example, let us construct a Galois field of order 23. The polyno­
mial f(x) = x3 + x + 1 is seen to be irreducible over GF{2). Thus the 
desired Galois field is given by F[x]/{f(x)). The elements of this field 
can be represented by 0, 1,x, x+ 1, x2 , x2 + l,x2 +x,x2 +x+ 1. It is in­
teresting to observe that the successive powers of x in this field generate 
all the nonzero elements of the field as, x1 = x, x2 = x 2 , x3 = x + 1, x4 = 
x2 + x,x5 = x2 + x + 1,x6 = x2 + 1,x7 = 1. An element of a field with 
this property is called a primitive element of the field. An irreducible 
polynomial f(x) over GF(p) of degree n is said to a be a primitive poly­
nomial if x is a primitive element in the field GF(pn) = F[x]f(f(x)). 
Some of the primitive polynomials are listed below for ready reference. 

Primitive Polynomial over G F(p) 
x"" +x+ 1 
x3 +x+1 
x4 +x+1 
x5 +x2 +1 
x 2 +x+2 
x3 +2x+1 
x2 +x+2 
x2 +x+3 

The following table lists a primitive element in a field GF(p) for some 
values of the prime p. 

p Primitive Element p Primitive Element 
3 2 17 3 
5 2 19 2 
7 3 23 5 

11 2 29 2 
13 2 31 3 
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A.4 Finite Geometries 

As seen earlier in this book, finite projective and Euclidean geometries 
have close connections with incomplete block designs. In this section, 
we briefly describe some aspects of finite geometries. For comprehensive 
descriptions on finite geometries, we refer to Dembowski (1968) and 
Hirschfeld (1979). 

Let p be a prime number and q, a positive integer and let s = pq. 
An ordered set of n + 1 elements (xo,xb ... , Xn), where Xi's belong 
to G F( s) and (xo, x~, . .. , Xn) # (0, ... , 0), is called a point in the 
finite projective geometry, PG(n,s). Two ordered sets (xo,Xt, ... ,xn) 
and (yo, Yb ... , Yn) represent the same point in PG(n, s) if and only if 
Yi = CXi, 0::::;; i::::;; n, where c(# 0) E GF(s). The total number of points 
in a PG(n, s) is therefore 

sn+l -1 
Pn=--­

s-1 
(A.4.1) 

At-fiat in a PG(n, s) consists of points whose coordinates satisfy a 
set of ( n - t) linearly independent homogeneous equations 

a(n-t)OXO + a(n-t)lXl + · · · + a(n-t)nXn = 0, 

or, Am= 0, where A=(~;), 1::::;; i::::;; n-t,O:::::;; j::::;; nand 
:c = (xo, Xt, ... , Xn)'. Since the rank of A is n- t, the equation Az = 0 
hast+ !linearly independent solutions. Any linear combination of these 
linearly independent solutions with combining coefficients from GF(s) 
is also a solution. Hence the number of solutions is st+1 and the number 
of distinct points lying on at-fiat is 

st+1 -1 
Pt=--­

s-1 
(A.4.2) 

It can be seen that the number of distinct t-flats in PG(n, s), denoted 
by cf>(n, t, s}, is given by 

,P(n, t, s) = Pn(Pn- Po)(Pn- Pl) · · · (Pn- Pt-1) 
Pt(Pt- Po)(Pt- PI)··· (Pt - Pt-1} 

(sn+l -1)(sn- 1) · · · (sn-t+l - 1) 
(st+l - 1)(st- 1) · · · (s- 1) 

(A.4.3) 
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It can also be shown that the total number of of distinct t-ftats through 
a fixed point is 

¢(n -1,t -1,s), (A.4.4) 

and the number of distinct t-ftats through a pair of fixed points is 

c/J(n- 2, t- 2, s). (A.4.5) 

From (A.4.3), it is also seen that 

¢( n, t, s) = ¢( n, n - t - 1, s). (A.4.6) 

We consider next finite Euclidean geometries. As before, let s be a 
prime or a prime power. An ordered set of n elements (xlt x2, ... , Xn), 
where the Xi's are elements of GF(s), is called a point in a finite Eu­
clidean geometry, EG( n, s). A pair of points (xt, x2, ... , Xn) and 
(Ylt Y2, ... , Yn) are the same if and only if Xi = Yi for 1 ~ i ~ n. Thus, 
the total number of points in EG(n,s) is 

(A.4.7) 

All points satisfying a set of (n- t) consistent and linearly independent 
equations 

a(n-t)O + a(n-t)l Xt + · · · + a(n-t)nXn = 0 

are said to form a t-ftat in EG(n, s). The total number of points on a 
t-ftat is given by 

Et =st. (A.4.8) 

The number of distinct t-ftats is 

sn-tq,(n- 1, t- 1, s) = ¢(n, t, s)- ¢(n -1, t, s). (A.4.9) 

The total number of distinct t-flats passing through a fixed point is 

¢(n -1,t -l,s) (A.4.10) 

and that through a pair of points is 

¢(n- 2,t- 2,s). (A.4.11) 
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Consider all points of PG(n, s) for which xo = 0. Clearly, this is an 
( n -1 )-fiat in PG( n, s ). Such a fiat is called an ( n-1 )-fiat at infinity and 
all points lying on this fiat are called points at infinity. The remaining 
points are called finite points. Since the finite points of a PG(n, s) have 
their first coordinate xo =/:- 0, a typical finite point, say (xo, X1, .. • , Xn) 

can be written as (1, x].,ra, ... ,x~) where for 1 :5 i :5 n, x~ = xi/xo. One 
can thus establish a 1-1 correspondence between a finite point of the type 
(1, x~, ... , x~) of a PG(n, s) and a point (x~, ~~ ... , x~) of an EG(n, s). 
A t-fiat of PG(n, s) is said to be wholly at infinity if all the points on 
this fiat are at infinity. All other fiats are called finite. To any finite 
t-:flat of PG( n, s) given by the equations OioXo +ail Xt + · · · + OinXn = 0, 
1 :5 i :5 n- t, let there correspond at-flat of EG(n,s) given by the 
equations aio + ailxl · · · + OinXn = 0, 1 :5 i :5 n- t. The latter set of 
equations are consistent if the t-flat of PG(n, s) is finite. Thus, there 
is a 1-1 correspondence between t-flats of EG(n, s) and finite t-ftats of 
PG(n, s). From the above discussion, it is seen that an EG(n, s) can 
be obtained from a PG(n, s) by omitting all points at infinity and the 
t-flats wholly lying at infinity. 

Conversely, from an EG(n, s), one can construct a PG(n, s) by con­
sidering the points in EG( n, s) as the finite points of PG( n, s) and 
adding the (n- I)-fiat at infinity with xo = 0 along with the distinct 
points lying on this fiat. 

As an illustration, consider a finite projective geometry PG(n, s) 
with n = 2 and t = 1. This is known as a finite projective plane of 
orders. The number of points in a finite projective plane, by (A.4.1), is 
s2 + s + 1. The number of 1-fiats, which are called lines, by (A.4.3) is 

( s3 - 1 )( 82 - 1) . 2 
,P(2, 1, 8) = (s2 - 1)(s- 1) = s + s + 1. 

Through any point, there are 8 + 1 lines and on any given line, there are 
s + 1 distinct points. Through a given pair of points, there is exactly one 
line. Cutting out a line (the line at infinity) and all points lying on it, 
one gets an affine plane or, EG(2, s) with t = 1, which has 82 points and 
s2 + s lines. Through any point there are 8 + 1 lines and on each line, 
there are s distinct points. Also, through a given pair of lines, there is 
precisely one line. 
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